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These are not meant to be Lecture Notes. They are simply extended syllabi with the most
important definitions and results from the lecture. As such, they lack the intuition and motivation
and so they are not a good place to learn the material the first time, just to briefly review it. These
extended syllabi will also have references.

There are many amazing books about linear algebra and virtually all of them will contain the
material for this particular lecture, examples include the book suggested for the course [2]. Another
place you can read about some of these is the Lecture Notes for DSGA1002 [1].

Please let me know if you find any typos

• Axiomatic definition of vector space: see, for example, here [1]

• Linear Transformation: Given two vectors spaces (let us focus in Rm and Rn for now) a linear
transformation L : Rm → Rn is a function that satisfies: (i) for all v ∈ Rm and α ∈ R we have
L(αv) = αL(v) and (ii) for all v1, v2 ∈ Rm we have L(v1 + v2) = L(v1) + L(v2).

• Matrix Representation: Let e1, . . . , em denote the canonical basis of Rm and L : Rm → Rn be a
linear transformation. Given a vector x ∈ Rm

x =


x1
x2
...
xm

 = x1e1 + · · ·+ xmem, we have L(x) = x1L(e1) + · · ·+ xmL(em).

This means that every linear transformation is characterized by L(e1), . . . , L(em) (or the image
through L of any basis). For this reason we neatly represent L by a n×m matrix

L =

 | | |
L(e1) L(e2) · · · L(em)
| | |

 =

 L11 L12 · · · L1m
...

...
. . .

...
Ln1 Ln2 · · · Lnm

 .

Note that we write L(ek) =

 L1k
...

Lnk

.

1



• Matrix Vector Product: In this representation, given an n×m matrix L and x ∈ Rm, matrix vector
product is simply Lx = L(x).

• Matrix Product: Given two linear transformations L : Rm → Rn and URp → Rm, the product LU of
the matrix L and U is simply the matrix representation of the linear transformation L◦U : Rp → Rn,
which is a n× p matrix.

• Identity Matrix: The n×n identity matrix is the matrix representation of the linear transformation
I : Rn → Rn such that L(x) = x for all x ∈ Rn. It is a diagonal matrix given by

I =


1 0 · · · 0
0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

 .

• Kernel and Nullspace: Given a linear transformation L : Rm → Rn its Kernel (or Nullspace) Ker(L)
is given by all vectors v ∈ Rm such that L(v) = 0. It is a subspace.

• Image and Column Space: Given a linear transformation L : Rm → Rn its Image (or Column space)
Im(L) is given by all vectors u ∈ Rn for which there exist v ∈ Rm such that L(v) = u. It is a
subspace. It is also the subpspace spanned by the columns of the matrix representation of L.
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