
A TRANSPORTATION APPROACH TO UNIVERSALITY
IN RANDOM MATRIX THEORY
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Abstract. In this note we discuss a new recent approach, based on transportation techniques, to
obtain universality results in random matrix theory.

Large random matrices appear in many different fields, including quantum mechanics, quantum
chaos, telecommunications, finance, and statistics. As such, understanding how the asymptotic
properties of the spectrum depend on the fine details of the model, in particular on the distribution
of the entries, soon appeared as a central question.

1. Wigner matrices

1.1. Empirical measures and the semicircle law. An important model is the one of Wigner
matrices, that is, Hermitian matrices with independent and identically distributed (i.i.d.) real or
complex entries with mean zero and covariance 1/N , N being the dimension of the matrix. In other
words, our random matrices has the form

AN =


X1,1 X1,2 . . . X1,N

X2,1 X2,2 . . . X2,N
...

...
. . .

...
XN,1 XN,2 . . . XN,N


where the entries {Xi,j}1≤i≤j≤N are i.i.d., E[Xi,j ] = 0, and E

[
|Xi,j |2

]
= 1/N .1 Also, the condition

of our matrices being symmetric means that Xj,i is equal to the complex conjugate of Xi,j .
Let λ1 ≤ . . . ≤ λN be the eigenvalue of AN , and consider the empirical measure

LN :=
1

N

N∑
i=1

δλi .

Note that since the matrices AN are Hermitian, their eigenvalues are real, hence LN is a random
probability measure on the real line.

Let ρsc(x) denote the semi-circle distribution on the real line, that is

ρsc(x) :=
1

2π

√
4− x2 1{|x|≤2} ∀x ∈ R.

It was shown by Wigner [Wig55] that the empirical measures LN converge in probability to the
semi-circle law µsc(dx) := ρsc(x) dx. More precisely, if PN denotes the law of the eigenvalues, then

† The University of Texas at Austin, Mathemtics Dept. RLM 8.100, 2515 Speedway Stop C1200, Austin, Texas
78712-1202, USA. email: figalli@math.utexas.edu.

1Actually, the exact definition of Wigner matrix is slightly more involved. Indeed, first of all one assumes that
all moments of Xi,j are finite. Also, the assumptions on the diagonal coefficients Xi,i are slightly different from the
non-diagonal ones. Finally, some assumptions also depend on whether one considers real or complex coefficients. We
refer to [AGZ10, Chapters 2.1 and 2.2] for more details.
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for any f : R→ R continuous and bounded, and for any ε > 0,

(1.1) lim
N→∞

PN
(
|〈f, LN 〉 − 〈f, µsc〉| > ε

)
= 0,

where, given a continuous function g and a measure ν, we use the notation

〈g, ν〉 :=

ˆ
g dν.

In other words, even if the measures LN are random, as N →∞ they all behave as the deterministic
measure µsc.

1.2. On the fluctuation of eigenvalues: a heuristic argument. At least heuristically, Wigner’s
result can be used to get some insight about the fluctuation of consecutive eigenvalues.

Let us order the eigenvalues so that λ1 ≤ . . . ≤ λN . Then, since LN behaves as µsc, given
i ∈ {1, . . . , N} we have

(1.2)
ˆ λi

−∞
ρsc(x) dx ≈

ˆ λi

−∞
dLN (x) =

1

N

ˆ λi

−∞

N∑
j=1

δλj (dx) =
1

N
#{j : j ≤ i} =

i

N
.

To exploit this fact, define the function

Fsc(x) :=

ˆ x

−∞
ρsc(y) dy ∀x ∈ R,

so that (1.2) can be rewritten as

(1.3) Fsc(λi) ≈
i

N
.

We note that Fsc : R→ [0, 1] satisfies Fsc ≡ 0 on (−∞,−2],
Fsc ≡ 1 on [2,∞),
F ′sc > 0 on (−2, 2).

Then, it follows from (1.3) that

λi+1 − λi ≈ F−1sc

( i+ 1

N

)
− F−1sc

( i
N

)
≈
(
F−1sc

)′( i
N

) 1

N
=

1

ρsc ◦ F−1sc

(
i
N

) 1

N
(1.4)

Note now that if i ∈ [εN, (1− ε)N ] for some ε > 0 small (in this case we say that λi belongs to the
bulk), then

0 < cε := min
{
ρsc ◦ F−1sc (ε), ρsc ◦ F−1sc (1− ε)

}
≤ ρsc ◦ F−1sc

(
i

N

)
≤ max

[−2,2]
ρsc =

1

π
.

that combined with (1.4) implies that N(λi+1 − λi) is of order 1.
On the other hand, if 1 ≤ i ≤ C for some fixed number C independent of N (in this case one

says that λi belongs to the edge), since

ρsc ≈ (x+ 2)1/2 and Fsc(x) ≈ (x+ 2)3/2 for x close to −2,

we get

ρsc ◦ F−1sc

(
i

N

)
≈ ρsc

(( i
N

)2/3
− 2

)
≈
( i
N

)1/3
,

so, recalling (1.4),

λi+1 − λi ≈
(N
i

)1/3 1

N
≈ 1

N2/3
.

Thus, by this heuristic argument we have obtained the following “intuition”:
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The difference of two consecutive eigenvalues λi+1 − λi should fluctuate at scale N−1 in the bulk,
and at scale N−2/3 near the edge.

1.3. On the fluctuation of eigenvalues: rigorous results. Making rigorous the intuition above
took many years.

The first approach to the study of local fluctuations of the spectrum was based on exact models,
namely the Gaussian models (i.e., the entries of our matrix are Gaussian). In this case the law of
the eigenvalues is given by the measure

PNG (dλ1, . . . , dλn) :=
1

ZNG

∏
i<j

|λi − λj |βe−N
∑
i λ

2
i dλ1 . . . dλN ,

where

ZNG :=

ˆ
RN

∏
i<j

|λi − λj |βe−N
∑
i λ

2
i dλ1 . . . dλN ,

and

β =

{
1 if the entries of the Gaussian matrices are real,
2 if the entries of the Gaussian matrices are complex.

As predicted above, in this case the eigenvalues fluctuate near ±2 at scale N−2/3, and the limit
distribution of these fluctuations is given by the so-called Tracy-Widom law [TW94a, TW94b]. On
the other hand, inside the bulk the distance between two consecutive eigenvalues is of order N−1
and the fluctuations at this scale can be described by the sine-Kernel distribution.

In other words, if PN
G denote the distribution of the increasingly ordered eigenvalues under PNG ,

using the notation λ̂ := (λ1, . . . , λN ) ∈ RN , these results give a precise description for the limit as
N →∞ of integrals of the formˆ

RN
f
(
N(λi+1 − λi)

)
dPN

G (λ̂), λi in the bulk,

ˆ
RN

f
(
N2/3(λi + 2)

)
dPN

G (λ̂), λi at the edge,

when f : R→ R+ is a fixed test function.
Although these results were first obtained only for the Gaussian models, it was already envisioned

by Wigner that these fluctuations should be universal, i.e., independent of the precise distribution
of the entries. This deep fact was proved only recently in a series of remarkable papers [Erd10,
EPR+10, ESYY12, EYY12, EY12b, TV12, TV11, TV10, Tao13].

2. Universality results for β-models

A related question to the one described above consists in studying universality for local fluctua-
tions for the so-called β-models. These are laws of particles in interaction according to a Coulomb-
gas potential to the power β and to a general potential V . More precisely, one is interested in
understanding the fluctuations of the λi’s when they are distributed according to the probability
measure

PNV (dλ1, . . . , dλn) :=
1

ZNV

∏
i<j

|λi − λj |βe−N
∑
i V (λi) dλ1 . . . dλN ,

where β > 0,

ZNV :=

ˆ
RN

∏
i<j

|λi − λj |βe−N
∑
i V (λi) dλ1 . . . dλN ,

and V : R→ R is a smooth interaction potential.
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As in the Gaussian case, also for β-models with “nice” interaction potentials (for instance, when V
is uniformly convex) the empirical measure converge to a stationary distribution µV (dx) := ρV (x) dx
which can be written as

ρV (x) := SV (x)
√

(x− aV )(bV − x)1{aV ≤x≤bV } ∀x ∈ R,

where SV : [aV , bV ] → R is smooth and uniformly bounded away from zero. However, also in this
case one would like to prove that the local fluctuations of the spectrum are universal, that is,
independent of the potential V .

Local fluctuations were first studied in the case β = 2 in [Meh04, PS97, DKM+99, LL08]. Then,
in the cases β = 1, 4, universality was proved in [DG07b, DG07a, Shc09, KS10, Shc12] (see also
[DG09] for a review). Finally, the local fluctuations of more general β-ensembles were only derived
recently [VV09, RRV11] in the Gaussian case, and universality for general β-ensembles was obtained
in [BEY14a, EY12a, BEY14b, KRV13, Shc13, BFG15, Bek15, FG16].

Our goal here is to describe the general transportation approach introduced in [BFG15] and
further developed and improved in [FG16] to prove universality in this setting.

2.1. Preliminary considerations. The general strategy is to find a change of variable TN : RN →
RN that allows us to relate the fluctuation of the eigenvalues distributed according to PNV to the
fluctuations with respect to PNG .

More precisely, since we want to consider the fluctuations of consecutive eigenvalues after or-
dering, we have to consider the laws of the ordered eigenvalues rather than the original laws PNV
and PNG (where the λi’s are completely symmetric). Hence, let PN

V denote the distribution of the
increasingly ordered eigenvalues under PNV , and let PN

G denote the distribution of the increasingly
ordered eigenvalues under PNG . We want to find a “nice” map TN such that (TN )#P

N
G = PN

V , that
is, ˆ

RN
ψ dPN

V =

ˆ
RN

ψ ◦ TN dPN
G ∀ψ : RN → R continuous and bounded.

Indeed, if TN = (T 1
N , . . . , T

N
N ) is such a map, then it follows by the above condition applied with

ψ(λ̂) := f(N(λi+1 − λi)) that

(2.1)
ˆ
RN

f
(
N(λi+1 − λi)

)
dPN

V (λ̂) =

ˆ
RN

f
(
N
(
T i+1
N (λ̂)− T iN (λ̂)

))
dPN

G (λ̂).

Hence, proving a universality result in the bulk corresponds to showing that the right hand side
above behaves as in the Gaussian case, that is,

(2.2)
ˆ
RN

f
(
N
(
T i+1
N (λ̂)− T iN (λ̂)

))
dPN

G (λ̂) =

ˆ
RN

f
(
ciN(λi+1 − λi)

)
dPN

G (λ̂) + oN (1),

where ci > 0 is a constant, and oN (1) is a quantity that goes to 0 as N →∞.
Thus, for this strategy to work, we need to find a transport map TN such that the difference

T i+1
N (λ̂) − T iN (λ̂) between two consecutive components, that a priori depends on all eigenvalues
λ1, . . . λN , actually behaves as ci(λi+1 − λi) for some constant ci > 0, up to a small error.

As we shall see later, instead of finding a transport map from PN
G to PN

V , it will be enough to
construct a “nice” map that transports PNG onto PNV . In other words, at the moment we do not need
to worry about ordering the eigenvalues.

Before describing our construction, we first make a simple observation: let µ(dx) := f(x) dx and
ν(dy) := g(y) dy be two probability measures in Rn, and suppose that T : Rn → Rn is a smooth
diffeomorphism transporting µ onto ν. Then it follows by the transport condition and the standard
change of variable formula thatˆ

Rn
ψ(T (x)) f(x) dx =

ˆ
Rn
ψ(y) g(y) dy =

ˆ
Rn
ψ(T (x)) g(T (x))

∣∣detDT (x)
∣∣ dx.
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By the arbitrariness of ψ, this implies the validity of the Jacobian equation

(2.3) f(x) = g(T (x))
∣∣detDT (x))

∣∣.
2.2. A possible flow construction for a transport map. To build a transport map, we argue
as follows: first of all, we construct a curve of measures connecting PNG to PNV by setting Vt(x) :=
(1− t)x2 + tV (x) and defining

PNVt(dλ̂) := σt(λ̂) dλ̂, σt(λ̂) :=
1

ZNVt

∏
i<j

|λi − λj |βe−N
∑
i Vt(λi), λ̂ := (λ1, . . . , λN ).

Note that, with this definition,

PNV0 = PNG and PNV1 = PNV ,

hence the curve [0, 1] 3 t 7→ PNVt interpolates between our two measures.
We now observe that, given two probability measures PNVt to PNVs as above with 0 ≤ t ≤ s ≤ 1, a

diffeomophism Tt,s : RN → RN is a transport from PNVt to PNVs if and only if

(2.4)
∣∣det(DTt,s)

∣∣ =
σt

σs ◦ Tt,s
(see (2.3)). Also, when t = s it is natural to take Tt,t as the identity map. Hence, assuming that
Tt,s depends smoothly on the parameters t and s, there should exist a map Yt : RN → RN such
that

(2.5) Tt,s = Id + (s− t)Yt + o(s− t).
If we plug this expression into (2.4) and we expand all terms (note that if Tt,s is close to the identity
map then | det(DTt,s)| = det(DTt,s)) we get2

1 + (s− t) divYt + o(s− t)

= 1 + (s− t)
(
ct − β

∑
i<j

Yi
t −Yj

t

λi − λj
+N

∑
i

W (λi) +N
∑
i

V ′t (λi)Yi
t

)
+ o(s− t)

where
W := V1 − V0 = V − x2 and ct :=

d

dt

(
logZNVt

)
.

Hence, by letting s→ t we discover that Yt = (Y1
t , . . . ,Y

N
t ) should solve

(2.6) divYt = ct − β
∑
i<j

Yi
t −Yj

t

λi − λj
+N

∑
i

W (λi) +N
∑
i

V ′t (λi)Yi
t.

Although this is a formal argument, it suggests a way to construct maps T0,t : RN → RN from
PNV0 to PNVt : indeed, if T0,t sends P

N
V0

onto PNVt then Tt,s ◦T0,t sends P
N
V0

onto PNVs . Hence, if we impose
the condition

T0,s = Tt,s ◦ T0,t,
by differentiating this relation with respect to s and setting s = t we obtain (recall that Yt =
∂sTt,s|s=t, see (2.5))

∂tT0,t = Yt(T0,t), T0,0 = Id.

2Recall that, given a matrix A ∈ Rn×n,
det(Id + εA) = 1 + ε tr(A) + o(ε),

hence, for any vector field Y : Rn → Rn,
det(Id + εDY ) = 1 + ε tr(DY ) + o(ε) = 1 + ε divY + o(ε).
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In other words, to construct a transport map from PNV0 onto PNV1 we can simply solve the ODE
associated to the vector-field Yt, as the following lemma shows:

Lemma 2.1. Let Yt : RN → RN solve (2.6) and define its flow{
Ẋt = Yt(Xt),
X0 = Id.

Then X1 transports PNV0 onto PNV1 .

This result is a particular case of Lemma 2.2 below (just take Rt ≡ 0 and Kq = 0 there).
Thanks to the Lemma 2.1, to construct a transport map TN from PNV0 onto PNV1 we may try to

use the following strategy:
- find a solution of (2.6);
- solve the ODE Ẋt = Yt(Xt) with X0 = Id;
- set TN := X1.

2.3. Approximate solutions of (2.6) induce approximate transport maps. Although the
argument in the previous section has reduced the issue of finding a transport map to the “simpler”
problem of solving the linear equation (2.6) for any t ∈ [0, 1], finding solutions of (2.6) that enjoy
“nice” regularity estimates that are uniform in N seems extremely difficult.

However, if we go back to (2.1), we can observe that we do not need an exact equality there, but
it is enough that the two terms in the equation are equal up to an error that goes to 0 as N →∞.
As the next lemma tells us, if we are able to solve (2.6) up to a small error, then the flow of Yt will
produce an approximate transport map.

Lemma 2.2. Set

(2.7) Rt(Yt) := ct − β
∑
i<j

Yi
t −Yj

t

λi − λj
+N

∑
i

W (λi) +N
∑
i

V ′t (λi)Yi
t − divYt,

and let Xt denote the flow of Yt. Assume that, for any q <∞, there exists a constant Kq such that

(2.8) ‖Rt(Yt)‖Lq(PNVt )
≤ Kq

(logN)3

N
∀ t ∈ [0, 1],

and set TN := X1. Let χ : RN → R+ be a nonnegative measurable function satisfying ‖χ‖∞ ≤ Nk

for some k ≥ 0. Then, for any η > 0 there exists a constant Ck,η, depending only on k and η, such
that ∣∣∣∣log

(
1 +

ˆ
RN

χdPNV1

)
− log

(
1 +

ˆ
RN

χ ◦ TN dPNV0

)∣∣∣∣ ≤ Ck,ηKqN
η−1.

Remark 2.3. Observe that, because of the presence of a logarithm, the estimate provided by
Lemma 2.2 does not imply that (2.1) holds up to a small error. However, as we shall see later,
this is not a big issue: indeed, whenever a, b are positive numbers with b ≤ C for some universal
constant C, then the bound

| log(1 + a)− log(1 + b)| ≤ C Nη−1

implies that
|a− b| ≤ C Nη−1.
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Proof. Recall that σt denotes the density of PNVt with respect to the Lebesgue measure. Then, by
a direct computation one can check that σt, Yt, and Rt := Rt(Yt) are related by the following
formula:

(2.9) ∂tσt + div(Yt σt) = Rt σt.

Now, given a smooth function χ : RN → R+ satisfying ‖χ‖∞ ≤ Nk, we define

(2.10) χt := χ ◦X1 ◦ (Xt)
−1 ∀ t ∈ [0, 1].

Note that, with this definition, χ1 = χ. Also, since by construction the function χt ◦Xt = χ ◦X1

is constant in time, differentiating with respect to t we deduce that

0 =
d

dt

(
χt ◦Xt

)
=
(
∂tχt + Yt · ∇χt

)
◦Xt,

where we used that ∂tXt = Yt ◦Xt. Hence, this proves that χt solves the transport equation

(2.11) ∂tχt + Yt · ∇χt = 0, χ1 = χ.

Combining (2.9) and (2.11), and integrating the divergence by parts, we get

d

dt

ˆ
RN

χt σt =

ˆ
RN

∂tχt σt +

ˆ
RN

χt ∂tσt

= −
ˆ
RN

Yt · ∇χt σt −
ˆ
RN

χt div(Yt σt) +

ˆ
RN

χtRt σt =

ˆ
RN

χtRt σt.

We now want to control the last term. To this aim we notice that, since ‖χ‖∞ ≤ Nk, it follows
immediately from (2.10) that ‖χt‖∞ ≤ Nk for any t ∈ [0, 1]. Hence, using Hölder inequality and
(2.8), for any p > 1 we can bound∣∣∣∣ˆ

RN
χtRt σt

∣∣∣∣ ≤ ‖χt‖Lp(PNVt )‖Rt‖Lq(PNVt ) ≤ ‖χt‖ p−1
p
∞ ‖χt‖1/pL1(PNVt )

‖Rt‖Lq(PNVt )

≤ N
k(p−1)
p ‖χt‖1/pL1(PNVt )

‖Rt‖Lq(PNVt )
≤ Kq

N
k(p−1)
p (logN)3

N
‖χt‖1/pL1(PNVt )

,

where q := p
p−1 . Thus, given η > 0, we can choose p := 1 + η

2k to obtain∣∣∣∣ˆ
RN

χtRt σt
∣∣∣∣ ≤ C KqN

η−1‖χt‖1/pL1(PNVt )
≤ C KqN

η−1
(

1 + ‖χt‖L1(PNVt )

)
,

where C depends only on k and η. Therefore, setting

Z(t) :=

ˆ
RN

χt σt = ‖χt‖L1(PNVt )

(recall that χt ≥ 0), we proved that

|Ż(t)| ≤ C KqN
η−1(1 + Z(t)

)
∀ t ∈ [0, 1],

which implies that ∣∣log
(
1 + Z(1)

)
− log

(
1 + Z(0)

)∣∣ ≤ C KqN
η−1.

Recalling that χ0 = χ ◦ X1, χ1 = χ, and TN = X1, this proves the desired result when χ is
smooth. By approximation the result extends to all measurable functions χ : RN → R+ satisfying
‖χ‖∞ ≤ Nk, concluding the proof. �

As explained before, thanks to this lemma we know that if (2.6) holds up to a small error, then
the flow of Yt provides an approximate transport map. Hence, the next step consists in finding a
vector field Yt satisfying (2.8).
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2.4. Construction of Yt. Fix t ∈ [0, 1]. To find an approximate solution of (2.6) we shall make
an ansatz.

The idea is that at first order eigenvalues do not interact, then at order 1/N eigenvalues interact
at most by pairs, and so on. As we shall see, to construct a vector field satisfying (2.8) it will be
enough to consider at most pairwise interactions.

Note that, by symmetry, it is clear that the interaction of λi with λj , i 6= j, should be equal to
the one of λi with λk for any other index k 6= i. Hence, the term involving pairwise interactions can
be written as an interaction of λi with the empirical measure LN = 1

N

∑
j δλj . Recalling that

LN ⇀∗ µVt := ρVt dx as N →∞,

it will actually be convenient to rewrite that pairwise interaction in term of the measure LN − µVt
rather than LN . Moreover, for normalization purposes, we will actually consider the measure
MN := N(LN − µVt).

These considerations suggest us the following ansatz for the components of Yt = (Y1
t , . . . ,Y

N
t ):

(2.12) Yi
t(λ1, . . . , λN ) := y0,t(λi) +

1

N
y1,t(λi) +

1

N
ξt(λi,MN ) ∀ i = 1 . . . , N,

where
ξt(x,MN ) :=

ˆ
R
zt(x, y) dMN (y) =

∑
j

zt(x, λj)−N
ˆ
R
zt(x, y) dµVt(y),

and y0,t : R→ R, y1,t : R→ R, and zt : R2 → R are functions to be determined.
To be able to compute Rt(Yt), it will be important to use some explicit properties of the measure

µVt . More precisely, as shown in [AG97, AGZ10], the measure µVt is characterized as the unique
minimizer, among probability measures on R, of the functional

µ 7→ IVt(µ) :=
1

2

¨
R2

(
Vt(x) + Vt(y)− β log |x− y|

)
dµ(x) dµ(y).

Hence, given a smooth function h : R→ R, considering the family of measures µt,ε := (Id+εh)#µVt
and writing that IVt(µt,ε) ≥ IVt(µVt), by taking the derivative with respect to ε and setting ε = 0,
we get

(2.13)
ˆ
R
V ′t (x)h(x) dµVt(x) =

β

2

¨
R2

h(x)− h(y)

x− y
dµVt(x) dµVt(y)

for all smooth (say, C1) functions h : R→ R.
Therefore, using the convention that

¨
R2

h(x)− h(y)

x− y
δλi(dx)⊗ δλj (dy) =

{
h(λi)−h(λj)

λi−λj if λi 6= λj ,

h′(λi) if λi = λj ,

and defining the operator

(2.14) Ξt : C1(R)→ C0(R), Ξt[h](x) := −β
ˆ
R

h(x)− h(y)

x− y
dµVt(y) + V ′t (x)h(x),

it follows by a direct computation using (2.13) that

Rt(Yt) = N

ˆ
R

(
Ξt[y0,t](x) +W (x)

)
dMN (x)

+

ˆ
R

(
Ξt[y1,t](x) +

(β
2
− 1
)[
y′0,t(x) +

ˆ
R
∂1zt(z, x)dµVt(z)

])
dMN (x)

+

¨
R2

dMN (x) dMN (y)

(
Ξt[zt(·, y)](x)− β

2

y0,t(x)− y0,t(y)

x− y

)
+ CNt + EN ,
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where CNt is a constant, and EN is a remainder that we will prove to be negligible:

EN := − 1

N

ˆ
R
∂2zt(x, x) dMN (x)− 1

N

(
1− β

2

)ˆ
R
y′1,t(x) dMN (x)

− 1

N

(
1− β

2

)¨
R2

∂1zt(x, y) dMN (x) dMN (y)

− β

2N

¨
R2

y1,t(x)− y1,t(y)

x− y
dMN (x) dMN (y)

− β

2N

˚
R3

zt(x, y)− zt(x̃, y)

x− x̃
dMN (x) dMN (x̃) dMN (y)

(2.15)

(see [BFG15, Section 3] for more details).
Notice that, since ˆ

R
dMN (x) =

N∑
i=1

ˆ
R
δλi(dx)−N

ˆ
R
dµVt(x) = 0,

all constants integrate to zero against MN . Hence, for RNt to be small we want to impose

(2.16)


Ξt[y0,t] = −W + c,

Ξt[zt(·, y)](x) = −β
2

y0,t(x)−y0,t(y)

x−y + c(y),

Ξt[y1,t] = −
(
β
2 − 1

) [
y′0,t +

´
R ∂1zt(z, ·) dµVt(z)

]
+ c′,

where c, c′ are some constant to be fixed later, and c(y) does not depend on x.
This shows that, to construct y0,t, y1,t, and zt, we need to invert the operator Ξt. The following

lemma is proved in [BFG15, Lemma 3.2]:

Lemma 2.4. Let g : R→ R be a function function of class Ck, and assume that Vt ∈ Cr(R). Then
there exists a unique constant cg such that the equation

Ξt[f ](x) = g(x) + cg

has a solution f : R→ R of class C(k−2)∧(r−3).

Recalling that Vt(x) = (1 − t)x2 + tV (x), W = V − x2, and that Ξt is defined on C1 functions
(see (2.14)), as an immediate consequence of Lemma 2.4 we obtain the following corollary (given
a function of two variables, ψ ∈ Cs,v(R2) means that ψ is s times continuously differentiable with
respect to the first variable and v times with respect to the second).

Corollary 2.5. Let r ≥ 10. If V ∈ Cr(R) then we can find y0,t ∈ Cr−3(R), zt ∈ Cs,v(R2) for
s+ v ≤ r − 6, and y1,t ∈ Cr−9(R) solving (2.16).

We now need to estimate the rest EN defined in (2.15) and prove that it is negligible. Note that
ˆ
R
d|MN |(x) =

N∑
i=1

ˆ
R
δλi(dx) +N

ˆ
R
dµVt(x) = 2N,

that is, MN is a measure of total mass 2N . So, a priori, EN ≈ 1
NN

3 ≈ N2 � 1.
Luckily, when considering

´
f dMN for some smooth function f , one may expect this integral to

be much smaller. Just to make a comparison remember that, given i.i.d. random variables Xi, by
the central limit theorem ∑

iXi −N E[Xi]

N1/2

converge to a Gaussian law, hence
∑

iXi −N E[Xi] is usually of size N1/2.
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In our case this would not be enough since in EN we have triple integrals appearing, so from
an estimate of the form

´
f dMN ≈ N1/2 we would get EN ≈ 1

N (N1/2)3 = N1/2, which is not
infinitesimal. Hence we need to improve this bound.

Following [BG13b, BG13a, BGK14] (see also [MMS14] and [Shc09]), in [BFG15, FG16] we do
this in two steps: we first derive a rough estimate which provides a bound of order N1/2, and then
in a second step we use the so-called “loop equations” to get a bound of order logN . In this way,
we can prove that if V ∈ C36(R) then there exist constants C, c > 0 such that

(2.17) |Rt(Yt)| ≤ C
(logN)3

N
for all λ̂ ∈ Gt,

where Gt ⊂ RN is a set satisfying PNVt(Gt) ≥ 1−N−cN .
Since Rt(Yt) is trivially bounded by CN2 everywhere (being the sum of O(N2) bounded terms,

see (2.7)), (2.17) implies that

‖Rt(Yt)‖Lq(QN,aVt )
≤
(ˆ

Gt

(
C

(logN)3

N

)q
dPNVt +

ˆ
RN\Gt

(
C N2

)q
dPNVt

)1/q

≤ C
(((logN)3

N

)q
+N2q−cN

)1/q
≤ C (logN)3

N
,

which proves (2.8).

2.5. Construction of the flow map. In the previous section we constructed a vector field Yt

satisfying (2.8). Thanks to Lemma 2.2 this guarantees that if we solve the ODE

(2.18) Ẋt = Yt(Xt), X0 = Id,

then TN := X1 is an approximate transport map. However, as mentioned before, to hope that (2.2)
holds true we need TN to have a very special structure.

Luckily, since Yt has a very simple form (see (2.12)) it is natural to expect that we can find a
nice expansion for Xt in powers of 1/N . More precisely, let us define the flow of y0,t:

(2.19) X0,t : R→ R, Ẋ0,t = y0,t(X0,t), X0,0 = Id.

Then, since at first order Yt(λ1, . . . , λN ) ≈
(
y0,t(λ1), . . . , y0,t(λN )

)
, we expect that

Xt(λ1, . . . , λN ) ≈
(
X0,t(λ1), . . . , X0,t(λN )

)
.

To find the next order term in the expansion of Xt, we set

X⊗N0,t (λ1, . . . , λN ) :=
(
X0,t(λ1), . . . , X0,t(λN )

)
and write

Xt = X⊗N0,t +
1

N
X1,t +

1

N2
X2,t.

If we plug this expansion into (2.18), a direct computation using (2.12) shows thatX1,t = (X1
1,t, . . . , X

N
1,t)

should solve the linear ODE

Ẋk
1,t(λ1, . . . , λN ) = y′0,t(X0,t(λk)) ·Xk

1,t(λ1, . . . , λN ) + y1,t(X0,t(λk))

+

ˆ
R
zt(X0,t(λk), y) dM

X0,t

N (y)

+
1

N

N∑
j=1

∂2zt
(
X0,t(λk), X0,t(λj)

)
·Xj

1,t(λ1, . . . , λN )

(2.20)
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with the initial condition X1,0 = 0, where MX0,t

N is defined as
ˆ
R
f(y) dM

X0,t

N (y) :=
N∑
i=1

f(X0,t(λi))−N
ˆ
R
f dµVt ∀ f ∈ Cc(R).

With these definitions, the following result holds.

Proposition 2.6. Assume that V ∈ Cr for some r ≥ 16. Then the flow Xt = (X1
t , . . . , X

N
t ) :

RN → RN is of class Cr−9 and the following properties hold.
Let X0,t and X1,t be as in (2.19) and (2.20) above, and define X2,t : RN → RN via the identity

Xt = X⊗N0,t +
1

N
X1,t +

1

N2
X2,t .

Then

(2.21) max
1≤k≤N

‖Xk
1,t‖L4(PNV ) ≤ C logN and max

1≤k≤N
‖Xk

2,t‖L2(PNV ) ≤ C (logN)2.

In addition, there exist constants C, c > 0 such that, with probability greater than 1− C e−c(logN)2,

(2.22) sup
t∈[0,1]

max
1≤k≤N

|Xk
1,t| ≤ C logN N1/(r−14), sup

t∈[0,1]
max

1≤k≤N
|Xk

2,t| ≤ C (logN)2N2/(r−15),

(2.23) sup
t∈[0,1]

max
1≤k,k′≤N

∣∣Xk
1,t(λ̂)−Xk′

1,t(λ̂)
∣∣ ≤ C logN N1/(r−15)|λk − λk′ |,

and

(2.24) sup
t∈[0,1]

max
1≤k,k′≤N

∣∣∂λk′Xk
1,t

∣∣(λ̂) ≤ C logN N1/(r−15).

The proof of this result is rather involved and we refer to the proof of [FG16, Proposition 4.13]
for more detail. Here, we just explain the reason for the presence of terms of the form N1/(r−14)

and N1/(r−15) in the estimates above.
Remember that, as explained before, to prove (2.17) we needed to show that, with very large

probability, if f is smooth enough then∣∣∣∣ˆ f dMN

∣∣∣∣ ≤ C logN.

From this fact we can deduce that, for any t ∈ [0, 1], there exists a set Ht ⊂ RN such that
PNV0(Ht) ≥ 1−N−cN and the term ˆ

zt(X0,t(λk), y) dM
X0,t

N (y)

appearing in (2.20) is of sizeO(logN) whenever λ̂ ∈ Ht. Unfortunately this “good set” Ht depends on
t, and to construct our approximate transport map we need to integrate

´
zt(X0,t(λk), y) dM

X0,t

N (y)

with respect to t ∈ [0, 1]. So, we need to find a “universal good set” H such that, fixed λ̂ ∈ H, the
term

´
zt(X0,t(λk), y) dM

X0,t

N (y) can be controlled for all t ∈ [0, 1].
As shown in [FG16, Lemma 4.12], this is indeed possible, and the smoother is the test function

against which we integrate MN the better the bound we get. Recalling that the regularity of zt and
X0,t depends on the regularity of V , since V ∈ Cr it follows by [FG16, Proposition 4.13] that there
exists a set H such that PNV0(H) ≥ 1−N−c(logN)2 and

(2.25) sup
t∈[0,1]

∣∣∣∣ˆ zt(X0,t(λk), y) dM
X0,t

N (y)

∣∣∣∣ ≤ C logN N1/(r−14) ∀ λ̂ ∈ H, ∀ k = 1, . . . , N.
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In particular, setting
A1,t := max

1≤k≤N
|Xk

1,t|,

(2.20) and (2.25) imply that

d

dt
A1,t ≤ C A1,t + C logN N1/(r−14),

so the first bound in (2.22) follows by integration, noticing that A1,0 = 0.

2.6. On the leading order term in the transport map. The goal of this section is to show
that the leading order term X0,1 of our approximate transport map (see Proposition 2.6) can be
defined in terms of the stationary measures µsc and µV . More precisely, we claim that X0,1 : R→ R
is the monotone rearrangement of µsc onto µV , that is, X0,1 coincides with the unique monotone
increasing map T0 : R→ R satisfying (T0)#µsc = µV .

To prove this fact, we first show that X0,1 is a monotone increasing function. Note that, since
X0,t : R→ R is obtained as the flow of the Lipschitz function y0,t, differentiating (2.19) with respect
to x ∈ R we get

Ẋ ′0,t = y′0,t(X0,t)X
′
0,t, X ′0,0 = 1,

thus
d

dt

∣∣X ′0,t∣∣ ≤ ∣∣y′0,t(X0,t)
∣∣ ∣∣X ′0,t∣∣ ≤ L ∣∣X ′0,t∣∣, X ′0,0 = 1,

and Gronwall’s inequality gives the bound

e−Lt ≤
∣∣X ′0,t∣∣ ≤ eLt.

Since X ′0,0 = 1, it follows by continuity that X ′0,t must remain positive for all time and it satisfies

(2.26) e−Lt ≤ X ′0,t ≤ eLt,

from which we deduce that

e−Lt(x− y) ≤ X0,t(x)−X0,t(y) ≤ eLt(x− y) ∀ y < x, t ∈ [0, 1].

In particular,

(2.27) e−L(x− y) ≤ X0,1(x)−X0,1(y) ≤ eL(x− y) ∀ y < x,

which proves that X0,1 is monotone increasing.
We now claim that X0,1 transports µsc onto µV . For this, we fix a smooth compactly supported

function ϕ : R→ R+ and we apply Lemma 2.2 with

χ(λ̂) := 〈ϕ,LN 〉 =
1

N

N∑
i=1

ϕ(λi).

Then

χ ◦ TN (λ̂) =
1

N

N∑
i=1

ϕ
(
T iN (λ̂)

)
and ∣∣∣∣log

(
1 +

ˆ
RN
〈ϕ,LN 〉 dPNV

)
− log

(
1 +

ˆ
RN

1

N

N∑
i=1

ϕ
(
T iN (λ̂)

)
dPNG

)∣∣∣∣ ≤ CηNη−1.
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Noticing that

1

N

N∑
i=1

ϕ
(
T iN (λ̂)

)
=

1

N

N∑
i=1

ϕ
(
X0,1(λi)

)
) +O

(
‖ϕ′‖∞

1

N

N∑
i=1

( |Xi
1,1|
N

+
|Xi

2,1|
N2

))

= 〈ϕ ◦X0,1, LN 〉+O

(
‖ϕ′‖∞

1

N

N∑
i=1

( |Xi
1,1|
N

+
|Xi

2,1|
N2

))
(see Proposition 2.6), it follows from (2.21) that

ˆ
RN

1

N

N∑
i=1

ϕ
(
T iN (λ̂)

)
dPNG =

ˆ
RN
〈ϕ ◦X0,1, LN 〉 dPNG +O

(
‖ϕ′‖∞

logN

N
+

(logN)2

N2

)
.

Therefore ∣∣∣∣log

(
1 +

ˆ
RN
〈ϕ,LN 〉 dPNV

)
− log

(
1 +

ˆ
RN
〈ϕ ◦X0,1, LN 〉 dPNG

)∣∣∣∣ ≤ CηNη−1.

Recalling that LN ⇀∗ µV under PNV (resp. LN ⇀∗ µsc under PNG ) (see (1.1) and the beginning of
Section 2), letting N →∞ in the formula above we obtain

log

(
1 +

ˆ
R
ϕdµV

)
= log

(
1 +

ˆ
R
ϕ ◦X0,1 dµsc

)
,

that is, ˆ
R
ϕdµV =

ˆ
R
ϕ ◦X0,1 dµsc.

By the arbitrariness of ϕ, this proves that (X0,1)#µsc = µV . Since X0,1 is monotone increasing (see
(2.27)), this shows that X0,1 is the monotone rearrangement of µsc onto µV , as desired.

2.7. Universality in the bulk. Let TN := X1, where Xt is the flow of Yt. The results in the
previous sections show that TN is an approximate transport map having a very special structure.
As we shall explain now, this allows us to show that (2.1) and (2.2) hold.

We begin by noticing that (2.1) and (2.2) involve the laws of the ordered eigenvalues PN
G and

PN
V , while our previous construction of the transport map was done with PNG and PNV . To fix this,

we observe that PN
G and PN

V can be defined as

PN
G := R#PNG and PN

V := R#PNV ,

where R : RN → RN is given by

(2.28) [R(x1, . . . , xN )]i := min
#J=i

max
j∈J

xj ∀ i = 1, . . . , N.

Note that R is 1-Lipschitz for the sup norm. In particular, if χ : RN → R is a L-Lipschitz function
depending only on m variables, then χ ◦ R is

√
mL-Lipschitz.

Now, let f : R→ R+ be a nonnegative Lipschitz function with compact support (say, supp(f) ⊂
[−M,M ]) and set χ(λ̂) := f(N(λi+1 − λi)). Then

(2.29)
ˆ
RN

χdPN
V =

ˆ
RN

χ ◦ R dPNV .

We now apply Lemma 2.2 with 1
‖f‖∞χ ◦ R in place of χ to deduce that, for any η > 0,∣∣∣∣log

(
1 +

1

‖f‖∞

ˆ
RN

χ ◦ R dPNV
)
− log

(
1 +

1

‖f‖∞

ˆ
RN

χ ◦ R ◦ TN dPNG
)∣∣∣∣ ≤ CηNη−1.
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In particular, choosing η < 1 (so that the right hand side is infinitesimal), since 1
‖f‖∞

´
RN χ◦R dP

N
V

and 1
‖f‖∞

´
RN χ ◦ R ◦ TN dP

N
G are both bounded by ‖χ‖∞‖f‖∞ = 1, it follows by Remark 2.3 that

(2.30)
1

‖f‖∞

∣∣∣∣ˆ
RN

χ ◦ R dPNV −
ˆ
RN

χ ◦ R ◦ TN dPNG
∣∣∣∣ ≤ CηNη−1.

Let us define

(2.31) TN,1 := X⊗N0,1 +
1

N
X1,1

where X0,t and X1,t are as in Proposition 2.6. Then, since TN − TN,1 = 1
N2X2,1,∣∣∣∣ˆ

RN
χ ◦ R ◦ TN dPNG −

ˆ
RN

χ ◦ R ◦ TN,1 dPNG
∣∣∣∣ ≤ ‖∇(χ ◦ R)‖∞

1

N2

ˆ
RN
|X2,1| dPNG ,

where

|X2,1| :=
( N∑
k=1

|Xk
2,1|2

)1/2

.

Noticing that ‖∇(χ ◦ R)‖∞ ≤
√

2N ‖f ′‖∞ and
ˆ
RN
|X2,1| dPNG ≤

( N∑
k=1

ˆ
RN
|Xk

2,1|2dPNG
)1/2

≤ C (logN)2N1/2

(see (2.21)), we deduce that

(2.32)
∣∣∣∣ˆ

RN
χ ◦ R ◦ TN dPNG −

ˆ
RN

χ ◦ R ◦ TN,1 dPNG
∣∣∣∣ ≤ C (logN)2N−1/2 ‖f ′‖∞.

We now claim that X̂N
1 preserves the order of the eigenvalues with large probability. Indeed, since∣∣∣∣ 1

N
Xk

1,1(λ̂)− 1

N
Xk′

1,1(λ̂)

∣∣∣∣ ≤ C logN N1/(r−15)

N
|λk − λk′ | � |λk − λk′ |

with probability greater than 1− C e−c(logN)2 (see (2.23)), it follows by (2.31) and (2.27) that

e−2L
(
λk − λk′

)
≤ T kN,1(λ̂)− T k′N,1(λ̂) ≤ e2L

(
λk − λk′

)
∀λk′ < λk

with probability greater than 1− C e−c(logN)2 , as desired.
Thanks to this fact we obtain that R ◦ TN,1 = TN,1 ◦ R outside a set of probability bounded by

C e−c(logN)2 , therefore

(2.33)
∣∣∣∣ˆ

RN
χ ◦ R ◦ TN,1 dPNG −

ˆ
RN

χ ◦ TN,1 ◦ R dPNG
∣∣∣∣ ≤ C e−c(logN)2 ‖χ‖∞.

Thus, recalling that χ(λ̂) := f(N(λi+1 − λi)), combining (2.29), (2.30), (2.32), and (2.33), we get

(2.34)
∣∣∣∣ˆ

RN
f
(
N(λi+1 − λi)

)
dPN

V −
ˆ
RN

f
(
N
(
T i+1
N,1 (λ̂)− T iN,1(λ̂)

))
dPN

G

∣∣∣∣
≤ C Nη−1 ‖f‖∞ + C (logN)2N−1/2 ‖f ′‖∞.

Observe now that, since X0,1 is of class C2 and X ′0,1(λi) ≥ e−L (see (2.27)),

X0,1(λi+1)−X0,1(λi) = X ′0,1(λi) (λi+1 − λi) +O
(∣∣X ′0,1(λi) (λi+k − λi)

∣∣2).
Also, using again that X ′0,1(λi) ≥ e−L, it follows by (2.23) that, outside a set of probability bounded
by C e−c(logN)2 , ∣∣Xi+1

1,1 (λ̂)−Xi
1,1(λ̂)

∣∣ ≤ C logN N1/(r−15) ∣∣X ′0,1(λi) (λi+1 − λi)
∣∣.
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Thus, recalling (2.31), we get
(2.35)

T i+1
N,1 (λ̂)− T iN,1(λ̂) = X ′0,1(λi) (λi+1 − λi)

[
1 +O

(
logN N1/(r−15)−1)+O

(∣∣X ′0,1(λi) (λi+1 − λi)
∣∣)]

with probability greater than 1− C e−c(logN)2 .
Since we assume f supported in [−M,M ], when computingˆ

RN
f
(
N
(
T i+1
N,1 (λ̂)− T iN,1(λ̂)

))
dPN

G

we can restrict the domain of integration to those λ̂ such that
∣∣NX ′0,t(λi) (λi+1 − λi)

∣∣ is bounded
by M . Hence, using (2.35) and a Taylor expansion, we note that for such λ̂ we have

f
(
N
(
T i+1
N,1 (λ̂)− T iN,1(λ̂)

))
= f

(
X ′0,1(λi)N(λi+1 − λi)

)
+O

(
M logN N1/(r−15)−1 +M2N−1

)
‖f ′‖∞.

Combining this bound with (2.34), recalling Section 2.6 and the fact that (2.17) is valid under the
assumption that V ∈ C36, we proved the following universality result:

Theorem 2.7 (Universality in the bulk). Assume that V ∈ C36 is a uniformly convex function.
Denote by PN

V (resp. PN
G ) the distribution of the increasingly ordered eigenvalues λi under PNV (resp.

PNG ). Also, let T0 denote the monotone rearrangement from µsc to µV . Fix ε, η > 0. There exists a
constant Ĉ > 0, independent of N , such that the following holds:

Let M ∈ (0,∞). Then, for any nonnegative Lipschitz function f : R → R+ supported inside
[−M,M ] and for any i ∈ [εN, (1− ε)N ],∣∣∣∣ˆ

RN
f
(
N(λi+1 − λi)

)
dPN

V −
ˆ
RN

f
(
T ′0(λi)N(λi+k − λi)

)
dPN

G

∣∣∣∣
≤ Ĉ Nη−1 ‖f‖∞ + Ĉ

(
(logN)2N−1/2 +M2N−1

)
‖f ′‖∞.

2.8. Universality at the edge. In the previous section we showed how our approximate transport
maps allow us to prove universality of the law of N(λi+1 − λi) when i ∈ [εN, (1 − ε)N ]. We note
that the same strategy also proves universality at the edge.

More precisely, recalling that supp(µsc) = [−2, 2] and supp(µV ) = [aV , bV ], since X0,1 = T0 is the
monotone rearrangement of µsc onto µV (see Section 2.6), we deduce that X0,1(−2) = aV . Then,
arguing as in the previous section, we see that∣∣∣∣ ˆ

RN
f
(
N2/3(λ1 − aV )

)
dPN

V −
ˆ
RN

f
(
N2/3

(
TN,1(λ̂)−X0,1(−2)

))
dPN

G

∣∣∣∣
≤ CηNη−1 ‖f‖∞ + C

(logN)2

N5/6
‖f ′‖∞.

Since, by (2.21),

T iN,1(λ) = X0,1(λi) +OL4(PNG )

(
logN

N

)
= X0,1(−2) +X ′0,1(−2) (λi + 2) +O

(
|λi + 2|2

)
+OL4(PNG )

(
logN

N

)
,

one can conclude that the following holds:
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Theorem 2.8 (Universality at the edge). Under the same assumptions of Theorem 2.7, given η > 0,
there exists a constant Ĉ > 0, independent of N , such that the following holds:

Let M ∈ (0,∞). Then, for any nonnegative Lipschitz function f : Rm → R+ supported inside
[−M,M ], we have∣∣∣∣ˆ

RN
f
(
N2/3(λ1 − aV )

)
dPN

V −
ˆ
RN

f
(
T ′0(−2)N2/3(λ1 + 2)

)
dPN

G

∣∣∣∣
≤ Ĉ Nη−1 ‖f‖∞ + Ĉ

(
logN N−1/3 +M2N−4/3

)
‖f ′‖∞.

It is worth noticing that the very same argument as the one used above allows one to show
universality when replacing the test functions

f
(
N(λi+1 − λi)

)
and f

(
N2/3(λ1 − aV )

)
by

f
(
N(λi+1 − λi), . . . , N(λi+m − λi)

)
and f

(
N2/3(λ1 − aV , . . . , N2/3(λm − aV )

)
,

where f : Rm → R+ is Lipschitz and compactly supported, and m can even be allowed to increase
with N (see [BFG15, FG16] for more details).

2.9. Generalization and extensions. Theorem 2.7 concerns the universality of fluctuations for
the difference of consecutive eigenvalues. Another natural and important question concerns the
universality of fluctuations around some fixed “energy” value E in the bulk. This corresponds to
consider as test functions m-points correlation functions of the form∑

i1 6=... 6=im

f
(
N(λi1 − E), . . . , N(λim − E)

)
,

where E belongs to the bulk of the spectrum. Note that, since we are considering a sum over a set
of indices of cardinality of order Nm, these test functions have L∞ norm of size Nm. Hence, to
attack this problem, it is crucial that Lemma 2.2 applies to this class of functions.

By exploiting the estimates on the approximate transport maps stated in Proposition 2.6, as
shown in [FG16] we can prove universality for test functions obtained as an average with respect
E over a very small interval. Here and in the following, we use −́I to denote the averaged integral
over an interval I ⊂ R, namely −́I = 1

|I|
´
I .

Corollary 2.9. Under the same assumptions of Theorem 2.7, fix m ∈ N and ζ ∈ (0, 1). Then,
given E ∈ (−2, 2), θ ∈ (0,min{ζ, 1− ζ}), and f : Rm → R+ a nonnegative Lipschitz function with
compact support, there exists a constant Ĉ > 0, independent of N , such that the following holds
true: ∣∣∣∣ ˆ [ˆ−T0(E)+N−ζ T ′0(E)

T0(E)−N−ζ T ′0(E)

∑
i1 6=... 6=im

f
(
N(λi1 − Ẽ), . . . , N(λim − Ẽ)

)
dẼ

]
dPNV

−
ˆ [ˆ
−
E+N−ζ

E−N−ζ

∑
i1 6=... 6=im

f
(
T ′0(E) N(λi1 − Ẽ), . . . , T ′0(E)N(λim − Ẽ)

)
dẼ

]
dPNG

∣∣∣∣
≤ Ĉ

(
N θ+ζ−1 +N θ−ζ

)
.

All these universality results are contained in [FG16]. As mentioned at the beginning of Section
2, universality for β-models has also been obtained by other techniques. However, the approach
described above has the advantage of being extremely robust. In particular, as shown in [FG16]
it can be used also in multi-matrix models. For instance, a corollary of the results in [FG16] is
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the following theorem about the universality of fluctuations for matrices obtained as the image of
independent Guassian matrices via a polynomial close to the identity.

We recall that a polynomial with complex coefficients is said to be self-adjoint if it preserves the
space of Hermitian matrices.

Theorem 2.10. Let P1, . . . , Pd : (RN×N )d → RN×N be self-adjoint polynomials. There exists ε0 > 0
such that the following holds: Let {X`}1≤`≤d be independent Gaussian matrices and set

Y` := X` + ε P`(X1, . . . , Xd) ∀ ` = 1, . . . , d.

Then, for ε ∈ [−ε0, ε0], the eigenvalues of the matrices {Y`}1≤`≤d fluctuate both in the bulk and at
the edge as when ε = 0, up to rescaling. In other words, the fluctuations of {Y`}1≤`≤d follow the
sine-kernel law inside the bulk and the Tracy-Widom law at the edge.

Acknowledgments. AF has been partially supported by NSF Grant DMS-1262411 and NSF
Grant DMS-1361122.
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