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1. (8 points) An urn contains 6 distinct balls, of which 2 are red, 2 are white and 2 are
black. You take 3 balls out of the urn, at random and without replacement.

(a) (3 points) Compute the probability that the selected balls have three different
colors.

(b) (3 points) Compute the probability that the selected balls are of exactly 2 dif-
ferent colors.

(c) (2 points) Compute the probability that none of the selected balls is white.

Solution

(a) Let A be the event that the balls have three different colors. For A to happen,
one of balls must be red, one black and one white. There are 2 options for the
red ball, 2 for the black and 2 for the white, giving 8 possibilities altogether. On
the other hand, since there are 6 balls in total, there are (g) = 20 subsets of 3
balls that one could draw, and each occurs with the same probability. Therefore,
the probability that the selected balls have three different colors is

8§ 2
P(A)=—=- =04.
(4) 20 5
(b) Since there are only 2 balls of each color, it is not possible that all three balls
have the same color. Therefore, either the balls are of exactly 2 different colors
or they are all of different colors. In other words, if B is the event that the balls
are of exactly 2 colors, then B = A°¢ and

(c) Let C be the event that none of the selected balls is white. For C' to happen, 3
balls must be chosen from among the 4 that are not white. There are (4) =4
possibilities for such a choice. As before, there are 20 possibilities in total, and
therefore
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2. (10 points) 3 friends are sitting at a café. Each of them has a coin, with the following
properties: for some p € (0,1),
e The coin of friend 1 shows heads with probability p.
e The coin of friend 2 also shows heads with probability p.
e The coin of friend 3 shows heads with probability 1 — p.

Each of the friends throws his or her coin. We assume that the outcomes of the tosses
are independent.

(a) (3 points) What is the probability that one of the friends is the “odd one out”,
i.e. his/her coin shows a different outcome than the other two?

(b) (3 points) For what value of p is the probability you computed in (a) minimal?
Does this result make sense?

(c) (4 points) Take p = % The three friends play the following game: the odd one
out will pay for the drinks. If nobody is the odd one out, then they will toss
their coins again and again until a decision can be made.

What is the probability that they need at least 4 rounds of tosses to know who
is going to pay?

Solution

(a) Either the three friends obtain the same result or one of them is the odd one
out, since there are only two possible outcomes (heads or tails). Let A be the
event that all three coins show the same outcome, and B be the event that one
of the friends is the odd one out. Let A; be the event that all three coins show
heads and A, be the event that all three coins show tails. Then A = A; U A, is
a disjoint union, so that

P(A) = P(A) + P(Ay) = p*(1—p) +p(1—p)> = p(1 —p)(p+1—p) = p(1—p),

using the given probabilities and independence of the coins.
Therefore, the desired probability is

q=P(B)=1-P(A)=1-p(1-p).

(b) Taking a derivative and setting it to 0, we have

i[l —p(1—=p)lp=5 =0

dp
S2—1=0
1
(:)p—i

Since the second derivative (= 2) is positive, 3

the probability is ¢ = 1 — % (1 — %) = %. This result makes intuitive sense: if p
were close to 1, the first two friends would be likely to obtain heads while the
third would be likely to obtain tails, making it likely that the third friend would
be the odd one out. Similarly, if p were close to 0, the first two friends would
be likely to obtain tails while the third would be likely to obtain heads, again
making it likely for the third friend to be the odd one out.

is the minimiser. In that case,
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(c) If none of the three friends is the odd one out, they repeat the experiment
independently from any previous ones, and with the same probability of reaching
a conclusion at that stage (¢ = %) Therefore, the number of tosses necessary
until a conclusion can be reached follows a geometric distribution, X ~ Geo(q),

where ¢ is the probability that a decision is reached at each new round of tosses.

We can then compute explicitly the probability that they will need at least 4
tosses:

3 3 1 3 12
=l—-—-—-X-—=—=-X—=
4 474 47 42
_,.3_3 3
- 4 16 64
1
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3. (8 points) Among students who attended a Probability and Statistics course, some
were happy and some were not. Moreover, some dropped out of the course before the
end.

For a randomly chosen student S, consider the events:

L = {the student S liked the course}

L¢ = {the student S did not like the course}

D = {the student S dropped the course early}
D¢ = {the student S attended the course until the end of the semester}.

You are given the following information:

P(D) = 0.20,
P(L | D°) = 0.90,
P(L¢ | D) = 0.80.

(a) (3 points) What is the probability that the student S liked the course?

(b) (3 points) You meet Maria in the hall and ask her whether she liked the course.
Given that the answer is “yes”, what is the conditional probability that she
attended until the end of the semester?

(c¢) (2 points) Simon did not like the course. What is the conditional probability
that he dropped the course early?

Solution

(a) By partitioning L into LN D and LN D (which are disjoint and whose union is
L), and then using the definition of conditional probability, we obtain

P(L)=P(LND)+ P(LND°
= P(L| D)P(D)+ P(L| D°)P(D°).

Now, P(D) = 0.20 and P(L | D°) = 0.90 are given. Moreover, P(D¢) =
1 — P(D) = 0.80 and
P(LND) P(D)— P(L°ND)

PL|D) = =5 = 0] —1- P(L°| D) = 0.20,

since L N D and LN D partition D.
Therefore,
19
P(L)=10.20 x 0.20 + 0.90 x 0.80 = 0.76 = T
(b) We are seeking the conditional probability of D¢ given L, i.e. P(D°| L). By
Bayes’ theorem, this is given by

P(L | D9)P(D)  0.90 x 0.80 18

PDTI L) = P(L) T 076 19
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(c) Similarly, we seek P(D | L¢). Note that P(L) =1 — P(L) = 0.24. By Bayes’
theorem, we obtain

P(L¢| D)P(D)  0.80 x 0.20 2

POIL) =——p@9 =~ om 3
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4. (10 points) You are browsing mathematics textbooks by two publishers, publisher A
and publisher B.

(a) (2 points) You pick up a book from publisher A. You know that books from
publisher A have, on average, 1 typographical error per 50 pages.

What is an appropriate model for the number of errors in the book you picked
up? Specify the parameter of this model.

(b) (3 points) If this book has 200 pages, give the probability that it contains at
least 2 errors.

(c) (2 points) Give the probability that it contains no errors in its last 40 pages.

(d) (3 points) Maths books from publisher B contain on average 1 typographical
error per 80 pages. Along with your 200 page book from publisher A, you also
pick up a 400 page book from publisher B. The numbers of errors in these two
books are independent.

What is the probability that these two books (combined) have strictly fewer
than 4 errors?

Solution

(a) An appropriate model for the number of errors is a Poisson distribution, Poi(\).
If the textbook has n pages, it will have on average £ errors, so A = £ (as we

50
know that the expectation of the Poi()\) distribution is \).

(b) In this case, the number X of errors out of 200 pages has a Poi (%) = Poi(4)
distribution. Therefore,

P(X>2)=1-P(X=0)-P(X=1)
40e=1 4l

o 1
=1—5¢e*4

(¢) The expected number of errors is 22 = 0.8. Thus, the number of errors X ~

50
Poi(0.8) and therefore

(d) As in part (b), the number of errors in the textbook from publisher A has a
Poi(4) distribution. Furthermore, the expected number of errors in the textbook
from publisher B is 22 = 5, and so the number of errors Y ~ Poi(5). Since
the numbers of errors in the books are independent, their combined number of
errors is X + Y ~ Poi(9), by standard properties of the Poisson distribution.

Thus,

PX+Y <4)=PX+Y=0+PX+Y=1)+PX+Y =2)+P(X+Y =3)
9% =2  9le=? 929 0939
TR R TR T

81 243
—e 4094 —e 4 "

2 2
= 172¢7°.
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5. (12 points) A random vector (X,Y)T takes values in Ny x Ny, and has joint pmf
given by

C

omax(a )’ (z,y) € Ng x Ny

p(z,y) =
for some ¢ > 0.

(a) (3 points) Show that

1
Z 2max(:vy <1 + Z 2y> ’

zE€Np,yENp

Hint. Consider the cases x # y, x = y separately.

(b) (3 points) Let Z ~ Geo(p) for some p € (0,1). Using standard results on
convergence and differentiation of power series, show that

E(Z)=1/p.
Deduce the value of the normalising constant ¢, by taking p = 1/2.
Remark. You may not quote from the formulae sheet for this part!

(¢) (3 points) Find the marginal pmf of X and that of Y. Are X and Y independent
random variables? Justify your answer.

(d) (3 points) Taking again Z ~ Geo(p), and again using standard results on con-
vergence and differentiation of power series, show that

ElZ(Z - 1)) =2(1-p)/p".
Deduce E(X) and E(Y) by taking p = 1/2.
Remark. You may not quote from the formulae sheet for this part!

Solution

(a) We will split the sum by cases < y, x = y and > y. We obtain the following:

1 1 1 1
Z 9gmax(z,y) - Z omax(z,y) + Z omax(z,y) + omax(z,y)

x€Np,y€Np z,y€No, x>y z,y€No,z=y z,y€Np,z<y
Y 3+ ¥ 3+ ¥ 3
B 2¢ 2@ 2y
z,yENg, x>y z,y€Ng,x=y z,yENg,z<y

I
8
M 11
szl’_‘

+
< 8
1M
—
N———
+
8
INGER:
] —
<
M-
—
N——
+
<
M
2 -
N
8 <
iMI
—
N———

Changing labels, it is clear that > °>°
1
1—

= Y > <. Moreover, > > =

z= 021? y=0 2v z= 021

= 2 as it is a geometric series. Thus,

N
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1 o0
D Gt =2 (1 + Z; 2_yy>
-

z€Np,y€Np
as we wanted.

(b) We know that the geometric series

> 1
;Zkzl—z

converges absolutely for any z € C with |z| < 1. By standard results from
complex analysis, it follows that this series is analytic on the disk defined by
|z| < 1, and moreover its derivative is

£(54) -2 (%)

> 1
&Y k=
2 =

for any z with |z| < 1.
To compute the expectation of Z ~ Geo(p), we have

(2= kpa(h)

= kp(1—p)*!
k=1

=p) k(1—p*"

) k=1 )

o a-py
1

-

since 1 — p € (0,1) and by part (a). In particular, if p = 3, then E(Z) = 2.
To determine ¢, note that

1= Z p(:}c,y)

zE€Np,yeNg

c
- Z 9max(z,y)

z€Np,yeNp

:20<1+Z%>.
y=1
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We see that the sum is given by the same expression as the expectation of Z for

_1
p=3, S0

1 =2¢(1+2)

& Cc=

(c) The marginal pmf of X can be determined as follows: for x € Ny,

px(z) =Y plx,y)

y€No

1
=2 6 x 2max(z.y)

y€No

1 1
N Z 6 x 27 + Z 6 x 2v
yeNp,y<z yeNpg,y>z
T 1 1
_6x2w+6x2w§?

- T N 2
O 6x2T X2
_x+2
6 x 2

Since the pmf p(x,y) is symmetric in z and y, we immediately deduce by sym-
metry that

y+2
6 x 2Y

py(y) =

for y € Ny.

Clearly, X and Y are not independent, since that would imply that
1 @)y (1) r+2 y+2

—_—m I f— [

6 x gmax(zy) DXV =6 00w ou

which is not the case (e.g. p(0,0) =  while px(0)py (0) = §).

plz,y) =

(d) Using the geometric series again as in part (b), we can take another derivative
to obtain

for any z with |2| < 1.
For Z ~ Geo(p), we have
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=Y k(k—1)p(1 —p)*!
=p(1—-p) ) k(k—1)(1—p)?
Ay
_2(1-p)

P>

since once again 1 —p € (0,1). In particular, if p = £,

E[Z(Z-1)] =) k(k— 1)2—1k = 4.

To compute the expectation of X, note that

I
>
|

()

S
5

T+ 2
6 x 2%

M 11

T

=1

I =z(r—1) 132

“62 T 2 Tl
=2 =1

—1><4+1><3><2

6 6

_9

=3

using both results from both part (b) and (d) to simplify the sums. By symmetry,

E[Y] = E[X] = 2.
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6. (10 points) Let X and Y be independent random variables such that X ~ Exp(\)
and Y ~ Exp(u), for some A > 0 and p > 0.

(a) (1 point) Write down the joint density of the random vector (X,Y)? with re-
spect to Lebesgue measure on (R?, Bge).

(b) (3 points) Find E(max(X,Y)).

(¢) (1 point) Find a simple expression for max(X,Y) + min(X,Y) and deduce
E(min(X,Y)).

(d) (3 points) Assuming that 4 = A = 1, calculate P(Y < X + 1) and deduce
P(|X -Y]<1).

(e) (2 points) Taking general A\, u > 0 again, let Z = X 4+ Y. Using well-known

properties of conditional expectation, find E(Z | X) (specifying what properties
you use).

Solution

(a) Since X and Y are independent, their joint density fxy with respect to the
Lebesgue measure is given by the product of the individual densities:

fxy(z,y) = e e M1, 5.
(b) We compute this expectation directly, by taking an integral. Since the inte-

grands are non-negative, we freely use Fubini’s theorem to exchange integrals as
required.

Emax(X,Y)] = / . max(z,y) fxy(z,y) dedy

—/ max(z, y) e e M1, 50 dz dy

/ / Apmax(z,y)e e M dx dy

/ Ape” xe’“y(:c]lxzy +ylyss) drdy

:/ /)\,ua:e Te “ydxdy+/ /)\,uye Ye M dy dx

—e “‘”)dx—l—/ pye M (1 — e ) dy
0

[e.o] )\ o0
zhe N dr — —— z(N + p)e” AT gy
0 Aty
+ / ype “ydy—L y(A + p)e” AT dy
0 A+
1A 11 1
=—— X + = — X
A A+p o A+poop A+p A4p
BRI B
SN u A+

using the formulas for the expectations of random variables with distributions
Exp(A), Exp(p) and Exp(p + A).
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(c)

Since (for any w € Q) one of X, Y is the minimum and the other is the maximum,
it follows that

max(X,Y) +min(X,Y) =X +Y.

Therefore,

Emin(X,Y))=E(X)+ E(Y) — E(max(X,Y))
(i)
A u_ A u_)\+u
1
A tu

Once again, we compute this probability directly through an integral. Let D =
{z,y € R? : y < x + 1}. As before, we will occasionally use Fubini’s theorem.
We obtain

PY < X +1) ://DfX,Y(xvy)dxdy

:/ / )\,uef)‘ze*“yllyqﬂ dzx dy
o Jo

00 z+1
= / / Mee e MY dy dy
o Jo

—/ e (1 — e H@HD)y dy
0

o0 Ae H [
= e A dx — / A+ p)e w2z gy
/0 Aty ( )
Ae

b
since the densities of Exp(\) and Exp(\ + p)-distributed random variables inte-
grate to 1. In particular, if A = pu =1,

1

PY<X+1)=1——.

( +1) 5

To find P(|X — Y| < 1), note that if g = A\ = 1, then the distribution of (X,Y)
is symmetric. In particular,

PY <X+1)=PX <Y +1).

Moreover, since {Y > X + 1} together with {X > Y + 1} form a partition of
{|X = Y| > 1}, we obtain

P(X-Y|<1)=1-P(X-Y|>1)
—1-[PY>X+1)+P(X>Y +1)
—1-[1-PY <X+1)+1-PX <Y +1)]



Probability and Statistics ~ Session Exam - Page 14 of 25 16.08.2019

(e) Since conditional expectations are additive,

ElZ|X]=E[X +Y|X]=E[X | X] + E[Y | X].

Since X is of course completely determined by itself, E[X | X| = X. Moreover,
since Y and X are independent, E[Y | X| = EY] = /% Therefore, we conclude

that

1
ElZ|X]=X+~.
"
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7. (10 points) Suppose that the heights (in ¢m) of individuals of some population are
distributed according to a normal distribution. You are given the following:

e The average height is 170cm.

e The proportion of individuals who are taller than 190cm is 5%.

In the following, ® denotes the cdf of A(0,1), and z, = ® () its a-quantile for
a € (0,1).

(a) (3 points) Find the standard deviation, o, of the distribution of the heights.

(b) (2 points) Let p be the probability that a random individual is taller than 160cm.
Write p in terms of some value of ® which you must determine.

(c) (2 points) 100 individuals are selected at random. Find an expression for the
probability that at least half of them are taller than 160cm.

(d) (3 points) Assuming that 100 is a large enough sample size, give an approxima-
tion for the probability in (¢). Justify your answer.

Solution

(a) We know that the height in cm, H, has a normal distribution H ~ N(170, 02),
since we are given the average height. The second condition will allow us to
determine the standard deviation. Note that

0.05 = P(H > 190)
o (H— 170 _ @)

o o

H-1 2
~-p ()

o o

20
eof2)
o

since 2= ~ N/(0,1). Therefore, we can solve

2
o (—O) =0.95
o

20
= — = 2pg95 = 1.65
o
20
= — = 12.1.
77 165

(b) The probability is
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()

H-170 —10
P(H > 160) = P ( > )
g

P(H—l?O —10)
r-e(2)
o)
e

Let Hy,..., Higo be the heights of the individuals, which we assume to be i.i.d.
~ N (170, 02).

Let B; = 1y,>160- Then, since the H; are independent, so are the B;. Moreover,
each B; is a Bernoulli random variable with

P(B; =1) = P(H; > 160) = p =~ 0.80.
Then, at least 50 individuals are taller than 160cm if and only if

100

X =Y B;>50.
Note then that X ~ Bin(100, p), and therefore

100
P(X > 50) ZP

k=50

— ZO::O (Z)p’“(l -t

If we assume that 100 is a large enough sample, we can obtain a normal ap-
proximation, thanks to the central limit theorem. Note that the B; are i.i.d.
~ Ber(p), so that E(B;) = p and var(B;) = p(1 — p). Therefore, by the central
limit theorem,

100
B; —
105 D) 2 N(0,1).
p(1 = p)/100
Based on this approximation, we obtain
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=P

~ 1

100
1
15!
100 £ 2
1 IOOB -
100 & p=35—"p

1=
1 100
100 Y1 Bi—p >

V(L —p)/100

p(1 —p)/100>

(i)
P = p)/100

(s
p(1 —p)/100
~ P (7.5).
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8. (9 points) Consider a Gaussian vector (X, X5, X3)T with expectation p = (0,1, —1)7

and covariance matrix
9 0 0
=0 7 =5 ].
0 -5 9

(a) (2 points) Give the marginal densities of X; and X, with respect to Lebesgue
measure on (R, Bg).

(b) (2 points) Are X; and X5 independent? Are X, and X3 independent?

(c¢) (2 points) What is the distribution of X; + X537 Give its density with respect
to Lebesgue measure on (R, Bg).

(d) (3 points) Find all the possible values of oy € R such that X, and X5 + X3
satisfy

COV(XQ,XQ + Oé()Xg) = 0.
What can you conclude about X, and X5 4+ a9 X3?

Solution

(a) Since (X7, Xo, X3)7 is a Gaussian vector, linear combinations of its components
(and thus the components themselves) are Gaussian. The expectation vector
and covariance matrix give us the respective parameters. Thus we can read off

X1 NN(O,g) and XQ NN(l,?)

Therefore, the respective densities are

1 2
\T) = eiﬁa
fX( ) 3\/%
1 @
sz(x): € B

v 147

(b) We know from the exercise sheets that components of a Gaussian vector are
independent if and only if their covariance is 0. Once again, we can read the
covariances from the covariance matrix:

COV(Xl,XQ) = 212 = 0,
COV(XQ,XE;) = 223 = —b.
Thus, X; and X, are independent, but X, and X3 are not.

(c) Since Xi, X3 are independent, we know from lectures that their sum is a Gaus-
sian, whose expectation is the sum of those of X; and X5, and whose variance
is the sum of those of X; and X5. Thus,

X1+ Xo~N(O+1,94+7) =N(1,16).
The density is

fX1+X2(x): 4\/§
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(d) We can compute

cov(Xa, Xo + o X3) = var(Xs) + apcov( Xy, X3)
=7—- 5050.
Thus, cov(Xs, Xo + apX3) = 0 if and only if ay = % Once again, as linear
combinations of the components of (X1, X5, X3)7, this means that X, and X, +
ng are independent.



Probability and Statistics ~ Session Exam - Page 20 of 25 16.08.2019

9. (11 points) Let X3, ..., X,, be i.i.d ~ Geo(fp) for some unknown 6, € © = (0,1).
(a) (2 points) Find a moment estimator, 6,,, for 6.

(b) (3 points) Justifying your answer, find the MLE, 6,,, for 6.

(c) (3 points) Assuming that sufficient regularity conditions hold for this model,
compute the Cramér-Rao Lower Bound.

(d) (1 point) Again assuming sufficient regularity conditions, explicitly give the re-
sult on asymptotic normality for 6,,.

(e) (2 points) Deduce from (d) an asymptotic confidence interval for 6, of level 0.95.

Solution

(a) We know that for X; ~ Geo(fy), its expectation is E[X;] = %. To obtain

a moment estimator, we approximate the expectation by the empirical mean
(which is justified by the strong law of large numbers, since the X; are i.i.d):

1 & 1
Y XimE[X)] = —
N 0

~ n

:>9[) ~ Hn _=n
Zi:l Xi

(b) To find the MLE, we need to maximise the likelihood function (or equivalently,
the log-likelihood function). By independence:

1(0) = log(L(0)) = nlog(d) + (Z X; — n) log(1 — 6).

To maximise, we set the derivative to 0:

I'6,) =0
o M_ZoXion
0., 1-6,
& n(l—én)—<ZXi—n>én:0
i=1
i=1
A n
& ==+
Zi:lXi

In this case we obtain the same as the moment estimator. We check that this is
the maximum by taking the second derivative:
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02 (1—06)2

since each X; > 1, so [ is strictly concave and én is the MLE.

(c) To compute the Cramér-Rao lower bound, we need to compute the Fisher infor-

mation:

I(6h) =

2
Ey, [—%bg(fo()ﬁ)) |000]
1 X, -1
b L)_% " (1- 90)2}
1 g1
70—
1 1
02 i 0o(1 — o)
1—064+ 06y
~ 05(1—6o)
1
05(1 — 6o)

The Cramér-Rao lower bound is then

as n — .

P (—21_0.205 <

This can be rewritten as

1 631 6,)

Bov/'1 — 6y

90\/ 1— 902’1_

0.05
2

n

The asymptotic normality result tells us that

/I (00)(6, — 0) =

Oo/T =6y "

—0)) S N(0,1)

To find a confidence interval of level 0.95, note that by asymptotic normality,

vin (6, — 6y) < 21_0.205) ~ 0.95.

(90\/ 1-— 902’1_¥

P(én—

vn

> ~ 0.95.

N

If we assume that n is large enough that 6, is a good approximation for 6y, we

can replace 0y with én in the limits of the interval. Moreover, we know that
20.975 ~ 1.96.This gives the approximate 0.95-confidence interval:

[é - 1.966,7/1 -9,

NG

1-6, -
,On +
n

1.960,V/1— 6,
NG .
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10. (12 points) Let X7, ..., X, be i.i.d. ~ N(6,1) for some § € R. We want to test

Hy:0=1 versus H;:60=0,
for some fixed 6; > 1.
Fix o € (0,1). We denote once again by ® the cdf of N'(0,1) and 2z, = ®*(v) for
v €(0,1).
(a) (3 points) Give the NP-test of level «v for this hypothesis testing problem.

(b) (2 points) Give the expression for the power of this test. Show that the power
converges to 1 as n — +o0.

Now, let us exchange the roles of the null and alternative hypotheses. That is,
we want to test

Hy:0=60, versus H;:0=1.
We still assume that 6; > 1.

(c¢) (3 points) Find the NP-test of level « for this new problem as well as its power.

(d) (2 points) Show that for any x € R, ®(—z) = 1 — ®&(z). Conclude that z, =
—21_ for v € (0,1).
Remark. You may not quote from the lectures for this part!

(e) (2 points) What do you conclude about the powers of the tests obtained in (b)
and (c)?

Solution

(a) If L is the likelihood function under Hy and L; is the likelihood function under
Hy, the NP-test of level a for this problem has the form

3

1, ﬁ;éxg > to,
Xo(x) = ¢ 7, ﬁggig = ta,
07 é;(i) < ta,

for some threshold ¢, € R.
The inequality can be simplified as follows: by independence, one obtains
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Ly(x)
Lo(x)
\/%re— s, )

(z;—1)2
Le_ Z?:l Z2
V2T

=20 (=024 (=12
2

>t

> g

- €

& =) (wi—0)7+ > (i —1)° > 2log(ta)
=1 =1

> g

& - Z(x? — 22,0, + 607) + Z(mf — 2z, + 1) > 2log(t,)
i=1 i=1

& 200 — 1)) x> 2log(te) + (6] — 1)
=1
- 2log(ta) +n(0] — 1)
& Z"EZ > 200, = 1) ,

i=1

since #; > 1. Therefore, the NP-test can be written in the form
1, Z?:l €T; > k’a,
XQ(X) - 7, 2%21 Ty = kaa
O, Zi:l T; < k’a,

for some k., € R,y € [0, 1]. Since, under Hy or Hy, the random vector (X7, ..., X,,)
has a density with respect to Lebesgue measure on (R™, Bg»), the probability
that > | x; = k, is 0 (under both Hy and Hy). Therefore, we may take v =0,
say.

In order to ensure that the test has level «, we need to determine k, by calcu-
lating the probability of type I error:

o = Epy, [Xa(X)]
:PHO (ZXZ > k’a> .

Under Hy, each X; ~ N(1,1), so, by independence, > | X; ~ N (n,n). Thus,

E?:Xz—n ka—n
‘“:PH°( VRV

ko —n
“i-o ()
ko — 1
NZD
@k‘a:n%—\/ﬁzl_a.

& Zl—a =

For this choice of k,, the corresponding x, is then the NP-test of level a.
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(b) To compute the power, we now consider the probability of rejection under H.
Under H;, by independence, Y | X; ~ N (nb;,n). Denoting by 3, the power
of the test with a sample size of n,

/Bn:PH1 (Zn:Xz > ka)

i=1
"X, —nb k, —nb
= PH1 (Zzl\/ﬁ 1 > \/ﬁ 1)

e
— 1D (i — Vb + 51a)

Asn — 400, y/n—y/nb — —oosince ; > 1. Therefore, ® (v/n — /nby + 21_o) —
0 as n — oo, since for any cdf F' we have lim,_, ., F'(z) = 0. Finally, we conclude
that 8, =1—® (y/n — y/nby + 21_4) — 1 as n — +o0.

(c) One can switch ¢, and 1 in the calculations for part (a), which shows that the
NP-test must have the same form, with the exception that, since now 6; > 1,
the direction of the inequalities is flipped. In other words, the NP-test of level
« for this new problem has the form

~ _ 1, Z?:l T < ]N'i’a
Xa(X) B { 07 Z?:l Z; Z ];au

for some k, € R. To determine k,, we find the probability of type I errors. This
time, > 1 | X; ~ N (nby,n) under H,.

<~ ];506 = \/ﬁza + nb;.

Finally, the power is given by
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BZPH1< Xi<]~€a
i=1
ET.L_IXi—n /;a—n
:P 1=
Hl( Jn
k

= @ (Vi — Vi + 7)

(d) Let Z ~ N(0,1). For any x € R, and using the symmetry of the density of Z

. _a? (=z)° .
(since ez =e 2 ), we obtain

~—

— P(Z < x)

=P(Z >z
1—P(
1—®(x)

(we also used the fact that P(Z = z) = 0).
For the second equality, note that

D(—21) =1-P(z1) =1 = (1 —7) =7 = (),
and since ® is strictly increasing, thus injective, we deduce that —z,_, = z,.

(e) Recall that, in part (a), we obtained a power of

1—® (vVn—/nb + 21_4)
while in part (c) we obtained

® (Vnby — vVn+ za) .

We show that these two are the same (assuming that the choice of a and n is
the same), using the previous properties. Indeed,

1—-® (\/ﬁ— \/591 + Zlfa) =0 (—\/ﬁ—i‘ \/5(91 — Zlfa)
:‘I)(—\/ﬁ‘f‘\/ﬁel—l-za)a

by the first and then the second properties proven in (d). Thus, the two tests
have the same power.

* ok ok ok ok ok ok



