Probability and Statistics
FS 2017
Session Exam
22.08.2017

Time Limit: 180 Minutes

Name: $\qquad$

Student ID: $\qquad$

This exam contains 16 pages (including this cover page) and 10 questions. A Formulae sheet is provided with the exam.

Grade Table (for grading use only, please leave empty)

| Question | Points | Score |
| :---: | :---: | :---: |
| 1 | 10 |  |
| 2 | 10 |  |
| 3 | 10 |  |
| 4 | 10 |  |
| 5 | 10 |  |
| 6 | 10 |  |
| 7 | 10 |  |
| 8 | 10 |  |
| 9 | 10 |  |
| 10 | 10 |  |
| Total: | 100 |  |

## Informations. Read this carefully.

- Please justify all your statements carefully. Explain the steps of your reasoning. Otherwise no points will be given.
- You are expected to write full sentences when giving your answer.
- DO NOT WRITE with red or green pens. DO NOT WRITE with a pencil.
- Your answers should be readable.
- Write your name on all the sheets you intend to hand in before the end of the exam.


## GOOD LUCK

1. (10 points) Counting Problems
(a) (3 points) A small voting district has $K$ female voters and $L$ male voters. A random sample of $N$ voters, where $N \leq K+L$, is drawn uniformly at random from the population. Let $n \leq \min \{K, N\}$. What is the probability that exactly $n$ of the $N$ voters will be female? Do you recognize a known distribution? Write down its name.
(b) ( 7 points) At a wedding, a group of $n \geqslant 3$ people (including the married couple, Alice and Bob) wants to take a picture. They all stand in a line, the order of the people in the line taken uniformly at random among the permutations of $n$ elements. What is the probability that exactly $k$ guests stand between Alice and Bob, for $k \in\{0,1, \ldots, n-2\}$ ?

## Solution

(a) There are $\binom{L+K}{N}$ ways to pick the $N$ voters among the $L+K$ district voters. There are $\binom{K}{n}\binom{L}{N-n}$ ways to choose the $n$ female and $N-n$ male voters. Let $X$ be the random variable that models the number of female voters when choosing $N$ voters at random. The probability to pick $n$ female voters when choosing $N$ voters at random is then

$$
P(X=n)=\frac{\binom{K}{n}\binom{L}{N-n}}{\binom{L+K}{N}} .
$$

This is a hypergeometric distribution.
(b) First, order the guests and assign them a number between 3 and $n$ ( 1 is given to Alice and 2 to Bob). We are looking for the number of permutations $\pi$ such that $|\pi(1)-\pi(2)|=k+1$. Let $\mathcal{P}_{k}$ be defined as the set of such permutations.
Such a permutation is constructed as follows (without loss of generality, assume that $\pi(1)<\pi(2)$, any such permutation in $\mathcal{P}_{k}$ corresponds to another permutation $\pi^{\prime}$ in $\mathcal{P}_{k}$ with $\pi^{\prime}(1)=\pi(2)$ and $\left.\pi^{\prime}(2)=\pi(1)\right)$ :

- Choose a value for $\pi(1)$ in $\{1,2, \ldots, n-k-1\}$.
- Choose $k$ of the guests (integer in $\{3, \ldots, n\}$ ). There are $k$ ! ways to assign them values between $\pi(1)+1$ and $\pi(1)+k=\pi(2)-1$.
- Then there are $(n-2-k)$ ! ways to assign the remaining guests to the remaining places in the line.
Then there are $2(n-k-1)\binom{n-2}{k} k!(n-2-k)$ ! permutations in $\mathcal{P}_{k}$. Since the guest permutation is chosen at random and the total number of permutations of $n$ elements is $n$ !, the probability that exactly $k$ guests are between Alice and Bob is given by

$$
\frac{2(n-k-1)\binom{n-2}{k} k!(n-2-k)!}{n!}=\frac{2(n-k-1)}{n(n-1)} .
$$

## 2. (10 points) Conditional Probabilities

A group of people is considered in order to assess the reliability of a disease test procedure. In this group of people we know that the probability that an individual taken at random has the disease is $\frac{1}{3}$. The presence of the disease is then tested by the detection of some markers in the blood. After examination of the results, it is found that the probability of a true positive (markers are detected by the procedure in a sick patient) is $\frac{4}{5}$. The probability of a false positive (markers are found in the blood sample of a healthy patient) is $\frac{1}{5}$.
(a) (5 points) Compute the probability of the patient being sick given that the markers were found in the blood sample, i.e. the test result is positive.
(b) (5 points) Compute the probability of the patient being sick given that no markers were found in the blood sample, i.e. the test result is negative.

## Solution

Let us first define the following events:

- $\mathrm{D}:=\{$ The patient has the disease. $\}$
- $\mathrm{P}:=\{$ The result of the test is positive. $\}$

By the problem formulation, we know that $\mathbb{P}(D)=\frac{1}{3}, \mathbb{P}(P \mid D)=\frac{4}{5}$ and $\mathbb{P}\left(P \mid D^{c}\right)=\frac{1}{5}$.
(a) We want to compute the probabilty $\mathbb{P}(D \mid P)$. For this, we use Bayes theorem (or the definition of the conditional probability and the law of total probabilities). We get

$$
\begin{aligned}
\mathbb{P}(D \mid P) & =\frac{\mathbb{P}(P \mid D) \mathbb{P}(D)}{\mathbb{P}(P \mid D) \mathbb{P}(D)+\mathbb{P}\left(P \mid D^{c}\right) \mathbb{P}\left(D^{c}\right)} \\
& =\frac{\frac{4}{5} \cdot \frac{1}{3}}{\frac{4}{5} \cdot \frac{1}{3}+\frac{1}{5} \cdot \frac{2}{3}} \\
& =\frac{4}{15} \cdot \frac{15}{6} \\
& =\frac{2}{3}
\end{aligned}
$$

(b) We want to compute the probabilty $\mathbb{P}\left[D \mid P^{c}\right]$. By the same arguments as above, we obtain,

$$
\begin{aligned}
\mathbb{P}\left(D \mid P^{c}\right) & =\frac{\mathbb{P}\left(P^{c} \mid D\right) \mathbb{P}(D)}{\mathbb{P}\left(P^{c} \mid D\right) \mathbb{P}(D)+\mathbb{P}\left(P^{c} \mid D^{c}\right) \mathbb{P}\left(D^{c}\right)} \\
& =\frac{\frac{1}{5} \cdot \frac{1}{3}}{\frac{1}{5} \cdot \frac{1}{3}+\frac{4}{5} \cdot \frac{2}{3}} \\
& =\frac{1}{15} \cdot \frac{15}{9} \\
& =\frac{1}{9 .}
\end{aligned}
$$

## 3. (10 points) Doubling Strategy

A fair coin is used in a simple game, i.e. the probability that it falls on head when tossed is $\frac{1}{2}$. The mechanism of the game is the following: the player bets $k$ dollars and the coin is tossed. If head shows, he gets his $k$ dollars back and wins $k$ additional dollars. If tail shows, he loses his $k$ dollars.

The player now follows the following strategy: he first bets 1 dollar. Then, he applies the following algorithm:

- if he wins, he stops playing,
- if he loses, he plays again and doubles his bet (2 dollars for the second game, 4 dollars for the third, etc...).

As long as he loses, he keeps on playing, betting $2^{k}$ dollars in the $(k+1)$-th game. We assume that the throws of the coin are independent. Let $X$ be the amount of dollars the player bets in the last game.
(a) (3 points) Write down the probability distribution of $X$, i.e. give $\mathbb{P}\left(X=2^{k}\right)$ for $k \in\{0,1,2, \ldots\}$.
(b) (3 points) Show that the expectation of $X$ does not exist.
(c) (3 points) Compute the overall amount of money earned at the end of the game.
(d) (1 point) Is the strategy applied in this exercise a good strategy? Why / Why not?

## Solution

(a) Let $k \in\{0,1,2, \ldots\}$. Then $X=2^{k}$ if and only if the player loses the first k games and wins the $(k+1)$-th game. Using the independence of the throws of the coin, we get

$$
\mathbb{P}\left(X=2^{k}\right)=\left(\frac{1}{2}\right)^{k} \cdot \frac{1}{2}=\frac{1}{2^{k+1}}
$$

(b) We have

$$
\mathbb{E}[X]=\sum_{k=0}^{\infty} P\left(X=2^{k}\right) 2^{k}=\sum_{k=0}^{\infty} \frac{1}{2^{k+1}} 2^{k}=\lim _{n \rightarrow \infty} \sum_{k=0}^{n} \frac{1}{2}=\infty .
$$

Hence the expectation of $X$ does not exist.
(c) If the player wins at the $n$-th round, he has lost in the $(n-1)$ previous games

$$
\sum_{k=0}^{n-1} 2^{k}=\frac{1-2^{n}}{1-2}=2^{n}-1
$$

Therefore after the last game he has won 1 dollar.
(d) The strategy applied in this exercise is a good strategy only if we can borrow an unlimited amount of money and if we are also allowed to bet an unlimited amount of money, since then we always have an overall win of 1 dollar.
4. (10 points) Pareto and the $80-20-$ "Rule"

Let $\gamma>1$ and $m>0$. Let $X$ be a random variable with density function $f$ given by

$$
f(x)= \begin{cases}\frac{\gamma m^{\gamma}}{x^{\gamma+1}}, & \text { if } x \geq m \\ 0 & \text { else }\end{cases}
$$

The random variable $X$ is said to have a Pareto distribution with parameters $\gamma$ and $m$.
(a) (4 points) Let $x \geq a \geq m$. Compute $\mathbb{P}(X>a), \mathbb{P}(X>x \mid X>a)$ and the density function of $X$ given $\{X>a\}$.
Hint: Recall that the density function of $X$ given $\{X>a\}$ is obtained by differentiating the distribution function of $X$ given $\{X>a\}$, i.e.

$$
f_{X \mid\{X>a\}}(x)=\frac{d \mathbb{P}(X \leq x \mid X>a)}{d x} .
$$

(b) (1 point) Let $a \geq m$. Compute $\mathbb{E}[X \mid X>a]$.

Assume now and for the rest of the exercise, that $\gamma=\frac{\ln (5)}{\ln (4)}$ and $m=1$.
(c) (2 points) Compute the 0.8-quantile $q_{0.8}$ of this Pareto distribution.

Hint: Recall that in general the $\alpha$-quantile $q_{\alpha}$ is defined as a real number that satisifes $P\left(X \leq q_{\alpha}\right) \geq \alpha$ and $P\left(X \geq q_{\alpha}\right) \geq 1-\alpha$.
(d) (3 points) Compute $\mathbb{E}[X]$ and $\mathbb{E}\left[X \mathbb{1}_{\left\{X>q_{0.8}\right\}}\right]$. Compare the two values by computing the ratio $\frac{\mathbb{E}\left[X \mathbb{1}_{\left\{X>q_{0.8}\right\}}\right]}{\mathbb{E}[X]}$ and give an interpretation.

## Solution

(a) We compute

$$
\begin{aligned}
\mathbb{P}(X>a) & =\int_{a}^{\infty} \frac{\gamma m^{\gamma}}{x^{\gamma+1}} d x \\
& =\left[-\frac{m^{\gamma}}{x^{\gamma}}\right]_{a}^{\infty} \\
& =\left(\frac{m}{a}\right)^{\gamma}
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbb{P}(X>x \mid X>a) & =\frac{\mathbb{P}(X>x)}{\mathbb{P}(X>a)} \\
& =\left(\frac{a}{x}\right)^{\gamma}
\end{aligned}
$$

Then $\mathbb{P}(X \leq x \mid X>a)=1-\mathbb{P}[X>x \mid X>a]=1-\left(\frac{a}{x}\right)^{\gamma}$ and the density function of $X$ given $\{X>a\}$ at $x>a$ is obtained by differentiation:

$$
f_{\{X \mid X>a\}}(x)=\frac{\gamma a^{\gamma}}{x^{\gamma+1}} .
$$

(b) We have

$$
\begin{aligned}
\mathbb{E}[X \mid X>a] & =\int_{a}^{\infty} \frac{\gamma a^{\gamma}}{x^{\gamma+1}} x d x \\
& =\left[-\frac{\gamma a^{\gamma}}{(\gamma-1) x^{\gamma-1}}\right]_{a}^{\infty} \\
& =\frac{\gamma}{\gamma-1} a .
\end{aligned}
$$

(c) By definition and since the distribution is absolutely continuous, $q_{0.8}$ satisfies

$$
P\left(X \geq q_{0.8}\right)=1-0.8=0.2
$$

On the other hand, using (a), we have

$$
P\left(X \geq q_{0.8}\right)=\left(\frac{m}{q_{0.8}}\right)^{\gamma}=\left(\frac{1}{q_{0.8}}\right)^{\frac{\ln (5)}{\ln (4)}} .
$$

Thus we can calculate

$$
q_{0.8}=5^{\frac{\ln (4)}{\ln (5)}}=\exp \left[\frac{\ln (4)}{\ln (5)} \ln (5)\right]=4
$$

(d) We have

$$
\begin{aligned}
\mathbb{E}[X] & =\int_{1}^{\infty} \frac{\gamma}{x^{\gamma+1}} x d x \\
& =\frac{\gamma}{\gamma-1} \\
& =\frac{\ln (5)}{\ln (5)-\ln (4)}
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbb{E}\left[X \mathbb{1}_{\left\{X>q_{0.8}\right\}}\right] & =\int_{q_{0.8}}^{\infty} \frac{\gamma}{x^{\gamma+1}} x d x \\
& =\frac{\gamma}{\gamma-1} q_{0.8}^{1-\gamma} \\
& =\frac{\ln (5)}{\ln (5)-\ln (4)} 4^{\frac{\ln (4)-\ln (5)}{\ln (4)}} \\
& =\frac{\ln (5)}{\ln (5)-\ln (4)} \frac{4}{5}
\end{aligned}
$$

So we have $\frac{\mathbb{E}\left[X \mathbb{1}_{\left\{X>q_{0.8\}}\right]}\right]}{\mathbb{E}[X]}=\frac{4}{5}$. We conclude that the highest $20 \%$ percent of the distribution make up for $80 \%$ of the distribution's mean.
5. (10 points) Continuous Joint Distribution

Let $(X, Y)$ be a random vector with joint probability density function

$$
f(x, y)= \begin{cases}c x \mathrm{e}^{-x y} & \text { if } 0 \leq x \leq 1 \text { and } 0 \leq y \leq 2 \\ 0 & \text { else }\end{cases}
$$

for some constant $c>0$.
(a) (3 points) Compute the value of $c$.
(b) (3 points) Compute the marginal density of $X$.
(c) (4 points) Compute the expectation of the product $X Y$.

## Solution

(a-b) The marginal density function of $X$ is

$$
f_{X}(x)=\int_{\mathbb{R}} f(x, y) d y= \begin{cases}c\left(1-\mathrm{e}^{-2 x}\right) & \text { for } 0 \leq x \leq 1 \\ 0 & \text { else }\end{cases}
$$

The constant $c$ making $f_{X}$ a probability density function should satisfy

$$
\int_{\mathbb{R}} f_{X}(x) d x=1
$$

We calculate

$$
\begin{aligned}
\int_{0}^{1} c\left(1-\mathrm{e}^{-2 x}\right) d x & =c\left([x]_{0}^{1}-\left[-\frac{1}{2} \mathrm{e}^{-2 x}\right]_{0}^{1}\right) \\
& =c\left(1+\frac{1}{2} \mathrm{e}^{-2}-\frac{1}{2}\right) \\
& =\frac{c}{2}\left(1+\mathrm{e}^{-2}\right) .
\end{aligned}
$$

Thus $\int_{\mathbb{R}} f_{X}(x) d x=1$ if and only if $c=\frac{2}{1+\mathrm{e}^{-2}}$. We conclude that the marginal density of $X$ is given by

$$
f_{X}(x)= \begin{cases}\frac{2\left(1-\mathrm{e}^{-2 x}\right)}{1+\mathrm{e}^{-2}} & \text { for } 0 \leq x \leq 1 \\ 0 & \text { else }\end{cases}
$$

(c) We calculate

$$
\begin{aligned}
\mathbb{E}[X Y] & =\int_{\mathbb{R}} \int_{\mathbb{R}} x y f_{X, Y}(x, y) d y d x \\
& =\frac{2}{1+\mathrm{e}^{-2}} \int_{0}^{1} \int_{0}^{2} x^{2} y \mathrm{e}^{-x y} d y d x \\
& =\frac{2}{1+\mathrm{e}^{-2}} \int_{0}^{1} x^{2}\left(\left[-\frac{y}{x} \mathrm{e}^{-x y}\right]_{0}^{2}+\int_{0}^{2} \frac{1}{x} \mathrm{e}^{-x y} d y\right) d x \\
& =\frac{2}{1+\mathrm{e}^{-2}} \int_{0}^{1}\left(-2 x \mathrm{e}^{-2 x}+1-\mathrm{e}^{-2 x}\right) d x \\
& =\frac{2}{1+\mathrm{e}^{-2}}\left(\left[x \mathrm{e}^{-2 x}\right]_{0}^{1}-\int_{0}^{1} \mathrm{e}^{-2 x} d x+1-\int_{0}^{1} \mathrm{e}^{-2 x} d x\right) \\
& =\frac{2}{1+\mathrm{e}^{-2}}\left(\left[x \mathrm{e}^{-2 x}\right]_{0}^{1}+\left[\mathrm{e}^{-2 x}\right]_{0}^{1}+1\right) \\
& =\frac{2}{1+\mathrm{e}^{-2}}\left(\mathrm{e}^{-2}+\mathrm{e}^{-2}\right) \\
& =\frac{4}{1+\mathrm{e}^{2}} .
\end{aligned}
$$

6. (10 points) Markov, Chebyshev and Chernoff Inequalities
(a) (3 points) Let $X$ be a random variable such that for $t<t_{0}$ the following holds:

$$
\psi(t):=\mathbb{E}\left[\mathrm{e}^{t X}\right]<\infty
$$

This function is called the moment generating function of $X$. Let $x \in \mathbb{R}$. Then we define

$$
\kappa(t):=\ln [\psi(t)]
$$

and

$$
S(x):=\sup _{0<t<t_{0}}\{t x-\kappa(t)\} .
$$

Prove the Chernoff inequality

$$
\mathbb{P}(X \geq x) \leq \mathrm{e}^{-S(x)}
$$

Hint: Apply the generalized Chebyshev inequality with the function $g(y):=\mathrm{e}^{t y}$.
Assume now and for the rest of the exercise, that $X$ is distributed as a standard normal random variable $\mathcal{N}(0,1)$.
(b) (2 points) Compute the moment generating function of $X$. Give the details of your computations.
(c) (2 points) Let $x>0$. Apply the Chernoff inequality from (a) to $X \sim \mathcal{N}(0,1)$.
(d) (2 points) Let $x>0$. Apply the Markov inequality to $|X-\mathbb{E}[X]|^{2}$ to get another upper bound for $\mathbb{P}(X \geq x)$.
(e) (1 point) What can you say about the efficiency of the two inequalities you got in (c) and in (d)?

## Solution

(a) Let $0<t<t_{0}$. Since the function $g$ given in the hint is positive and increasing, we have by the generalized Chebyshev inequality that

$$
\mathbb{P}(X \geq x) \leq \frac{\mathbb{E}\left[\mathrm{e}^{t X}\right]}{\mathrm{e}^{t x}}=\mathrm{e}^{-[t x-\kappa(t)]}
$$

Since this holds for all $0<t<t_{0}$, we can conclude that

$$
\mathbb{P}(X \geq x) \leq \inf _{0<t<t_{0}} \mathrm{e}^{-[t x-\kappa(t)]}=\mathrm{e}^{-\sup _{0<t<t_{0}}\{t x-\kappa(t)\}}=\mathrm{e}^{-S(x)}
$$

(b) We calculate

$$
\begin{aligned}
\mathbb{E}\left[\mathrm{e}^{t X}\right] & =\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} \mathrm{e}^{-x^{2} / 2} \mathrm{e}^{t x} d x \\
& =\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} \mathrm{e}^{-\frac{1}{2}\left(x^{2}-2 t x+t^{2}\right)} \mathrm{e}^{\frac{t^{2}}{2}} d x \\
& =\mathrm{e}^{\frac{t^{2}}{2}} \frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} \mathrm{e}^{-\frac{1}{2} y^{2}} d y \\
& =\mathrm{e}^{\frac{t^{2}}{2}}
\end{aligned}
$$

where in the third equality the change of variables $y=x-t$ was used.
(c) We have $\kappa(t)=\frac{t^{2}}{2}$ for $t \in \mathbb{R}_{+}$. We compute the function $S$ for $X$ :

$$
S(x)=\sup _{t \in \mathbb{R}_{+} \backslash\{0\}}\{t x-\kappa(t)\}=\sup _{t \in \mathbb{R}_{+} \backslash\{0\}}\left\{t x-\frac{t^{2}}{2}\right\}=\frac{x^{2}}{2},
$$

since $x>0$. The Chernoff bound applied to $X$ gives

$$
\mathbb{P}(X \geq x) \leq \mathrm{e}^{-\frac{x^{2}}{2}}
$$

(d) Note that $\mathbb{E}[X]=0$. We can write

$$
\mathbb{P}(X \geq x) \leq \mathbb{P}\left(X^{2} \geq x^{2}\right)=\mathbb{P}\left(|X-\mathbb{E}[X]|^{2} \geq x^{2}\right)
$$

Using the Markov inequality and that $\operatorname{Var}(X)=1$, we find

$$
\mathbb{P}(X \geq x) \leq \frac{\operatorname{Var}(X)}{x^{2}}=\frac{1}{x^{2}}
$$

(e) The Chernoff bound is much tighter than the Markov bound. However, it requires that the distribution of the random variable has exponential moments, which is a much higher requirement than only second moment.

## 7. (10 points) Limit Theorem

(a) (3 points) Let $X$ be a random variable with mean $\mu$ and finite variance $\sigma^{2}$. Show that for any distribution of $X$, the probability that $X$ differs from its mean by more than 3 standard deviations is at most $\frac{1}{9}$.
(b) (7 points) Let $\left(X_{i}\right)_{i \in \mathbb{N}}$ be independent, identically distributed random variables with the same distribution as $X$. For all $n \in \mathbb{N}$, define $\bar{X}_{n}:=\frac{1}{n} \sum_{i=1}^{n} X_{i}$ to be the sample mean of the first $n$ elements of the sequence $\left(X_{i}\right)_{i \in \mathbb{N}}$. Compute with a limit theorem the approximate minimum value of $n$ such that

$$
P\left(\left|\bar{X}_{n}-\mu\right| \leq \frac{\sigma}{3}\right) \geq 0.9
$$

## Solution

(a) Applying the generalized Chebyshev inequality with the function $g(y):=y^{2}$ for $y>0$, we get

$$
P(|X-\mu| \geq 3 \sigma) \leq \frac{\sigma^{2}}{(3 \sigma)^{2}}=\frac{1}{9}
$$

(b) For all $n \in \mathbb{N}$, let us define $Z_{n}:=\frac{\sqrt{n}}{\sigma}\left(\bar{X}_{n}-\mu\right)$. By the central limit theorem the distribution function of $Z_{n}$ converges pointwise to the distribution function $\Phi$ of a standard normal random variable, as $n \rightarrow \infty$. Therefore, for large $n$ we have

$$
P\left(\left|\bar{X}_{n}-\mu\right| \leq \frac{\sigma}{3}\right)=P\left(\left|Z_{n}\right| \leq \frac{\sqrt{n}}{3}\right) \approx \Phi\left(\frac{\sqrt{n}}{3}\right)-\Phi\left(-\frac{\sqrt{n}}{3}\right)=2 \Phi\left(\frac{\sqrt{n}}{3}\right)-1
$$

We want $2 \Phi\left(\frac{\sqrt{n}}{3}\right)-1 \geq 0.9$, i.e. $\Phi\left(\frac{\sqrt{n}}{3}\right) \geq 0.95$. With the table for the standard normal distribution we obtain $\frac{\sqrt{n}}{3} \geq 1.65$ and therefore $n \geq 24.5$. Since $n$ has to be an integer, we get $n_{\text {min }}=25$.
8. (10 points) Maximum Likelihood Estimation

The Pareto distribution introduced in Exercise 4 is used a lot in insurance claim modelling. But to use it for simulation, the parameters need to be estimated. Recall that the density function of a Pareto distribution with parameters $\gamma$ and $m$ is given by

$$
f(x)= \begin{cases}\frac{\gamma m^{\gamma}}{x^{\gamma+1}} & \text { if } x \geq m \\ 0 & \text { else }\end{cases}
$$

We observe the reporting of $n$ claims with values $x_{1}, x_{2}, \ldots, x_{n}$.
(a) (4 points) Define and compute the likelihood function and the log-likelihood function.
(b) (4 points) For a fixed $m$, give the maximum likelihood estimate for the parameter $\gamma$.
(c) (2 points) For a fixed $\gamma$, give the maximum likelihood estimate for the parameter $m$.

## Solution

(a) The likelihood function is defined as

$$
L\left(\gamma, m \mid x_{1}, x_{2}, \ldots, x_{n}\right):=\prod_{i=1}^{n} f\left(x_{i}\right)=\prod_{i=1}^{n} \frac{\gamma m^{\gamma}}{x_{i}^{\gamma+1}} \mathbb{1}_{\left\{x_{i} \geq m\right\}} .
$$

The log-likelihood function is defined as

$$
\begin{aligned}
l\left(\gamma, m \mid x_{1}, x_{2}, \ldots, x_{n}\right) & :=\ln \left[L\left(\gamma, m \mid x_{1}, x_{2}, \ldots, x_{n}\right)\right] \\
& =\left\{\begin{array}{l}
n \ln (\gamma)+n \gamma \ln (m)-(\gamma+1) \sum_{i=1}^{n} \ln \left(x_{i}\right) \text { if } \min _{1 \leq i \leq n} x_{i} \geq m, \\
-\infty \text { otherwise }
\end{array}\right.
\end{aligned}
$$

(b) For any given $m \leq \min _{1 \leq i \leq n} x_{i}$, let us differentiate $l$ with respect to $\gamma$ :

$$
\begin{aligned}
\frac{\partial l}{\partial \gamma}\left(\gamma, m \mid x_{1}, x_{2}, \ldots, x_{n}\right) & =\frac{n}{\gamma}+n \ln (m)-\sum_{i=1}^{n} \ln \left(x_{i}\right) \\
\frac{\partial^{2} l}{\partial \gamma^{2}}\left(\gamma, m \mid x_{1}, x_{2}, \ldots, x_{n}\right) & =-\frac{n}{\gamma^{2}}<0
\end{aligned}
$$

Then the equation $\frac{\partial l}{\partial \gamma}\left(\gamma, m \mid x_{1}, x_{2}, \ldots, x_{n}\right)=0$ gives a global minimizer of the loglikelihood in $\gamma$. This gives the estimate

$$
\hat{\gamma}=\frac{1}{\frac{1}{n} \sum_{i=1}^{n} \ln \left(\frac{x_{i}}{m}\right)}
$$

(c) The log-likelihood function is increasing in the parameter $m$ up to $\min _{1 \leq i \leq n} x_{i}$. The maximum likelihood estimate for $m$ is then

$$
\hat{m}=\min _{1 \leq i \leq n} x_{i} .
$$

## 9. (10 points) Posterior Distribution

Let $X_{1}, \ldots, X_{n}$ be independent, identically distributed random variables sampled from the Geometric distribution with parameter $0<\theta<1$, which is unknown. Assume that we have a prior distribution for $\theta$, which is the Beta distribution with parameters $\alpha>0$ and $\beta>0$. Recall that the geometric distribution is such that

$$
P(X=x \mid \theta=\vartheta)= \begin{cases}\vartheta(1-\vartheta)^{x-1} & \text { if } x \in \mathbb{N} \backslash\{0\} \\ 0 & \text { else },\end{cases}
$$

and that the Beta distribution with parameters $\alpha$ and $\beta$ has the density function

$$
w(\vartheta \mid \alpha, \beta)= \begin{cases}\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha) \Gamma(\beta)} \vartheta^{\alpha-1}(1-\vartheta)^{\beta-1} & \text { if } 0 \leq \vartheta \leq 1 \\ 0 & \text { else }\end{cases}
$$

In an experiment we observe $X_{1}=x_{1}, \ldots, X_{n}=x_{n}$ for some $x_{1}, \ldots, x_{n} \in \mathbb{N} \backslash\{0\}$. Show that the posterior distribution of $\theta$ given that $\left(X_{1}, \ldots, X_{n}\right)=\left(x_{1}, \ldots, x_{n}\right)$ is the Beta distribution with parameters $n+\alpha$ and $\beta+\sum_{i=1}^{n} x_{i}-n$.

## Solution

First we calculate the joint probability density function of $X_{1}, \ldots, X_{n}, \theta$ with respect to $\delta_{\mathbb{N}}^{n} \otimes \Lambda_{\mid \mathbb{R}_{+}}:$

$$
\begin{aligned}
f_{X_{1}, \ldots, X_{n}, \theta}\left(x_{1}, \ldots, x_{n}, \vartheta\right) & =\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha) \Gamma(\beta)} \vartheta^{\alpha-1}(1-\vartheta)^{\beta-1} \vartheta^{n}(1-\vartheta)^{y-n} \cdot \mathbf{1}_{\vartheta \in(0,1)} \\
& =\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha) \Gamma(\beta)} \vartheta^{n+\alpha-1}(1-\vartheta)^{\beta+y-n-1} \cdot \mathbf{1}_{\vartheta \in(0,1)}
\end{aligned}
$$

where $y=x_{1}+\cdots+x_{n}$. The marginal law of $\left(X_{1}, \ldots, X_{n}\right)$ is obtained by integrating the joint distribution with respect to $\vartheta$ :

$$
\begin{aligned}
f_{X_{1}, \ldots, X_{n}}\left(x_{1}, \ldots, x_{n}\right) & =\int_{0}^{1} \frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha) \Gamma(\beta)} \vartheta^{n+\alpha-1}(1-\vartheta)^{\beta+y-n-1} d \vartheta \\
& =\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha) \Gamma(\beta)} \frac{\Gamma(n+\alpha) \Gamma(\beta+y-n)}{\Gamma(\alpha+\beta+y)}
\end{aligned}
$$

So, conditionally given $\left(X_{1}, \ldots, X_{n}\right)=\left(x_{1}, \ldots, x_{n}\right), \theta$ has the probability density function

$$
\begin{aligned}
f_{\theta \mid\left(X_{1}, \ldots, X_{n}\right)=\left(x_{1}, \ldots, x_{n}\right)}(\vartheta) & =\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha) \Gamma(\beta)} \frac{\vartheta^{\alpha+y-1}(1-\vartheta)^{\beta+n-y-1}}{f_{X_{1}, \ldots, X_{n}}\left(x_{1}, \ldots, x_{n}\right)} \cdot \mathbf{1}_{\vartheta \in(0,1)} \\
& =\frac{\Gamma(\alpha+\beta+y)}{\Gamma(n+\alpha) \Gamma(\beta+y-n)} \vartheta^{\alpha+n-1}(1-\vartheta)^{\beta+y-n-1} \cdot \mathbf{1}_{\vartheta \in(0,1)}
\end{aligned}
$$

We see that the posterior distribution of $\theta$ given that $\left(X_{1}, \ldots, X_{n}\right)=\left(x_{1}, \ldots, x_{n}\right)$ is the Beta distribution with parameters $\alpha+n$ and $\beta+y-n$.

## 10. (10 points) Hypothesis Test

The printers of the student computer room are submitted to a heavy workload. Let $X_{1}, \ldots, X_{9}$ model the lifetime (in months) for 9 of the printers. We assume that $X_{1}, \ldots, X_{9}$ are independent and normally distributed with unknown mean $\mu$ and variance equal to 4 months. Moreover, assume that we observe the following number of months of service for the 9 printers:

$$
25,26,22,29,23,20,30,28,31
$$

We want to test the hypothesis

$$
H_{0}: \mu=25 \quad \text { against } \quad H_{1}: \mu \neq 25 .
$$

Build a statistical test to test the above hypothesis at the level $\alpha=0.05$. In particular, give the test statistic you use, its distribution under $H_{0}$, the rejection region and decide whether we can reject the null hypothesis in this particular situation.

Solution Under $H_{0}$, we have $X_{i} \sim \mathcal{N}(25,4)$ for all $i \in\{1, \ldots, 9\}$. We use the test statistic

$$
T:=T\left(X_{1}, \ldots, X_{9}\right):=\sqrt{9} \frac{\frac{1}{9} \sum_{i=1}^{9}\left(X_{i}-25\right)}{2}=\frac{1}{6} \sum_{i=1}^{9}\left(X_{i}-25\right),
$$

which is standard normally distributed under $H_{0}$. For our sample we get

$$
T(25,26,22,29,23,20,30,28,31)=\frac{1}{6} \cdot 9=\frac{3}{2} .
$$

We want to design a two-sided test, the rejection region should be symmetric around 25 . We want to find $c_{\alpha}$ such that

$$
P\left(|T| \geq c_{\alpha}\right) \leq \alpha
$$

We have

$$
\begin{aligned}
P\left(|T| \geq c_{\alpha}\right) & =P\left(T \leq-c_{\alpha}\right)+P\left(T \geq c_{\alpha}\right) \\
& =2 P\left(T \leq-c_{\alpha}\right) \\
& =2\left[1-P\left(T \leq c_{\alpha}\right)\right] .
\end{aligned}
$$

Therefore $P\left(|T| \geq c_{\alpha}\right) \leq \alpha$ is equivalent to $P\left(T \leq c_{\alpha}\right) \geq 0.975$, that is to say (from the table) $c_{\alpha}=1.96$.

The rejection region is then $(-\infty,-1.96] \cup[1.96, \infty)$. The value of the test statistic for the given set of values is not in the rejection set, so we do not reject the null hypothesis.

Standard normal (cumulative) distribution function.


