
Minmax Methods in the Calculus of Variations of Curves and
Surfaces

Tristan Rivière∗

I Lecture 3

A Viscosity Approach in the Calculus of Variations
of Curves and Surfaces.

The heuristic of the method is simple. Consider the energy E to which
one aims to apply a minmax procedure. If E does not satisfy the Palais-
Smale condition on add to E a more coercive term multiplied by a small
“viscosity” parameter σ in order for the obtained “smoothed” functional
Eσ to satisfy Palais Smale. Apply Palais deformation theory of lecture 2
in order to obtain a minmax critical point of Eσ and make σ go to zero.
As we will see the procedure, in contrast with the simplicity of it’s main
strategy, offers surprising difficulties we have to overcome.

I.1 An Attempt for constructing Geodesics using a Viscosity
Approach

We consider again a closed sub-manifold Nn of Rm. We consider the
Banach manifold introduced in lecture 2 and given by

M := W 2,2
imm(S1, Nn)

This Banach manifold is equipped with a Finsler structure given for any
~γ ∈M and any ~v ∈ ΓW 2,2(~γ−1TNn)

‖~v‖~γ :=
[∫
S1

[
|∇2~v|2g~γ + |∇~v|2g~γ + |~v|2

]
dvolg~γ

]1/2
(I.1)

We have seen that (M, ‖ · ‖) is complete for the induced Palais distance.
Introduce for any ~Φ ∈M

Eσ(~γ) :=
∫
S1

[
1 + σ2 |~κ~γ|2

]
dl~γ
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where ~κ~γ is the curvature of the immersion inside Nn given by

~κ~γ = ∇h
~̇γ/|~̇γ|

[
∂~̇γ/|~̇γ|~γ

]
We have the following proposition
Lemma I.1. Eσ is C1 on M and in constant speed parametrization we
have
dEσ · ~v =

∫
S1

〈
∇h ~w, d~γ

〉
g~γ
dl~γ + σ2

∫
S1

2 < ∇2~v,∇d~γ >g~γ dl~γ

− 3σ2
∫
S1
< ∇~v, d~γ >g~γ |~κ~γ|2 dl~γ + σ2

∫
S1

2 < Rh(~v, d~γ) d~γ,∇hd~γ >g~γ dl~γ
(I.2)

The proof can be proved in [1]. As a matter of illustration and for later
purposes we compute the derivative of Eσ in the case Nn = Sn.

~κ~γ = P T

 1
|∂θ~γ|

∂

∂θ

 ∂θ~γ
|∂θ~γ|

 = P T

 ∂2
θ2~γ

|∂θ~γ|2

− PT
∂θ|∂θ~γ|
|∂θ~γ|3

∂θ~γ


= ∂2

θ2~γ

|∂θ~γ|2
+ ~γ

Take ~γs and denote ∂s~γ|s=0 = ~v. We have

2~κ~γ · ∂s~κ~γ = 2~κ~γ ·
 ∂2

θ2~v

|∂θ~γ|2
+ ~v

− 4~κ~γ · ∂2
θ2~γ ∂θ~v · ∂θ~γ

= 2~κ~γ ·
 ∂2

θ2~v

|∂θ~γ|2
+ ~v

− 4 |~κ~γ|2 < d~v, d~γ >g~γ

We have seen
∂sdl~γs|s=0 =< d~v, d~γ >g~γ dl~γ .

Combining all the previous gives in constant speed parametrization |∂θ~γ| ≡
L/2π

L

2π dEσ(~γ) · ~v =
∫
S1

− ~̈γ + σ2
2 ~̈κ+ L2

2π ~κ+ 3 ∂θ
(
|~κ|2 ~̇γ

) · ~v dθ (I.3)

We have the followingPalais Smale Property “modulo gauge changes”.
Proposition I.1. Let σ > 0 and ~γj be a sequence inM := W 2,2

imm(S1, Nn),
where the space of W 2,2 immersions into Nn is equipped with the Finsler
structure given by (I.1) such that

Eσ(~γj) −→ β(σ) and DEσ
uj
−→ 0 ,
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then there exists a subsequence uj′ and a sequence ψj′ ofW 2,2−diffeomorphisms
of S1 such that

~γj′ ◦ ψj′ −→ ~σ∞ for the Palais distance.

If one assume furthermore that uj′ stays within a ball of finite radius in
M for the Palais distance, then one can take ψj′ to be the identity. 2

Proof of proposition I.1. The proof of this result can be found in
[1]. As a matter of illustration we present it in the sphere case when
Nn = Sn. We take ψj such that the parametrization is of constant speed
: |∂θ(~γj ◦ ψj)| ≡ Lj/2π. We omit to write explicitly the composition with
ψj and we assume that ~γj itself is in constant speed parametrization. As
we saw, the geodesic curvature in Sn is given by

~κ~γj = ∂2
θ2~γj
|∂θ~γj|2

+ ~γj = ~kj + ~γj

where ~kj is the vector curvature of the same immersion but viewed as an
immersion into the ambient space Rm. The Fenchel theorem gives

2π ≤
∫
S1
|~kj|2 dl~γj ≤ L

1/2
j

[∫
S1
|~kj|2 dl~γj

]1/2
≤ L

1/2
j

[∫
S1

[
|~κ~γj |2 + 1

]
dl~γj

]1/2
Hence the length Lj is bounded from above and from below by a positive
number. Hence, in constant speed parametrization the assumption that
Eσ(~γj) is uniformly bounded reads

lim sup
j→+∞

∫
S1

∣∣∣∣∣∣∂2
θ2~γj +

L2
j

4π2 ~γj

∣∣∣∣∣∣
2

dθ < +∞

And this implies that there exists a subsequence ~γj′ such that

~γj′ ⇀ ~γ∞ weakly in W 2,2(S1) .

Observe that in this constant speed parametrization the assumption we
have for any ~v ∈ T~γjM

‖~v‖~γj ≤ 1 ⇐⇒
∫
S1
|∇h

∂~γj
(∇h

∂~γj
~v)|2|∂θ~γj|−3 dθ + |∇h

∂θ~γj
~v|2|∂θ~γj|−1 dθ + |~v|2 dθ ≤ 1

We have

∇h
∂θ~γj

~v = P T (~γj)(∂θ~v) = ∂θ~v − ~γj · ∂θ~v ~γj = ∂θ~v + ∂θ~γj · ~v ~γj
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and
∇h
∂θ~γj

(
∇h
∂θ~γj

~v
)

= P T (~γj)
(
∂θ
(
∇h
∂θ~γj

~v
))

= ∂2
θ2~v + 2 ∂θ~γj · ∂θ~v ~γj + ∂2

θ2~γ · ~v ~γj + ∂θ~γj · ~v ∂θ~γj
Hence, using in particular the embedding W 1,2 ↪→ C0 it is not difficult to
see that there exists a constant C > 0 independent of j such that

‖~v‖W 2,2(S1,Rm) ≤ C =⇒ ‖~v‖~γj ≤ 1

Combining this fact with the assumptions together with (I.3) gives

sup
{‖~v‖W2,2≤1 ; ~v·~γj≡0}

∫
S1

− ~̈γj + σ2
2 ~̈κj +

L2
j

2π ~κj + 3 ∂θ
(
|~κj|2 ~̇γj

) · ~v dθ
↓

0

Let ~w ∈ W 2,2(S1,Rm) there exists C1 > 0 such that ‖~w‖W 2,2 ≤ C1 ⇒
‖~v‖W 2,2 ≤ 1 where ~v = ~w − ~γj · ~w ~γj. Observe that we have successively

− ~̈γj · ~γj = |~̇γj|2 , ~κj · ~γj = 0 , ∂θ
(
|~κj|2 ~̇γj

)
· ~γj = − |~κj|2 |~̇γj|2

and
~̈κj · ~γj = |~κj|2 |~̇γj|2

Combining all the previous implies that

− ~̈γj − |~̇γj|2 ~γj + σ2
2 ~̈κj +

L2
j

2π ~κj + 3 ∂θ
(
|~κj|2 ~̇γj

)
+ |~κj|2 |~̇γj|2 ~γj


↓ strongly in W−2,2(S1)

0

Wedging by ~γj gives that

∂θ
(
(1− 2σ2)~γj ∧ ~̇γj + 2σ2 ~γj ∧ ~̇κj − 2σ2 ~̇γj ∧ ~κj + 3σ2 |~κj|2 ~γj ∧ ~̇γj

)
(I.4)

converges to zero in W−2,2. Hence there exists a converging sequence of
constant 2-vectors ~Cj such that

(1− 2σ2)~γj ∧ ~̇γj + 2σ2 ~γj ∧ ~̇κj − 2σ2 ~̇γj ∧ ~κj + 3 |~κj|2 ~γj ∧ ~̇γj − ~Cj → 0

inW−1,2. Since L1(S1) embeds in a compact way intoW−1,2(S1) we deduce
that ~γj ∧~κj is strongly pre-compact in L2(S1) and since ~κj = (~γj ∧~κj) ~γj
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we have that ~κj and thus ∂2
θ2~γj is pre-compact in L2. This gives the strong

convergence of ~γj to ~γ∞ in W 2,2 and this easily imply that

DEσ(~γ∞) = 0 .

This concludes the proof of the theorem. 2

Let A be an admissible family of W 2,2
imm(S1, Nn) and denote

β(0) := inf
A∈A

sup
~γ∈A

∫
S1
dl~γ

Assume β(0) > 0.
Example. A is the sub-family of

C0((0, 1),W 2,2
imm(S1, N2) ∩ C0([0, 1],W 1,1(S1, N2)

of maps ~γ(t, ·) which are constant at t = 0 and t = 1 and which realize a
non trivial sweep-out of N 2 (i.e. a non zero class of π2(N 2)). 2

For any A ∈ A we define

A0 :=
{
~γ ∈ A s.t.

∫
S1
dl~γ ≥ β(0)/2

}
.

and A0 = {A ∈ A ; A0 6= ∅}. Let

β(σ) := inf
A∈A0

sup
~γ∈A0

Eσ(~γ) .

It is straightforward to prove that

lim
σ→0

β(σ) = β(0)

Because of all the previous we have the existence of ~γ σ such that

Eσ(~γ σ) = β(σ) and DEσ(~γ σ) = 0

In constant speed parametrization we have a sequence σj such that

~γ σj ⇀ ~γ σ∞ weakly in (W 1,∞)∗

We are now facing the following difficulty.
Do we have β0 = L(~γ σ∞) and ~γ σ∞ is a geodesic ?

The answer to this question is a-priori negative. We have
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Proposition I.2. Let Nn = S2, the unit sphere of the 3-dimensional eu-
clidian Space. Under the previous notations, there exists σj → 0 and
~γj ∈ W 2,2

imm(S1, S2) such that

lim sup
j→+∞

Eσj(~γj) < +∞ and DE
σj
~γj

= 0 ,

moreover ~γj is in normal parametrization and

~γj ⇀ ~γ∞ weakly in (W 1,∞)∗

but
~̇γj 6−−−→

j→∞
~̇γ∞ a.e.

Moreover, for every measurable I ⊂ S1 such that L1(I) 6= 0

L(~γ∞ I) < lim inf
j→+∞

L(~γj I)

and ~γ∞ is not a geodesic. 2

I.2 Struwe’s Monotonicity Trick.

Theorem I.1. Let (M, ‖ · ‖) be a complete Finsler manifold. Let Eσ be a
family of C1 functions for σ ∈ [0, 1] onM such that for every ~γ ∈M

σ −→ Eσ(~γ) and σ −→ ∂σE
σ(~γ) (I.5)

are increasing and continuous functions with respect to σ. Assume more-
over that

‖DEσ
~γ −DEτ

~γ‖~γ ≤ C(σ) δ(|σ − τ |) f(Eσ(~γ)) (I.6)
where C(σ) ∈ L∞loc((0, 1)), δ ∈ L∞loc(R+) and goes to zero at 0 and f ∈
L∞loc(R). Assume that for every σ the functional Eσ satisfies the Palais
Smale condition. Let A be an admissible family ofM and denote

β(σ) := inf
A∈A

sup
~γ∈A

Eσ(~γ)

Then there exists a sequence σj → 0 and ~γj ∈M such that

Eσj(~γj) = β(σj) , DEσj(~γj) = 0

Moreover ~γj satisfies the so called “entropy condition”

∂σjE
σj(~γj) = o

 1
σj log

(
1
σj

)
 .

2
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Before proving theorem I.1 we are going to apply this result to the case
of W 2,2−immersions of curve into a closed sub-manifold Nn

Theorem I.2. In the Finsler manifold W 2,2
imm(S1, Nn) equipped with the

Finsler structure (I.1) we consider the family of C1 functions onM given
by

Eσ(~γ) :=
∫
S1

[
1 + σ2 |~κ~γ|2

]
dl~γ

then for any admissible family of W 2,2
imm(S1, Nn) we denote

β(σ) := inf
A∈A

sup
~γ∈A

Eσ(~γ)

and assume β(0) > 0. Then there exists a sequence σj → 0 and ~γj ∈ M
such that

Eσj(~γj) = β(σj) , DEσj(~γj) = 0
moreover

σ2
j

∫
S1
|~κ~γj |2 dl~γj = o

 1
log

(
1
σj

)
 (I.7)

and
γ̇j −→ γ̇∞ .

moreover ~γ∞ is a geodesic satisfying

L(~γ∞) = β(0) .

2

Proof of theorem I.2. We aim to apply first theorem I.1. Conditions
(I.5) are clearly fulfilled. Regarding condition (I.6) a short computa-
tion, starting from the explicit expression of the derivative of Eσ given
by lemma I.1, implies that for any ~γ ∈ W 2,2

imm(S1, Nn) and any ~v ∈ T~γM

|DEσ
~γ · ~v −DEτ

~γ · ~v| ≤ CNn |τ 2 − σ2|
∫
S1
|∇(d~γ)|2g~γ dl~γ ‖~v‖~γ

Hence, all the conditions for applying theorem I.1 are fulfilled and we
obtain a sequence σj → 0 together with a sequence of critical points ~γj of
Eσj such that β(σj) = Eσj(~γj) and the entropy condition (I.7) is fulfilled.

In order to simplify the presentation we give the rest of the argument in
the particular case Nn = Sn (the general case is presented in [1]). In that
case we can use the expression (I.4) and infer the existence of a sequence
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of constant 2-vectors ~Cj such that in constant speed parametrization one
has.

(1− 2σ2
j )~γj ∧ ~̇γj + 2σ2 ~γj ∧ ~̇κj − 2σ2

j ~̇γj ∧ ~κj + 3σ2
j |~κj|2 ~γj ∧ ~̇γj = ~Cj

Because of the entropy condition (I.7) we have that

Lj → β(0) > 0

and hence |~γj| ≡ Lj/2π → β(0)/2π. Using this fact we deduce that in
normal parametrization

σ2
j |~κj|2 −→ 0 strongly in L1(S1)

Hence there exists a sequence of 2-vector valued function ~Fj −→ 0
strongly in L1(S1) such that

~γj ∧ ~̇γj = − 2σ2
j ~γj ∧ ~̇κj + ~Fj + ~Cj .

Integrating this identity over S1 gives∫
S1
~γj ∧ ~̇γj = 2π ~Cj + o(1)

hence
lim sup
j→+∞

|~Cj| ≤ β(0)/2π

Taking now the scalar product with ~γj ∧ ~̇γj and integrating over S1 gives

L2
j

2π = − 2σ2
j

∫
S1

(~γj ∧ ~̇κj) · (~γj ∧ ~̇γj) + o(1) +
∫
S1
~Cj · ~γj ∧ ~̇γj dθ

This implies that
|~Cj| −→ β(0)/2π

and consequently

lim
j→+∞

∣∣∣∣ ∣∣∣∣∫
S1
~γj ∧ ~̇γj dθ

∣∣∣∣− ∫
S1
|~γj ∧ ~̇γj| dθ

∣∣∣∣ = 0

we deduce the strong convergence of ~γj ∧ ~̇γj in L1 from which the theorem
follows. 2

Remark I.1. Observe that the argument of the proof is similar to a “com-
pensated compactness type argument” as it has been originally introduced
by Luc Tartar in [2]. 2
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Proof of theorem I.1. Since β(σ) is a non decreasing function of σ
Lebesgue theorem implies that it is differentiable almost everywhere. De-
noting by Dβ the distributional derivative of β we have the existence of
an L1 non negative function β′(σ) which coincides with the derivative of
β almost everywhere and a non negative Radon measure µ on [0, 1] such
that

Dβ(σ) = β′(σ) dL1 [0, 1] + µ

we have moreover the existence of a Lebesgue zero measure subset B of
[0, 1] such that µ(B) = µ([0, 1]). We then deduce that∫ τ

0
β′(σ) dσ ≤ β(τ)− β(0) .

Then there exists a sequence of point of differentiability for β in (0, 1) that
we denote σj such that

σj → 0 and β′(σj) ≤
o(1)

σj log 1
σj

Let now σ be a point of differentiability of β and fix ε > 0. Since β is
differentiable at σ we have for τ close enough to σ an larger than σ

β(τ) ≤ β(σ) + (β′(σ) + ε) (τ − σ) . (I.8)

Take now τ > σ close enough to σ in such a way that (I.8) holds and let
A ∈ A and ~γ ∈ A such that

β(σ) ≤ Eσ(~γ) + ε (τ − σ)

Eτ(~γ) ≤ β(τ) + ε(τ − σ) .
(I.9)

We claim that under the two assumptions (I.8 and (I.9) we have

∂σE
σ(~γ) ≤ β′(σ) + 3 ε . (I.10)

Indeed, combining (I.8) and (I.9) together with the fact that Eτ(~γ) is non
decreasing in τ we have

β(σ)−ε (τ−σ) ≤ Eσ(~γ) ≤ Eτ(~γ) ≤ β(τ)+ε(τ−σ) ≤ β(σ)+(β′(σ)+2 ε) (τ−σ)

which gives
Eτ(~γ)− Eσ(~γ)

τ − σ
≤ β′(σ) + 3 ε

using the fact that ∂σEσ(~γ) is non decreasing we deduce the claim (I.10).
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We are now going to construct for any σk → σ+ and ~γk such that

lim
k→+∞

‖DEσk(~γk)‖~γk = 0 (I.11)

and 
β(σ) ≤ Eσ(~γk) + ε (σk − σ)

Eσk(~γk) ≤ β(σk) + ε(σk − σ) .
(I.12)

Given an arbitrary sequence σj → σ+ we assume that there exists δ such
that for k large enough and for all ~γ satisfying

β(σ) ≤ Eσ(~γ) + ε (σk − σ)

Eσk(~γ) ≤ β(σk) + ε(σk − σ) .
(I.13)

one has
‖DEσk(~γ)‖~γ > δ . (I.14)

We take a pseudo-gradient Xσk(~γ) onM∗ given by proposition ?? and we
consider a cut-off function χ ∈ C∞(R) supported on R+ and such that
χ ≡ 1 on [1,+∞). We consider then the following cut off of the pseudo-
gradient

X̃σk(~γ) := χ

Eσ(~γ)− β(σ) + ε (σk − σ)
ε (σk − σ)

 Xσk(~γ)

and consider the flow given by
dφkt (~γ)
dt

= − X̃σk(φkt (~γ)) in [0, t~γmax)

φk0(~γ) = ~γ

We have for any ~γ and for t < t~γmax

dEσ(φkt (~γ))
dt

= −DEσ(φkt (~γ)) · X̃σk(φkt (~γ))

= −χ
Eσ(φkt (~γ))− β(σ) + ε (σk − σ)

ε (σk − σ)

 DEσ(φkt (~γ)) ·Xσk(φkt (~γ))

= −χ
Eσ(φkt (~γ))− β(σ) + ε (σk − σ)

ε (σk − σ)

 DEσk(φkt (~γ)) ·Xσk(φkt (~γ))

+ χk(φkt (~γ))
[
DEσk(φkt (~γ))−DEσ(φkt (~γ))

]
·Xσk(φkt (~γ))
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where
χk(φkt (~γ)) := χ

Eσ(φkt (~γ))− β(σ) + ε (σk − σ)
ε (σk − σ)

 .

Starting with ~γ satisfying

Eσk(~γ) ≤ β(σk) + ε(σk − σ)

since the flow is decreasing the Eσk energy i.e.

Eσ(φkt (~γ)) ≤ Eσk(φkt (~γ)) ≤ Eσk(~γ) ≤ β(σk) + ε(σk − σ)

and since

X̃σk(φkt (~γ)) 6= 0 =⇒ β(σ) ≤ Eσ(φkt (~γ)) + ε (σk − σ)

The energy Eσ(φkt (~γ)) is uniformly bounded from above and from below
all along the flow and then, from our assumptions, we can choose k large
enough in such a way that[

DEσk(φkt (~γ))−DEσ(φkt (~γ))
]
·Xσk(φkt (~γ)) ≤ δ2/2

Since
DEσk(φkt (~γ)) ·Xσk(φkt (~γ)) ≥ δ2

for β(σ) ≤ Eσ(φkt (~γ)) + ε (σk − σ), the energy Eσ also decreases along the
flow and, unless

Eσ(~γ) < β(σ)− ε (σk − σ)
in which case the flow is constant, we must have

β(σ) ≤ Eσ(φkt (~γ)) + ε (σk − σ)

for all time. Arguing as in the proof of Palais theorem ??, because of our
assumption (I.14) under the condition (I.13), if we start with ~γ satisfying

Eσk(~γ) ≤ β(σk) + ε(σk − σ)

the flow cannot extinct on a critical point ofM\M∗ and then exists for
all time and t~γmax = +∞. Taking now a point A ∈ A such that

sup
~γ∈A

Eσk(~γ) ≤ β(σk) + ε(σk − σ)

we consider φkt (A). Because of the above there will be a finite time T such
that

sup
~γ∈A

Eσ(φkT (~γ))− β(σ) + ε (σk − σ))
ε (σk − σ) < 1
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which implies
sup
~γ∈A

Eσ(φkT (~γ) < β(σ) .

Since φkT (A) ∈ A we have reached a contradiction and we have proved the
existence of ~γk satisfying both (I.11) and (I.12). We have then

∂σE
σ(~γk) ≤ β′(σ) + 3 ε and lim

k→+∞
‖DEσk(~γk)‖~γk = 0

Because of the assumption (I.6) we deduce that ~γk is a Palais Smale se-
quence and since ε = o(1/σ log(σ−1)) as σ → 0, the theorem I.1 follows.
2
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