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Abstract :We prove that the conformal immersions of complex two tori into S3 which
locally minimize their conformal volume in their conformal class all satisfy some elliptic
PDE. We prove that they are either minimal tori, CMC flat tori, elliptic conformally con-
strained minimal tori or critical point of the area under some fixed conformally congruent
area. On the way to establish this result we prove that tori which are critical points of the
area for perturbations within a given conformal class and which are degenerate points of
the conformal class mapping - i.e. isothermic - are either minimal surfaces or flat CMC
tori. These results are all proved in the general framework of weak immersions.

Math. Class. 49Q10, 53A05, 53A30, 35J20

I Introduction

The notion of conformal volume introduced by P.Li and S.T.Yau in [LiYa] has stimulated
a broad interest in mathematics beyond the differential geometry of submanifolds.

Let G(S3) be the Möbius group of conformal transformations of S3 we are considering

immersions ~Φ of the two torus T 2 which are critical for the conformal volume

Vc(~Φ) := sup
Ψ∈G(S3)

A(Ψ ◦ ~Φ) (I.1)

within their conformal class. Precisely for any smooth path ~Φt such that ~Φ0 = ~Φ and
such that the conformal class defined by the metric ~Φ∗tgS3 , where gS3 denotes the standard

metric on the 3−sphere S3, is equal to the one defined by ~Φ∗g we have

d

dt
Vc(~Φt)

∣∣∣∣
t=0

= 0 (I.2)

Absolute minimizers of Vc in a given family of conformally equivalent metrics, when they
exist, do satisfy (I.2) for instance. Beside the case of rectangular tori, which is partly
solved in [MR], it is not known which conformal class possess a minimizer for the conformal
volume. It is expected that not every class posses a minimizer of Vc. Indeed, while taking
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a minimizing sequence ~Φk and the optimal Ψk, if it exist, satisfying Vc(~Φk) := A(Ψk ◦ ~Φk)

one cannot a-priori exclude that the sequence of immersions Ψk ◦ ~Φk weakly converges to
a geodesic sphere. This degeneracy in the minimization process is believed by the author
to be the only possible one and, when the minimal conformal volume within a conformal
class is strictly larger than 4π, it should be achieved by an immersion of T 2 satisfying
(I.2).

The purpose of the present work is to give a characterization of 2-dimensional tori in
S3 which are local minimizers of the conformal volume in their conformal class. In other
words we aim to give a characterization of complex 2-tori (tori equipped with a given
complex structure) minimizing locally the conformal volume for immersions defining this
given complex structure.

In [Ri4] the author derived the infinitesimal characterization of the variations of rie-
mann surfaces : a PDE satisfied by critical points of functional such as the area for
variations within a given conformal class was derived in this work. This was a delicate
issue at least for isothermic surfaces which are the degenerate points of the conformal
class mapping and for which a direct application of Lagrange multiplier theory was ex-
cluded a-priori. It is proved that, for any ~Φ satisfying (I.2) for any variation ~Φt within

the conformal class of ~Φ, there exists an holomorphic quadratic form Q of the underlying
riemann surface such that

H = < < Q, h0 >g~Φ
, (I.3)

where g~Φ := ~Φ∗gS3 is the induced metric on the surface, H is the mean curvature of the
immersion and h0 is the Weingarten form given in complex coordinates by

h0 := 2π~n(∂2
z2
~Φ) dz2 , (I.4)

where π~n is the projection onto the normal direction to the surface in TS3. Solutions to
(I.3) are called conformally constrained minimal surfaces.

Hopf tori - i.e. the preimages by the Hopf fibration from S3 into S2 of closed curves
on S2 - are examples of conformally constrained minimal surfaces (see [BPP]). These
surfaces are not necessarily smooth and it suffices to have a weak notion of second fun-
damental form as well as a notion of conformal coordinates in order to give a meaning to
equation (I.3). In [Ri3] (see also [Ri1]) the author introduced a notion of weak immersions
compatible with variational purposes, for which conformal coordinates exist and for which
the mapping assigning the conformal class is smooth for some topology. The motivation
originally was to produce a suitable framework for studying the variations of Willmore
Lagrangian. It appears moreover that this is a ”minimal” requirement for ensuring the
smoothness of the mapping assigning the conformal class. This is the framework we shall
consider here.

A weak immersion of T 2 into S3 is a map ~Φ from T 2 into S3 such that

i)
~Φ ∈ W 1,∞(Σ,R4) ,

2



ii) there exists a constant C~Φ > 1 such that

∀x ∈ Σ ∀X ∈ TxΣ C−1
~Φ

g0(X) ≤ |d~Φ(X)|2 ≤ C~Φ g0(X)

where g0 is some given smooth reference metric on T 2 i.e. in other words the metric
on T 2 equal to the pull back by ~Φ of the canonical metric of R4 is equivalent to any
reference metric on T 2,

iii)
~n~Φ ∈ W

1,2(T 2, S3)

where ~n~Φ is the Gauss map associated to ~Φ i.e. the unit vector perpendicular to the
surface in TS3 and positively oriented.

This space is usually denoted ET 2 . This is a Banach manifold modeled on W 1,∞ ∩
W 2,2(T 2,R3). Each element in ET 2 defines uniquely a conformal class and, for a fixed

choice of generators of the π1(T 2) the mapping which to ~Φ assigns the corresponding
Teichmüller class is C1 (see [Ri3]).

The analysis of the equation (I.3) is made particularly complex due to the fact that
it includes both hyperbolic and elliptic regimes. Strictly elliptic regime is observed in the
domain given by

Es(~Φ) :=
{
x ∈ T 2 ; 2 |Q|g~Φ(x) < 1

}
The splitting between these two regimes can be seen formally in the following way. On
a two torus an holomorphic quadratic form is either zero or never vanish. Then, locally
there exist complex coordinates in which Q = 4−1 dz2. In these coordinates the equation
(I.3) reads

∆~Φ + 2 ~Φ e2λ = ∂x1(e−2λ ∂x1
~Φ)− ∂x2(e−2λ ∂x2

~Φ)

where g~Φ = e2λ [dx2
1 + dx2

2]. Observe that |Q|g~Φ = 2−1 e−2λ hence the domain of strict

ellipticity Es(~Φ) corresponds to the set of points x where λ(x) > 0 in these special coor-
dinates and hence the principal symbol of the conformally constrained minimal surfaces
equation which reads

∂x1

(
(1− e−2λ) ∂x1

~Φ
)

+ ∂x2

(
(1 + e−2λ) ∂x2

~Φ
)

+ 2 ~Φ e2λ = 0 (I.5)

is exactly invertible on this domain. Following [MS] and [He], we proved in [Ri1] that for

any weak immersion ~Φ in any conformal coordinates, the induced metric is continuous and
hence Es(~Φ) is an open subset of T 2. The elliptic nature of the conformally constrained
minimal surfaces equation on the domain of strict ellipticity is reinforced by the following
result
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Theorem I.1. Let ~Φ be a weak immersion satisfying the conformally constrained minimal
surface equation

H = < < Q, h0 >g~Φ

for some holomorphic quadratic form on T 2 equipped with the conformal class defined by
~Φ. Then ~Φ is analytic in conformal coordinates within the domain of strict ellipticity
Es(~Φ) given by

Es(~Φ) :=
{
x ∈ T 2 ; 2 |Q|g~Φ(x) < 1

}
.

2

The theorem is clearly optimal since Hopf tori, which are solutions to the conformally
constrained minimal surface equation, satisfy 2 |Q|g~Φ(x) ≡ 1 on T 2 and can be nowhere

C2 by taking the lifting of a nowhere C2 curve Γ on S2 but still satisfying
∫

Γ
|κ|2 dl < +∞

where κ is the geodesic curvature of the curve in S2 which ensures that this is a weak
immersion.

Definition I.1. A weak immersion is said to satisfy the elliptic conformally constrained
minimal surface equation (resp. strictly elliptic) if it satisfies

H = < < Q, h0 >g~Φ

for some holomorphic quadratic form on T 2 equipped with the conformal class defined by
~Φ and

E(~Φ) :=
{
x ∈ T 2 ; 2 |Q|g~Φ(x) ≤ 1

}
concide with the whole torus (resp. Es(~Φ) = T 2). 2

Strictly elliptic conformally constrained minimal surface could be seen as general-
ization of minimal surfaces sharing many features with minimal surfaces. In particular
one deduces from the analysis for proving theorem I.1 that the space of strictly elliptic
conformally constrained minimal surface satisfying 2 |Q|g~Φ(x) < 1−ε0 for any 0 < ε0 ≤ 1

with uniformly bounded area and controlled conformal class is compact in C l topology
for any l ∈ N.

Regarding now the similar problem in the euclidian space R3, in [Ri4] it is proved
that critical points of the area among weak immersions of a compact surface Σ into R3

with prescribed conformal class satisfies also the conformally constrained minimal surface
equation

~H = < < Q, ~h0 >g~Φ

By multiplying the equation by ~Φ and integrating by parts one gets the following propo-
sition which is reminiscent to the corresponding result for minimal surfaces.

Proposition I.1. There exists no weak immersion into R3 of a closed two dimensional
manifold satisfying the conformally constrained minimal surface equation. 2
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Observe that an arbitrary cylinder over a plane curve in R3 is an example of an elliptic
(non strictly elliptic) non compact conformally constrained minimal surface satisfying
H = <(H0) in cylindrical coordinates in which the Weingarten Operator takes the form

I =

(
κ 0

0 0

)
.

It is also isothermic since =(H0) ≡ 0. In [BPP] the authors show that surfaces with
rotational symmetry are conformally constrained minimal everywhere away from the axis
points. Such surfaces are not necessarily smooth and therefore should not be in general
elliptic conformally constrained minimal.

Finally, it would be interesting to study non compact strictly elliptic conformally
constrained minimal surface with ends in R3 and in particular bounds on their index...etc.

Going back to immersions in S3, in section IV of the present paper, we establish the
following result which identifies the space of isothermic conformally constrained minimal
immersions of tori.

Theorem I.2. A weak immersion of the torus T 2 in S3 is both isothermic and a critical
point of the area under constrained conformal class if and only if it is either minimal
or realizes a flat CMC torus. Such tori are all solving the strictly elliptic conformally
constrained minimal equation. 2

For instance, the Weingarten Operator of Hopf tori in coordinates given by the Hopf
fibers and parallel lifts of the curve Γ in S2 - whose lift by the Hopf fibration is equal to
the torus - is given by - see [Pi] identity (21) -

I =

(
2κ 1

1 0

)
.

It is clearly solving the conformally constrained minimal surface equation H = <(H0). It
is moreover isothermic if and only if κ = κ0 ≥ 0 is constant - i.e. Γ is a circle in S2 and
the torus is a CMC Clifford torus -. It solves the isothermic equation

<((1 + i κ0)H0) = 0 ,

together with the strictly elliptic conformally constrained minimal equation

H = <
(

κ0

κ0 + i
H0

)
,

where λ ≡ 0 and Q = 4−1 κ0

κ0−idz
2 satisfies 2|Q|g =

√
κ2

0

1+κ2
0
< 1. Finally theorem I.2 can

be put in perspective with a result by J. Richter, see [Ric] and [BuPP], asserting that
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conformally constrained Willmore tori in S3 which are in addition isothermic are CMC
surfaces for some constant sectional curvature.

The main result of the present paper is the following theorem which identifies tori
minimizing locally the conformal volume within their conformal class.

Theorem I.3. Let ~Φ be weak immersion locally minimizing the conformal volume Vc
in it’s conformal class. Assume Vc(~Φ) /∈ 4πN and that Vc is differentiable at ~Φ, then the

following alternative holds : if there is no other Möbis transformation of ~Φ realizing Vc(~Φ)
then either

• i) ~Φ is a minimal immersion,

• ii) ~Φ(T 2) is a flat CMC clifford torus congruent to aS1 ×
√

1− a2 S1 for some
a ∈ (0, 1) ,

• iii) ~Φ is an elliptic conformally constrained minimal surface.

2

In the ”degenerate case” of the existence of at least two non isometric Möbius trans-
formations realizing Vc(~Φ) we have the following proposition.

Proposition I.2. Let ~Φ be a weak immersion of T 2 into S3, solution to the conformally
constrained equation (I.3) and realizing it’s conformal volume : A(~Φ) = Vc(~Φ). Assume

Vc(~Φ) /∈ 4πN and that Vc is differentiable at ~Φ. If Vc(~Φ) is also achieved by Ψ ◦ ~Φ, a non

isometric Möbius transformation of ~Φ and that any such Möbius transformation satisfy
also the conformally constraint minimal equation, then ~Φ is a critical point of the area A
under the constraint that A(Ψ ◦ ~Φ) is constant. 2

The paper is organized as follows. In section II we compute the first and second
variations of the area functional within a fixed conformal class. In section III we prove
theorem I.1. In section IV we identify the isothermic conformally constrained minimal
surfaces. In section V we construct families of deformations which reduces the conformal
volume for non-elliptic conformally constrained minimal surfaces. In the last section we
collect the informations obtained from the previous ones to prove theorem I.3.
Acknowledgments : The author is grateful to the referee for very useful observations
and comments.
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II The first and second variations of a weak immer-

sion locally minimizing the conformal volume in

S3.

II.1 Preliminaries : notations and some computations.

Consider ~Φt := ~Φ + t ~w .

We have in local coordinates (that we can choose to be conformal for ~Φ)

~nt = ?R4

(
~Φt ∧

∂x1
~Φt ∧ ∂x2

~Φt

|∂x1
~Φt ∧ ∂x2

~Φt|

)
(II.6)

We have
~nt = ~n+ t (a1 ~e1 + a2 ~e2 + b ~Φ) + o(t) (II.7)

They can be identified as follows:

eλ a1 =

〈
eλ ~e1,

d

dt
~nt

∣∣∣∣
t=0

〉
= −

〈
d

dt

(
∂x1

~Φt

)∣∣∣∣
t=0

, ~n

〉
= −〈∂x1 ~w,~n〉,

and similarly one obtains a2 = −e−λ 〈∂x2 ~w,~n〉. Let v := d~Φ
dt
· ~n = ~w · ~n. We have

b := ~Φ · d~n
dt

= −v

Hence we have
d~n

dt
= −e−λ [〈∂x1 ~w,~n〉 ~e1 + 〈∂x2 ~w,~n〉 ~e2]− v ~Φ (II.8)

We now compute the time derivative of the second fundamental form. We have

dI
dt

=
2∑

i,j=1

[
d~n

dt
· ∂2

xi xj
~Φ + ~n · ∂2

xi xj
~w

]
dxi ⊗ dxj

= −
2∑

i,j,k=1

[
e−2λ ∂xk ~w · ~n ∂xk~Φ · ∂2

xixj
~Φ
]
dxi ⊗ dxj

+v g +
2∑

i,j=1

~n · ∂2
xi xj

~w dxi ⊗ dxj

(II.9)

Recall that
e−2λ ∂xk

~Φ · ∂2
xixj

~Φ = δjk ∂xiλ+ δik ∂xjλ− δij ∂xkλ (II.10)
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Combining (II.9) and (II.10) we obtain

dI
dt

= − (∂x1λ ∂x1 ~w · ~n− ∂x2λ ∂x2 ~w · ~n) (dx2
1 − dx2

2)

− (∂x1λ ∂x2 ~w · ~n+ ∂x2λ ∂x1 ~w · ~n) (dx1 ⊗ dx2 + dx2 ⊗ dx1)

+v g +
2∑

i,j=1

~n · ∂2
xi xj

~w dxi ⊗ dxj

(II.11)

Recall that Ht = 1
2

∑
i,j(gt)

ij(It)ij Hence

dH

dt
=

1

2

∑
i,j

(gt)
ij d(It)ij

dt
+

1

2

∑
i,j

d(gt)
ij

dt
(It)ij

Using (II.11) we have
1

2

∑
i,j

(gt)
ij d(It)ij

dt
= v +

~n

2
·∆g ~w (II.12)

We have (gt)ij = 〈∂xi~Φt, ∂xj
~Φt〉, thus

d

dt
(gt)ij

∣∣∣∣
t=0

= 〈∂xi ~w, ∂xj~Φ〉+ 〈∂xi~Φ, ∂xj ~w〉. (II.13)

Since
∑

i(gt)
ki(gt)ij = δkj and gij = e2λ I2, where I2 is the (2×2)-identity matrix, we have

d

dt
(gt)

kj

∣∣∣∣
t=0

e2λ + e−2λ d

dt
(gt)kj

∣∣∣∣
t=0

= 0, (II.14)

from which we deduce

d

dt
(gt)

kj

∣∣∣∣
t=0

= −e−4λ d

dt
(gt)kj

∣∣∣∣
t=0

= −e−4λ
(
〈∂xk ~w, ∂xj~Φ〉+ 〈∂xk~Φ, ∂xj ~w〉

)
. (II.15)

The previous computation gives then

dH

dt
=
~n

2
· [∆g ~w + 2 ~w]

+
1

2

2∑
i,j=1

e−4λ
[
∂xi ~w · ∂xj~Φ + ∂xj ~w · ∂xi~Φ

]
∂xj~n · ∂xi~Φ

(II.16)

We write
~w = σ1 ∂x1

~Φ + σ2 ∂x2
~Φ + v ~n . (II.17)
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and with these notations we compute in one hand

~n

2
·∆g ~w =

∆gv

2
−
|I|2g
2
v + e−2λ

2∑
ij=1

∂xiσj Iij

+e−2λ

2∑
i=1

σi ∂xi(e
2λH)

(II.18)

and using in particular (II.10) we have

1

2

2∑
i,j=1

e−4λ
[
∂xi ~w · ∂xj~Φ + ∂xj ~w · ∂xi~Φ

]
∂xj~n · ∂xi~Φ

= |I|2g v − e−2λ

2∑
i,j=1

Iij ∂xiσj − 2H
2∑

k=1

σk ∂xkλ

(II.19)

Combining (II.16), (II.18) and (II.19) we obtain

dH

dt
=

1

2

[
∆gv + (|I|2g + 2) v

]
+

2∑
i=1

σi ∂xiH (II.20)

Let q := qij dxi ⊗ dxj = a [dx2
1 − dx2

2] + b [dx1 ⊗ dx2 + dx2 ⊗ dx1] for some functions a
and b independent of t. We have〈

dI0

dt
, q

〉
g

=

〈
dI
dt
, q

〉
g

− H

〈
dg

dt
, q

〉
g

(II.21)

We have in one hand

−H
〈
dg

dt
, q

〉
g

= −2H e−4λ
[
a (∂x1 ~w · ∂x1

~Φ− ∂x2 ~w · ∂x2
~Φ)

+b (∂x1 ~w · ∂x2
~Φ + ∂x2 ~w · ∂x1

~Φ)
] (II.22)

In the other hand we have〈
dI
dt
, q

〉
= a e−4λ

(
~n · ∂2

x2
1
~w − ~n · ∂2

x2
2
~w
)

+ 2 b e−4λ ~n · ∂2
x1x2

~w

− 2 a e−4λ (∂x1λ ∂x1 ~w · ~n− ∂x2λ ∂x2 ~w · ~n)

−2 b e−4λ (∂x1λ ∂x2 ~w · ~n+ ∂x2λ ∂x1 ~w · ~n)

(II.23)
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Thus, combining (II.21), (II.22) and (II.23) gives〈
dI0

dt
, q

〉
g

= a e−4λ
(
~n · ∂2

x2
1
~w − ~n · ∂2

x2
2
~w
)

+ 2 b e−4λ ~n · ∂2
x1x2

~w

− 2 a e−4λ (∂x1λ ∂x1 ~w · ~n− ∂x2λ ∂x2 ~w · ~n)

−2 b e−4λ (∂x1λ ∂x2 ~w · ~n+ ∂x2λ ∂x1 ~w · ~n)

−2H e−4λ
[
a (∂x1 ~w · ∂x1

~Φ− ∂x2 ~w · ∂x2
~Φ) + b (∂x1 ~w · ∂x2

~Φ + ∂x2 ~w · ∂x1
~Φ)
]

(II.24)

We have then after some computations

~n · ∂2
x2

1
~w − ~n · ∂2

x2
2
~w = ∂x1(~n · ∂x1 ~w)− ∂x2(~n · ∂x2 ~w)− ∂x1~n · ∂x1 ~w + ∂x2~n · ∂x2 ~w

= ∂2
x2

1
v − ∂2

x2
2
v − v (|∂x1~n|2 − |∂x2~n|2) + H e2λ(∂x1σ1 − ∂x2σ2)

+e−2λ I0
11 (∂x1(e2λσ1) + ∂x2(e2λσ2)) + e−2λ I0

12 (∂x1(e2λσ2)− ∂x2(e2λσ1))

+∂x1(I11σ1 + I12σ2)− ∂x2(I12σ1 + I22σ2)

(II.25)

Similarly we have

2~n · ∂2
x1x2

~w = ∂x1(~n · ∂x2 ~w) + ∂x2(~n · ∂x1 ~w)− ∂x1~n · ∂x2 ~w − ∂x2~n · ∂x1 ~w

= 2 ∂2
x1x2

v − 2 ∂x1~n · ∂x2~n v +H e2λ(∂x2σ1 + ∂x1σ2)

+e−2λ I0
11 (∂x2(e2λσ1)− ∂x1(e2λσ2)) + e−2λ I0

12 (∂x1(e2λσ1) + ∂x2(e2λσ2))

+∂x1(I12σ1 + I22σ2) + ∂x2(I11σ1 + I12σ2)

(II.26)

We have also

∂x1λ ∂x1 ~w · ~n− ∂x2λ ∂x2 ~w · ~n = ∂x1λ ∂x1v − ∂x2λ ∂x2v

+e2λH (σ1∂x1λ− σ2∂x2λ) + I0
11(σ1∂x1λ+ σ2∂x2λ) + I0

12(σ2∂x1λ− σ1∂x2λ)
(II.27)

and

∂x1λ ∂x2 ~w · ~n+ ∂x2λ ∂x1 ~w · ~n = ∂x1λ ∂x2v + ∂x2λ ∂x1v

+e2λH (σ1∂x2λ+ σ2∂x1λ) + I0
11(σ1∂x2λ− σ2∂x1λ) + I0

12(σ1∂x1λ+ σ2∂x2λ)
(II.28)

Finally we have in one hand

∂x1 ~w · ∂x1
~Φ− ∂x2 ~w · ∂x2

~Φ = − 2 v I0
11 + e2λ (∂x1σ1 − ∂x2σ2) (II.29)
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and in the other hand

∂x1 ~w · ∂x2
~Φ + ∂x2 ~w · ∂x1

~Φ = − 2 v I0
12 + e2λ (∂x1σ2 + ∂x2σ1) (II.30)

Combining (II.24)...(II.30) we obtain〈
dI0

dt
, q

〉
g

= a e−2λ
(
∂x1(e−2λ∂x1v)− ∂x2(e−2λ∂x2v)

)
+ b e−2λ

(
∂x1(e−2λ∂x2v) + ∂x2(e−2λ∂x1v)

)
− e−4λ H a (∂x1(e2λσ1)− ∂x2(e2λσ2))− e−4λ H b (∂x1(e2λσ2) + ∂x2(e2λσ1))

+e−4λ (a I0
11 + b I0

12) (∂x1σ1 + ∂x2σ2) + e−4λ (a I0
12 − b I0

11) (∂x1σ2 − ∂x2σ1)

+e−4λ a [∂x1(I11σ1 + I12σ2)− ∂x2(I12σ1 + I22σ2)]

+e−4λ b [∂x1(I12σ1 + I22σ2) + ∂x2(I11σ1 + I12σ2)]
(II.31)

Assume now that a− ib is holomorphic - i.e. ∂x1a+ ∂x2b = 0 and ∂x1b− ∂x2a = 0 then we
have for instance

a
(
∂x1(e−2λ∂x1v)− ∂x2(e−2λ∂x2v)

)
+ b

(
∂x1(e−2λ∂x2v) + ∂x2(e−2λ∂x1v)

)
= ∂x1(a e−2λ∂x1v)− ∂x2(a e−2λ∂x2v) + ∂x1(b e−2λ∂x2v) + ∂x2(b e−2λ∂x1v)

or we have also

a [∂x1(I11σ1 + I12σ2)− ∂x2(I12σ1 + I22σ2)] + b [∂x1(I12σ1 + I22σ2) + ∂x2(I11σ1 + I12σ2)]

= ∂x1 (a [I11σ1 + I12σ2] + b [(I12σ1 + I22σ2])− ∂x2 (a [I12σ1 + I22σ2]− b [I11σ1 + I12σ2])

and hence〈
dI0

dt
, q

〉
g

= e−2λ
[
∂x1(a e−2λ∂x1v)− ∂x2(a e−2λ∂x2v) + ∂x1(b e−2λ∂x2v) + ∂x2(b e−2λ∂x1v)

]
− e−4λ H a (∂x1(e2λσ1)− ∂x2(e2λσ2))− e−4λ H b (∂x1(e2λσ2) + ∂x2(e2λσ1))

+e−4λ (a I0
11 + b I0

12) (∂x1σ1 + ∂x2σ2) + e−4λ (a I0
12 − b I0

11) (∂x1σ2 − ∂x2σ1)

+e−4λ ∂x1

(
a
[
I0
11σ1 + I0

12σ2

]
+ b
[
(I0

12σ1 − I0
11σ2

])
−e−4λ ∂x2

(
a
[
I0
12σ1 − I0

11σ2

]
− b
[
I0
11σ1 + I0

12σ2

])
+e−4λ

[
∂x1

(
e2λ H (a σ1 + b σ2)

)
+ ∂x2

(
e2λ H (b σ1 − a σ2)

)]
(II.32)
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We now compute

d

dt
< q, I0 >g=

d

dt

(
2∑

ijkl=1

gki gjl qkl I0
ij

)
= 2 e−2λ

2∑
ijk=1

dgij

dt
I0
ik qjk +

〈
dI0

dt
, q

〉
g

(II.33)

Using (II.15) we obtain, using also (II.10),

dgij

dt
= 2 v Iij e−4λ − e−4λ

2∑
l=1

[
∂xi(σl ∂xl

~Φ) · ∂xj~Φ + ∂xj(σl ∂xl
~Φ) · ∂xi~Φ

]
= 2 v Iij e−4λ − e−2λ (∂xiσj + ∂xjσi)− 2 e−2λ δij

2∑
l=1

σl ∂xlλ

(II.34)

Combining (II.33) and (II.34) we obtain

d

dt
< q, I0 >g= 4 e−6λ v

2∑
ijk=1

Iij I0
ik qjk +

〈
dI0

dt
, q

〉
g

−2 e−4λ
∑
i,j,k

(∂xiσj + ∂xjσi) I0
ik qjk − 4 < q, I0 >g

2∑
l=1

σl ∂xlλ

(II.35)

Observe that
2∑

i,j,k=1

I0
ki qkj I0

ij =
2∑

i,j=1

I0
ji qjj I0

ij +
2∑

i,j=1

I0
j+1i qj+1j I0

ij

= a
2∑
i=1

I0
1i I0

i1 − a
2∑
i=1

I0
2i I0

i2 − b
2∑

i,j=1

I0
j+1i I0

ij

Since I0
11 = −I0

22 and I0
12 = I0

21 we deduce

2∑
i,j,k=1

I0
ki qkj I0

ij = −b
2∑

i,j=1

I0
j+1i I0

ij

= −b
2∑
i=1

I0
1i I0

i2 − b
2∑
i=1

I0
2i I0

i1 = −b I0
11 I0

12 − b I0
12 I0

22 − b I0
21 I0

11 − b I0
22 I0

21 = 0

Combining this identity and (II.35) we obtain

d

dt
< q, I0 >g= 4H v < q, I0 >g +

〈
dI0

dt
, q

〉
g

−2 e−4λ
∑
i,j,k

(∂xiσj + ∂xjσi) I0
ik qjk − 4 < q, I0 >g

2∑
l=1

σl ∂xlλ

(II.36)
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A short computation gives

−2 e−4λ
∑
i,j,k

(∂xiσj + ∂xjσi) I0
ik qjk = − 2 (∂x1σ1 + ∂x2σ2) < q, I0 >g (II.37)

Combining (II.36) and (II.37) one obtains

d

dt
< q, I0 >g= 4H v < q, I0 >g +

〈
dI0

dt
, q

〉
g

−2 e−2λ (∂x1(e2λ σ1) + ∂x2(e2λ σ2)) < q, I0 >g

(II.38)

Together with (II.32) this gives

d

dt
< q, I0 >g= 4H v < q, I0 >g −2 e−2λ (∂x1(e2λ σ1) + ∂x2(e2λ σ2)) < q, I0 >g

+ e−2λ
[
∂x1(a e−2λ∂x1v)− ∂x2(a e−2λ∂x2v) + ∂x1(b e−2λ∂x2v) + ∂x2(b e−2λ∂x1v)

]
− e−4λ H a (∂x1(e2λσ1)− ∂x2(e2λσ2))− e−4λ H b (∂x1(e2λσ2) + ∂x2(e2λσ1))

+e−4λ (a I0
11 + b I0

12) (∂x1σ1 + ∂x2σ2) + e−4λ (a I0
12 − b I0

11) (∂x1σ2 − ∂x2σ1)

+e−4λ ∂x1

(
a
[
I0
11σ1 + I0

12σ2

]
+ b
[
(I0

12σ1 − I0
11σ2

])
−e−4λ ∂x2

(
a
[
I0
12σ1 − I0

11σ2

]
− b
[
I0
11σ1 + I0

12σ2

])
+e−4λ

[
∂x1

(
e2λ H (a σ1 + b σ2)

)
+ ∂x2

(
e2λ H (b σ1 − a σ2)

)]
(II.39)

Observe

d

dt
(dvolgt)

∣∣∣∣
t=0

=
d

dt
(det(gt)ij)

1/2

∣∣∣∣
t=0

dx1 ∧ dx2

=
1

2
e−2λ d

dt

(
(gt)11 (gt)22 − (gt)

2
12

)∣∣∣∣
t=0

dx1 ∧ dx2

=
1

2

(
d

dt
(gt)11

∣∣∣∣
t=0

+
d

dt
(gt)22

∣∣∣∣
t=0

)
dx1 ∧ dx2

=
(
∂x1

~Φ · ∂x1 ~w + ∂x2
~Φ · ∂x2 ~w

)
dx1 ∧ dx2

= −2 ~H · ~w dvolg +
(
∂x1(e2λσ1) + ∂x2(e2λσ2)

)
dx1 ∧ dx2.

(II.40)
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II.1.1 The first and second derivatives of the area under constrained confor-
mal class

We consider ~Φ a weak immersion in EΣ. We fix generators of the π1 and we denote by
C(~Φ) the corresponding Teichmüller class of immersions which are conformal isotopic to
~Φ - immersions ~Ξ such that there exists a Lipschitz diffeomorphism Ψ isotopic to the
identity and conformal from (Σ, ~Φ∗gS3) into (Σ, ~Ξ∗gS3) -. Let D0((−1, 1), EΣ) be the space
of mapping from (−1, 1) into EΣ which are continuous and differentiable at 0. We say

that ~Φ is a critical point of the area under constrained conformal class if
∀ ~Φt ∈ D0((−1, 1), EΣ) s.t. ∀ t ∈ (−1, 1) C(~Φt) = C(~Φ)

then
d

dt
A(~Φt)(0) = 0

(II.41)

As shown in [Ri4], a weak immersion of Σ is a critical point of the area under constrained
conformal class if and only if there exists an holomorphic quadratic form Q such that

H = < < Q, h0 >wp . (II.42)

writing locally Q = (Q1 + i Q2) dz2, since

h0 = e2λ [H0
< + iH0

=] dz2 = (I0
11 − i I0

12) dz2 = −(I0
22 + i I0

12) dz2

, we have that

< < Q, h0 >wp= 4 e−4λ<
(
(Q1 − i Q2) (I0

11 − i I0
12)
)

= 4 e−4λ [Q1I0
11 −Q2I0

12]

where we are using that |dz2|2g = 4 e−4λ. Let

q := 2<(Q) = 2Q1 [dx2
1 − dx2

2]− 2Q2 [dx1 dx2 + dx2 dx1]

then we have
< q, I0 >g= 4 e−4λ [Q1 I0

11 −Q2I0
12] = < < Q, h0 >wp

Hence ~Φ is a critical point of the area under constrained conformal class if and only if there
exists q := 2Q1 [dx2

1 − dx2
2]− 2Q2 [dx1 dx2 + dx2 dx1] such that Q1 + i Q2 is holomorphic

and
H =< q, I0 >g . (II.43)

Let ~Φt be a mapping in C2((−1, 1), EΣ) such that C(~Φt) ≡ C(~Φ) for t ∈ (−1, 1) and

such that ~Φ0 = ~Φ is a critical point of the area under constrained conformal class. We
are now computing the second derivative of A(~Φt) at 0. Using (II.40) we obtain

dA(~Φt)

dt
=

d

dt

[∫
Σ2

dvolgt

]
= −2

∫
Σ

~Ht ·
d~Φt

dt
dvolgt , (II.44)
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where gt denotes the metric on Σ given by gt := ~Φ∗tgS3 and ~Ht is the mean curvature

vector of the immersion ~Φt.

d2A(~Φt)

dt2
(0) = −2

∫
Σ

dH

dt
(0) v dvolg − 2

∫
Σ

H
d~n

dt
· ~w dvolg

−2

∫
Σ

H ~n · d
dt

(
d~Φt

dt
dvolgt

) (II.45)

Combining (II.45) and (II.20) gives

d2A(~Φt)

dt2
(0) =

∫
Σ

|dv|2g dvolg −
∫

Σ

[|I|2g + 2] v2 dvolg

−2

∫
Σ

v

2∑
k=1

σk ∂xkH dvolg − 2

∫
Σ

H
d~n

dt
· ~w dvolg

−2

∫
Σ

H ~n · d
dt

(
d~Φt

dt
dvolgt

) (II.46)

Since C(~Φt) ≡ C(~Φ) we have that

dC~Φt
d~Φ

dt
≡ 0

we have that for any Q holomorphic quadratic form for the conformal class defined by
~Φ∗gS3

0 ≡
∫

Σ

< < Q,~h0
t >wp ·

d~Φt

dt
dvolgt =

∫
Σ

< q,~I0
t >gt ·

d~Φt

dt
dvolgt . (II.47)

Taking the derivative of this identity gives∫
Σ

d

dt

(
< q,~I0

t >gt

)
· d
~Φt

dt
dvolgt = −

∫
Σ

< q,~I0
t >gt ·

d

dt

(
d~Φt

dt
dvolgt

)
(II.48)

We then have

−2

∫
Σ

H ~n · d
dt

(
d~Φt

dt
dvolgt

)
= 2

∫
Σ

d

dt

(
< q, I0

t >gt

)
v dvolg

+2

∫
Σ

(
< q, I0

t >gt

) d~n

dt
· ~w dvolg

(II.49)
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Combining (II.46) and (II.49) we obtain

d2A(~Φt)

dt2
(0) =

∫
Σ

|dv|2g dvolg −
∫

Σ

[|I|2g + 2] v2 dvolg

−2

∫
Σ

v

2∑
k=1

σk ∂xkH dvolg + 2

∫
Σ

d

dt

(
< q, I0

t >gt

)
v dvolg

(II.50)

The identity (II.39) gives

−2

∫
Σ

v

2∑
k=1

σk ∂xkH dvolg + 2

∫
Σ

d

dt

(
< q, I0

t >gt

)
v dvolg

=

∫
Σ

8H2 v2 dvolg − 2

∫
Σ

< q, dv ⊗ dv >g dvolg

−2

∫
Σ

v

2∑
k=1

σk ∂xkH dvolg − 4

∫
Σ

H v (∂x1(e2λ σ1) + ∂x2(e2λ σ2)) dx1 ∧ dx2

− 2

∫
Σ

H v e−2λ
[
a (∂x1(e2λσ1)− ∂x2(e2λσ2)) + b (∂x1(e2λσ2) + ∂x2(e2λσ1))

]
dx1 ∧ dx2

+ 2

∫
Σ

v e−2λ
[
(a I0

11 + b I0
12) (∂x1σ1 + ∂x2σ2) + (a I0

12 − b I0
11) (∂x1σ2 − ∂x2σ1)

]
dx1 ∧ dx2

+ 2

∫
Σ

v e−2λ ∂x1

(
a
[
I0
11σ1 + I0

12σ2

]
+ b
[
(I0

12σ1 − I0
11σ2

])
dx1 ∧ dx2

− 2

∫
Σ

v e−2λ ∂x2

(
a
[
I0
12σ1 − I0

11σ2

]
− b
[
I0
11σ1 + I0

12σ2

])
dx1 ∧ dx2

+ 2

∫
Σ

v e−2λ
[
∂x1

(
e2λ H (a σ1 + b σ2)

)
+ ∂x2

(
e2λ H (b σ1 − a σ2)

)]
dx1 ∧ dx2

(II.51)
We have in one hand

+ 2

∫
Σ

v e−2λ ∂x1

(
a
[
I0
11σ1 + I0

12σ2

]
+ b
[
(I0

12σ1 − I0
11σ2

])
dx1 ∧ dx2

− 2

∫
Σ

v e−2λ ∂x2

(
a
[
I0
12σ1 − I0

11σ2

]
− b
[
I0
11σ1 + I0

12σ2

])
dx1 ∧ dx2

= − 2

∫
Σ

(a I0
11 + b I0

12)
[
∂x1(v e−2λ) σ1 + ∂x2(v e−2λ) σ2

]
dx1 ∧ dx2

− 2

∫
Σ

(a I0
12 − b I0

11)
[
∂x1(v e−2λ) σ2 − ∂x2(v e−2λ) σ1

]
dx1 ∧ dx2

(II.52)
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Using the fact that H = 2 e−4λ (a I0
11 + b I0

12), a short computation gives

− 2

∫
Σ

H v (∂x1(e2λ σ1) + ∂x2(e2λ σ2)) dx1 ∧ dx2

+ 2

∫
Σ

v e−2λ
[
(a I0

11 + b I0
12)
]

(∂x1σ1 + ∂x2σ2) dx1 ∧ dx2

− 2

∫
Σ

(a I0
11 + b I0

12)
[
∂x1(v e−2λ) σ1 + ∂x2(v e−2λ) σ2

]
dx1 ∧ dx2

=

∫
Σ

v e2λ [σ1 ∂x1H + σ2 ∂x2H] dx1 ∧ dx2

(II.53)

Another short computation gives also

− 2

∫
Σ

H v e−2λ
[
a (∂x1(e2λσ1)− ∂x2(e2λσ2)) + b (∂x1(e2λσ2) + ∂x2(e2λσ1))

]
dx1 ∧ dx2

+ 2

∫
Σ

v e−2λ
[
∂x1

(
e2λ H (a σ1 + b σ2)

)
+ ∂x2

(
e2λ H (b σ1 − a σ2)

)]
dx1 ∧ dx2

= 2

∫
Σ

v [(a σ1 + b σ2) ∂x1H + (bσ1 − a σ2) ∂x2H] dx1 ∧ dx2

(II.54)
We have also

−2

∫
Σ

v
2∑

k=1

σk ∂xkH dvolg − 2

∫
Σ

H v (∂x1(e2λ σ1) + ∂x2(e2λ σ2)) dx1 ∧ dx2

= 2

∫
Σ

H
2∑

k=1

σk ∂xkv dvolg

(II.55)

Combining (II.50)....(II.55) gives

d2A(~Φt)

dt2
(0) =

∫
Σ

[
|dv|2g − 2 < q, dv ⊗ dv >g −[|I|2g + 2− 8H2] v2

]
dvolg

+2

∫
Σ

H
2∑

k=1

σk ∂xkv dvolg +

∫
Σ

v
2∑

k=1

σk ∂xkH dvolg

+2

∫
Σ

v [(a σ1 + b σ2) ∂x1H + (bσ1 − a σ2) ∂x2H] dx1 ∧ dx2

−
∫

Σ

v =
〈
Q, h0

〉
wp

(∂x1σ2 − ∂x2σ1) dvolg

+

∫
Σ

e2λ=
〈
Q, h0

〉
wp

[
∂x1(v e−2λ) σ2 − ∂x2(v e−2λ) σ1

]
dvolg

(II.56)
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We denote ~wT to be the following vector-field tangent to the surface ~wT := ~w − ~w · ~n~n.
We have for instance

2∑
k=1

σk ∂xkv = (dv, ~wT )T ∗Σ,TΣ and
2∑

k=1

σk ∂xkH = (dH, ~wT )T ∗Σ,TΣ

Observe that we have

− v (∂x1σ2 − ∂x2σ1) + e2λ
[
∂x1(v e−2λ) σ2 − ∂x2(v e−2λ) σ1

]
= − v e−2λ

[
∂x1(e2λ σ2)− ∂x2(e2λ σ1)

]
+ (∂x1v σ2 − ∂x2v σ1)

Denote ~w ∗T the 1-form dual to the vector-field ~wT for the induced metric on the surface.
We have in particular

∗ d~w ∗T = e−2λ
[
∂x1(e2λ σ2)− ∂x2(e2λ σ1)

]
Finally we denote by q dH = 2<(Q) dH the following contraction between the real
part of the holomorphic quadratic form 2Q and the one form dH

q dH = e−2λ a (∂x1H dx1 − ∂x2H dx2) + e−2λ b (∂x1H dx2 + ∂x2H dx1)

We can summarize the results obtained so far in the following lemma.

Lemma II.1. Let ~Φ be a weak immersion in EΣ(S3). Assume that ~Φ is a critical point

of the area within the conformal class defined by ~Φ, then there exists an holomorphic
quadratic form Q such that

H = < < Q, h0 >wp . (II.57)

Taking now a path such that ~Φt is a mapping in C2((−1, 1), EΣ)(S3) satisfying that C(~Φt) ≡
C(~Φ) for t ∈ (−1, 1) and such that ~Φ0 = ~Φ and d~Φt/dt(0) = ~w, we have

d2A(~Φt)

dt2
(0) =

∫
Σ

[
|dv|2g − 4 < <(Q), dv ⊗ dv >g −[|I|2g + 2− 8H2] v2

]
dvolg

+

∫
Σ

[
2H dv + v dH + 4 v<(Q) dH + =

〈
Q, h0

〉
∗ dv

]
· ~wT dvolg

−
∫

Σ

=
〈
Q, h0

〉
v ∗ d~w ∗T dvolg .

(II.58)

where v := ~w ·~n, where ~wT is the vector-field tangent to the surface obtained by projecting
~w orthogonally (i.e. ~wT := ~w − ~w · ~n~n) onto ~Φ∗TΣ. We denote ~w ∗T the 1-form dual to ~w
for the induced metric g. We have denoted <(Q) dH the contraction with respect to the
induced metric g between the real part of the holomorphic quadratic form Q and dH. The
brakets < , > denotes the scalar product between quadratic forms induced by the metric
g. Finally · is the canonical contraction between 1-forms and vector-fields on Σ. 2
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The computation of the second derivative (II.58) was a bit long due to the fact that

we were considering general variations of the form ~Φt where d~Φt/dt(0) = ~w is not neces-
sarily parallel to ~n. This was needed due to regularity issues. Since we are considering
variations around a weak immersion which is not necessarily smooth ~n is only in W 1,2

and a deformation such as ~Φ + tv ~n would not be within the class of weak immersions
anymore.

III Proof of theorem I.1.

Let ~Φ be a weak immersion satisfying the strictly elliptic conformally constrained minimal
surface equation that is to say, there exists an holomorphic quadratic form Q such that

H = < < Q, h0 >g~Φ
and 2 |Q|g~Φ(x) < 1 on T 2

We can choose locally complex coordinates such that Q = 4−1 dz2. In these coordi-
nates that we can assume to be defined on the disc D2, the strict ellipticity condition
2 |Q|g~Φ(x) < 1 becomes λ > 0 where g~Φ := e2λ [dx2

1 + dx2
2] and the conformally con-

strained minimal equation becomes

H = e−2λH0
< . (III.1)

From the Codazzi equation (A.4) we then have

∆(e4λH) = ∂x1(e2λ∂x1H)− ∂x2(e2λ∂x2H) (III.2)

Let u := e4λH, assuming ~Φ is a weak immersion gives that in complex coordinates ∇λ ∈
W 1,1 and hence λ ∈ C0 from which we deduce that u ∈ L2. The function u satisfies
moreover the elliptic PDE

∂x1((1− e−2λ) ∂x1u) + ∂x2((1 + e−2λ)∂x2u) = −2
[
∂x1(∂x1e

−2λ u)− ∂x2(∂x2e
2λ u)

]
(III.3)

This PDE 1 is indeed elliptic since λ > 0 and λ ∈ C0 thus we can assume that there exists
c0 > 0 such that λ ≥ c on D2 and the symbol in the l.h.s. of (III.3) is invertible. If we
can show that u ∈ Lploc(D

2) for some p > 2, this will make the PDE subcritical which
implies imply by standard bootstrap arguments that ∇u ∈ L2,1 and then ∇H ∈ L2,1.
Bootstraping this information respectively in

∆~Φ + ~Φ |∇~Φ|2 = 2 ~H

1Observe that this equation is critical for u ∈ L2 or even u ∈ L2,∞. Indeed, ∇e2λ is in the Lorentz
space L2,1 (see [Ri1]) and thus ∇e2λ u ∈ L1. The Laplacian of a function being a divergence of an L1

function implies that this function is in L2,∞ and we are back to the space we are starting from which is
the definition of being critical.
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using Wente integrability by compensation theory (see [Ri1]) we obtain that ∇2~Φ ∈
∩p<+∞L

p....which finally implies, using equation (I.5), that ~Φ is analytic.
We sketch now the proof of the fact that u ∈ Lp for some p > 2 which is the only

claim that remains to be proven in order to complete the proof of theorem I.1. Before
establishing the fact that u ∈ Lploc(D

2) for some p > 2 we first prove the existence of
α > 0 such that

sup
x0∈D2

1/2
, 0<r<1/4

r−α ‖u‖L2,∞(Br(x0)) < +∞ (III.4)

Let x0 ∈ D2
1/2 and r < r0 where r0 is going to be fixed later in the proof. Let χ be a

cut-off function on R2 such that χ ≡ 1 on B2
1(0) and supp(χ) ⊂ B2

2(0). We denote by
χx

0

r (x) the function given by χx
0

r (x) := χ(r (x− x0)). A short computation gives

∂x1

(
(1− e−2λ) ∂x1(χx

0

r u)
)

+ ∂x2

(
(1 + e−2λ) ∂x2(χx

0

r u)
)

= 2χx
0

r

[
∂x1(∂x1e

−2λ u)− ∂x2(∂x2e
−2λ u)

]
+ 2 ∂x1

(
(1− e−2λ) ∂x1(χx

0

r )u
)

+ 2 ∂x2

(
(1 + e−2λ) ∂x2(χx

0

r )u
)

+ ∂x1(χx
0

r ) ∂x1e
−2λ u− ∂x2(χx

0

r ) ∂x2e
−2λ u

− (1− e−2λ) ∂2
x2

1
(χx

0

r )u− (1 + e−2λ) ∂2
x2

2
(χx

0

r )u

(III.5)

We shall now use the following 3 lemmas.

Lemma III.1. Let λ measurable such that λ ≥ c0 > 0. For any p ∈ (1, 2) there exists
Cp(c0) such that for any X ∈ Lp(D2,R2) and f ∈ L1 there exists a unique solution
v ∈ W 1,p

0 (D2,R) of ∂x1((1− e−2λ) ∂x1v) + ∂x2((1 + e−2λ)∂x2v) = div X + f in D2

v = 0 on ∂D2

moreover we have
‖∇v‖Lp(D2) ≤ C(c0) [‖X‖Lp(D2) + ‖f‖1] . (III.6)

2

The proof of this lemma is standard and can be done using the Stampacchia duality
method. We then have the following result

Lemma III.2. Let λ measurable such that λ ≥ c0 > 0. Let v ∈ W 1,1(D2,R) such that

∂x1((1− e−2λ) ∂x1v) + ∂x2((1 + e−2λ)∂x2v) = 0 in D2 .
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Then for any δ ∈ (0, 1) there exists θ ∈ (0, 1) independent of v such that

‖v‖L2,∞(B2
θ ) ≤ δ ‖v‖L2,∞(B2

1) . (III.7)

2

This lemma is a straightforward consequence of the fact solutions to such an elliptic
equation are smoother than L2,∞, from De Giorgi-Moser classical result we know that
they are W 1,p

loc for some p > 2 with ad-hoc estimates which imply (III.7) Finally we are
going to make use of the following third lemma.

Lemma III.3. Let λ ∈ L2,1(D2,R) such that λ ≥ c0 > 0. For any f ∈ L2,1(D2) there
exists a unique w ∈ W 1,∞(D2,R) such that ∂x1((1− e−2λ) ∂x1w) + ∂x2((1 + e−2λ)∂x2w) = g in D2

w = 0 on ∂D2

moreover we have
‖∇w‖L∞(D2) ≤ C(‖∇λ‖2,1, c0) ‖g‖L2,1(D2) . (III.8)

2

The proof of the previous lemma is classical if one replaces the Lorentz space L2,1 by
any Lq space for q > 2. Since the improved Sobolev embedding gives that identity map
going from the space of functions with derivatives in the Lorentz space L2,1 into C0 is
continuous and since Calderon Zygmund theory extends from the Lq spaces to the Lorentz
L2,1 space (see [He]), the proof of lemma III.3 follows easily.

We go back to the proof of (III.4). We introduce v ∈ W
1,3/2
0 (B2

2r(x
0)) given by

lemma III.1 solving

∂x1

(
(1− e−2λ) ∂x1v

)
+ ∂x2

(
(1 + e−2λ) ∂x2v

)
= 2 ∂x1

(
(1− e−2λ) ∂x1(χx

0

r )u
)

+ 2 ∂x2

(
(1 + e−2λ) ∂x2(χx

0

r )u
)

− (1− e−2λ) ∂2
x2

1
(χx

0

r )u− (1 + e−2λ) ∂2
x2

2
(χx

0

r )u

(III.9)

Then v satisfies
‖v‖L2,∞(B2

2r(x
0)) ≤ C(c0) ‖u‖L2∞(B2

2r(x
0)) . (III.10)

Observe that the r.h.s of (III.9) is supported on the annulus B2
2r(x

0)) \ B2
r (x

0)) hence,
making use of lemma III.1 we deduce from the previous estimate that

∀ δ ∈ (0, 1) ∃ θ ∈ (0, 1) s.t. ‖v‖L2,∞(B2
θr(x

0)) ≤ δ ‖u‖L2∞(B2
2r(x

0)) (III.11)
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Now for any function g ∈ L2,1(B2
2r(x

0)) we consider wx
0

r given by lemma III.3 for λ on
B2

2r(x
0) and satisfying then ∂x1((1− e−2λ) ∂x1w

x0

r ) + ∂x2((1 + e−2λ)∂x2w
x0

r ) = g in B2
2r(x

0)

w = 0 on ∂B2
2r(x

0) .

(III.12)

Due to scale dependancies of the norms we have

‖∇wx0

r ‖L∞(B2
2r(x

0)) ≤ C(‖∇λ‖L2,1(B2
2r(x

0)), c0) ‖f‖L2,1(B2
2r(x

0)) . (III.13)

Multiplying by wx
0

r − wx
0

r equation (III.5) to which we have subtracted equation (III.9)

and integrating by parts, where wx0

r is the average of wx
0

r on B2
2r(x

0), gives∫
B2

2r(x
0)

f (χx
0

r u− v) ≤ C ‖∇λ‖L2,1(B2
2r(x

0)) ‖u‖L2,∞(B2
2r(x

0)) ‖∇wx
0

r ‖L∞(B2
2r(x

0)) (III.14)

Taking the sup over any f supported in B2
r (x

0) whose L2,1 norm is less than one gives
then

‖u− v‖L2,∞(B2
r (x0)) ≤ C ‖∇λ‖L2,1(B2

2r(x
0)) ‖u‖L2,∞(B2

2r(x
0)) . (III.15)

We choose now r0 small enough in such a way that supx∈D2
1/2
C ‖∇λ‖L2,1(B2

2r0
(x0)) < 1/4

and choosing θ in (III.10) for δ = 1/4, we have found θ ∈ (0, 1) independent of r such
that

‖u‖L2,∞(B2
θr(x

0)) ≤ 2−1 ‖u‖L2∞(B2
2r(x

0))

A classical iteration procedure of this inequality implies (III.4) and theorem I.1 is proved.

IV Isothermic conformally constrained surfaces.

This section is devoted to the proof of theorem I.2.

Let ~Φ be a weak immersion of the torus T 2 equipped with a conformal structure c into
S3. We assume that ~Φ satisfies simultaneously the conformally constrained équation

H = < < Q, h0 >wp (IV.1)

for some holomorphic quadratic differential Q of (T 2, c) and the isothermic condition

< < Q′, h0 >wp= 0 (IV.2)

for another non zero holomorphic quadratic differential Q′.
Assume first H ≡ 0, that is ~Φ is minimal, it is clearly a critical point of the area

under constrained conformal class. The Codazzi equation implies that the Weingarten
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quadratic form h0 = ~n ·∂2
z2
~Φ dz2 is a holomorphic. h0 cannot be identically zero, otherwise

one would contradict Liouville equation, since H ≡ 0. Taking Q′ := i h0 6= 0, we have
(IV.2) which implies that ~Φ is isothermic.

We shall exclude the case H ≡ 0 in this part from now on. Assuming (IV.1), since
Q 6= 0 and since the vector space of holomorphic quadratic differential on T 2 is a complex
one dimensional space, we can then assume that there exist θ ∈ R such that

Q′ = e i θQ

Since we are excluding the special case where H ≡ 0 we have θ /∈ π Z. Modulo composition
with a diffeomorphism we can assume that ~Φ is conformal from R2/Λ equipped with
the flat metric where Λ = ω1Z ⊕ ω2Z with ωj 6= 0 and ω2/ω1 /∈ R into S3. In the
canonical complex chart of R2 ' C : z = x1 + ix2 we have that Q = f(z) dz2 where f is
holomorphic and periodic on C and therefore constant. Modulo rotations we can assume
that f(z) = 1/4 and then

< < Q, h0 >wp= e−2λH0
<

where g = e2λ (dx2
1 + dx2

2) and the following system is satisfied H = e−2λH0
<

cos θ H0
< − sin θ H0

= = 0
(IV.3)

and sin θ > 0. Let t := cos θ/ sin θ, the Codazzi identity (A.4) gives then

(1 + i t) ∂z
(
e2λH0

<
)

= e2λ ∂z
(
e−2λH0

<
)

. (IV.4)

We have 2 (1 + i t) ∂z = (∂x1 − t ∂x2) + i (t ∂x1 + ∂x2). Hence (IV.4) becomes (∂x1 − t ∂x2)I0
11 = e−2λ ∂x1I0

11 + e2λ ∂x1(e−4λ) I0
11

(t ∂x1 + ∂x2)I0
11 = −e−2λ ∂x2I0

11 − e2λ ∂x2(e−4λ) I0
11 .

(IV.5)

This gives  (1− e−2λ) ∂x1I0
11 − t ∂x2I0

11 = 2 ∂x1(e−2λ) I0
11

t ∂x1I0
11 + (1 + e−2λ) ∂x2I0

11 = −2 ∂x2(e−2λ) I0
11 .

(IV.6)

From this identity we deduce (1 + t2 − e−4λ) ∂x1I0
11 = 2 (1 + e−2λ) ∂x1(e−2λ) I0

11 − 2 t ∂x2(e−2λ) I0
11

(1 + t2 − e−4λ) ∂x2I0
11 = −2 t ∂x1(e−2λ) I0

11 − 2 (1− e−2λ) ∂x2(e−2λ) I0
11 .

(IV.7)
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This implies the following conservation laws ∂x1

[
(1 + t2 − e−4λ) I0

11

]
= 2 ∂x1(e−2λ) I0

11 − 2 t ∂x2(e−2λ) I0
11

∂x2

[
(1 + t2 − e−4λ) I0

11

]
= −2 t ∂x1(e−2λ) I0

11 − 2 ∂x2(e−2λ) I0
11

(IV.8)

The fact that we are dealing with conservation laws can be seen as follows. Since, for
a weak immersion, the conformal factor is continuous, we have on the open set Ω :=
T 2 \ (e−4λ)−1{1 + t2} = T 2 \ (e2λ)−1{sin θ} ∂x1

[
(1 + t2 − e−4λ) I0

11

]
= [∂x1F − t ∂x2F ] (1 + t2 − e−4λ) I0

11

∂x2

[
(1 + t2 − e−4λ) I0

11

]
= [− t ∂x1F − ∂x2F ] (1 + t2 − e−4λ) I0

11

(IV.9)

where

F (x) := sin θ log

[
e2λ + sin θ

e2λ − sin θ

]
(IV.10)

Since ∇λ ∈ L2,1(T 2) where L2,1 is the Lorentz space whose dual is the weak Marcinkiewicz
space L2,∞ (see the previous section) we have that G := (1 + t2 − e−4λ) I0

11 satisfies on Ω
the following PDE

∂zG = A(z) G(z) (IV.11)

where A(z) ∈ L2,1
loc(Ω). This equation implies ∆G = 4 ∂z(AG) which is critical for G ∈

L2,∞. The same approach as the one we employed for proving theorem I.1 implies that
∇G ∈ L2,1

loc and G ∈ L∞loc. Hence (1+t2−e−4λ) I0
11 ∈ L∞loc(Ω) and using (IV.3) together with

the fact that λ ∈ L∞, the Liouville equation gives that ∆λ ∈ L∞loc(Ω). Hence a standard

bootstrap equation gives that ~Φ is smooth on Ω. Thus both G and A are smooth on Ω.
Carleman unique continuation argument applied to Beltrami equation (IV.11) gives

that G, and hence H, has only isolated zeros (we are excluding the fact H ≡ 0 since the
beginning of this section. Denote Ω̂ the open set obtained by removing to Ω the possibly
existing isolated zeros of H, we then have ∂x1 [log G] = [∂x1F − t ∂x2F ]

∂x2 [log G] = [− t ∂x1F − ∂x2F ]
(IV.12)

Or in other words we have
∂z log G = (1 + i t) ∂zF . (IV.13)

This implies in particular

t
[
∂2
x2

1
F − ∂2

x2
2
F
]

+ 2 ∂2
x1x2

F = 0 on Ω̂ (IV.14)
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Since ∇F ∈ L2
loc(Ω), we have t

[
∂2
x2

1
F − ∂2

x2
2
F
]

+ 2 ∂2
x1x2

F ∈ H−1
loc (Ω) and is supported at

isolated points. A standard argument gives then

t
[
∂2
x2

1
F − ∂2

x2
2
F
]

+ 2 ∂2
x1x2

F = 0 on Ω (IV.15)

Let σ such that sinh 2σ = −t, which is satisfied for

cosh2 σ = 2−1(1 + sin−1 θ) and sinh2 σ = 2−1(−1 + sin−1 θ)

and let τ ∈ R such that

cos2 τ =
cosh2 σ

cosh2 σ + sinh2 σ
=

1

2
(1 + sin θ)

and

sin2 τ =
sinh2 σ

cosh2 σ + sinh2 σ
=

1

2
(1− sin θ)

In particular we choose cos τ > 0 and sgn(sin τ) =sgn(−t). Hence, since we are assuming
θ ∈ (0, π), we take

τ =
θ

2
− π

4

With these notations equation (IV.15) becomes

(cos τ ∂x1 + sin τ ∂x2)(− sin τ ∂x1 + cos τ ∂x2)F = 0 on Ω (IV.16)

We proceed to a rotation of R2 by τ and denote (y1, y2) the canonical coordinates after
this rotation : 

∂

∂y1

= cos τ
∂

∂x1

+ sin τ
∂

∂x2

∂

∂y2

= − sin τ
∂

∂x1

+ cos τ
∂

∂x2

(IV.17)

Then we have in these rotated coordinates

∂2
y1y2

F = 0 on Ω

Hence we deduce the existence of two functions R and S which are smooth on Ω such
that

F (y1, y2) = sin θ log

[
e2λ + sin θ

e2λ − sin θ

]
= sin θ [R(y1) + S(y2)] . (IV.18)

The system (IV.17) can be rewritten as follows ∂x1 + i ∂x2 = eiτ (∂y1 + i ∂y2) or ∂z = eiτ ∂w
where we denote respectively z = x1 + i x2 and w = y1 + i y2. We have ∂z = e−iτ ∂w hence
dz = eiτ dw which implies

− i ei θ dw2 = dz2
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Let Ĥ0 = Ĥ0
< + i Ĥ0

= be the expression of the Weingarten quadratic form in the w coor-
dinates. The intrinsic nature of the Weingarten quadratic form gives

Ĥ0 dw2 = H0 dz2 =⇒ Ĥ0 = −i eiθH0

This gives  Ĥ0
< = sin θ H0

< + cos θ H0
= = (sin θ)−1H0

<

Ĥ0
= = − cos θ H0

< + sin θ H0
= = 0 .

(IV.19)

Hence, y1 and y2 are principal directions for I and the principal curvatures are given by
κ1 = Ĥ0

< +H =
e−2λ

sin θ
(e2λ + sin θ)H0

<

κ2 = −Ĥ0
< +H =

e−2λ

sin θ
(−e2λ + sin θ)H0

<

(IV.20)

In these new coordinates the equation (IV.13) becomes

∂w log G = (1 + i t) e2 i τ ∂wF . (IV.21)

We have (1 + i t) = (sin θ)−1 i e−iθ and since e2 i τ = −i eiθ, we have

∂w log G = (sin θ)−1∂wF = 2−1
[
Ṙ(y1) + iṠ(y2)

]
. (IV.22)

Hence, for each connected component of Ω, we deduce the existence of a constant C ∈ R
such that

log G = R(y1)− S(y2) + C (IV.23)

The identity (IV.18) gives

e2λ = sin θ
eR+S + 1

eR+S − 1
(IV.24)

and then

1 + t2 − e−4λ =
4

sin2 θ

eR+S

(eR+S + 1)2
(IV.25)

Liouville equation reads

−∆λ = e2λ
[
1 +H2 − e−4λ [(I0

11)2 + (I0
12)2]

]
(IV.26)

Using the fact that H = e−4λ I0
11 and that I0

12 = t I0
11 we have

−∆λ = e2λ
[
1− e−4λ (I0

11)2 [1 + t2 − e−4λ]
]

(IV.27)
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Recall that G = (1+t2−e−4λ) I0
11, thus combining (IV.23), (IV.24) and ((IV.25) we obtain

e−4λ (I0
11)2 [1 + t2 − e−4λ] = e−4λ G2

1 + t2 − e−4λ
=
e2C

4
eR−S (eR − e−S)2 (IV.28)

Using (IV.24) a short computation gives

∇λ =
2 eR+S

e2(R+S) − 1

(
Ṙ

Ṡ

)
(IV.29)

and hence

∆λ =
2 eR+S

e2(R+S) − 1

[
R̈ + S̈ − [(Ṙ)2 + (Ṡ)2]

e2(R+S) + 1

e2(R+S) − 1

]
(IV.30)

So the following ”double ODE” is satisfied

R̈ + S̈ − [(Ṙ)2 + (Ṡ)2]
e2(R+S) + 1

e2(R+S) − 1
=

sin θ

2

(eR+S + 1)2

eR+S

[
1− eR+2C

4 eS
(eR − e−S)2

]
,

(IV.31)
where R depends on y1 and S depends on y2. Hence both R and S are analytic functions.
Assume both R and S are non constant on each connected component of Ω then each
of them would satisfy infinitely many independent second order ODE which is a contra-
diction. So, on each connected component of Ω, λ and I depend either on y1 or on y2

exclusively.
Assume that R is constant and that both λ and I only depend on y2 in a connected

component of Ω. For any y0
2 the curves Γy0

2
given by

Γy0
2

:=
{
~Φ(y1, y

0
2) ; (y1, y

0
2) ∈ Ω

}
are made of portions of planar circles. Indeed the unit tangent direction to Γy0

2
are given

by τ(y1) = e−λ(y2) ∂y1
~Φ(y1, y

0
2). We have

∂2
y2
1

~Φ = −λ̇(y0
2) ∂y2

~Φ(y1, y
0
2) + κ1(y0

2) e2λ(y0
2) ~n(y1, y

0
2)− e2λ(y0

2) ~Φ(y1, y
0
2) ,

and

∂3
y3
1

~Φ = −λ̇(y0
2) ∂2

y1y2
~Φ(y1, y

0
2) + κ1(y0

2) e2λ(y0
2) ∂y1~n(y1, y

0
2)− e2λ(y0

2) ∂y1
~Φ(y1, y

0
2) ,

We have
∂2
y1y2

~Φ(y1, y
0
2) = e−2λ(y0

2) ∂2
y1y2

~Φ(y1, y
0
2) · ∂y1

~Φ ∂y1
~Φ = λ̇(y0

2) ∂y1
~Φ

and
∂y1~n(y1, y

0
2) = e−2λ(y0

2) ∂y1
~Φ · ∂y1~n(y1, y

0
2) ∂y1

~Φ = −κ1(y0
2) ∂y1

~Φ .
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Thus
∂3
y3
1

~Φ = −
[
λ̇2(y0

2) + κ2
1 + e2λ

]
∂y1

~Φ(y1, y
0
2)

So the k−th osculating plane for k ≥ 2 is constant equal to the 2 dimensional 2nd
osculating plane. The fundamental theorem of curves in euclidian spaces asserts that each
connected component is included in a 2-dimensional plane. Moreover it has a constant
curvature, so it is a portion of circle. The boundary of Ω is made of points where e2λ = sin θ
and λ is continuous on R2, so if λ(y0

2) 6= 2−1 log sin θ, which is always the case for y0
2 for

which there exists y1 ∈ R with (y1, y
0
2) ∈ Ω, the closure of Γy0

2
does not intersect the

boundary of Ω and Γy0
2

is a closed planar circle in S3. Hence we have proved that each
connected component of Ω is a union of lines y2 = cte or y1 = cte. Both situations cannot
coexist and since again λ is C0 on R2 and since λ is constant on each component of the
complement of Ω and equal to 2−1 log sin θ, we have proved that λ is either a function of
y2 globally or a function of y1 globally. In any case, the immersed torus posses a foliation
by planar circles giving principal directions.

We claim that these planar circles belong to parallel 2-planes. We have first

∂2
y2y1

~Φ = λ̇(y2) e−2λ ∂y1
~Φ . (IV.32)

Then we have

∂3
y2y2

1

~Φ = −
[
λ̈+ λ̇2 + κ1 κ2 e

2λ + e2λ
]
∂y2

~Φ + e2λ
[
κ̇1 + 2κ1 λ̇− κ2 λ̇

]
~n− λ̇ e2λ ~Φ .

The Liouville equation reads

−λ̈ = κ1 κ2 e
2λ + e2λ ,

and the Codazzi equation reads

κ̇1 = −λ̇ (κ1 − κ2)

Thus we have proved
∂3
y2y2

1

~Φ = λ̇ ∂2
y2
1

~Φ . (IV.33)

The identities (IV.32) and (IV.33) imply that there exist generators of the osculating

2-planes, ∂y1
~Φ and ∂2

y2
1

~Φ, whose y2 derivatives still belong to the osculating 2-plane. We

deduce that these 2-planes are independent of y2 and the immersed torus is then axially
symmetric.

Since in the y coordinates we have H = e−2λH0
< = sin θ e−2λ Ĥ0

< we have the following
system 

−λ̈ = κ1 κ2 e
2λ + e2λ

κ̇1 = −λ̇ (κ1 − κ2)

κ1 + κ2 = sin θ e−2λ (κ1 − κ2)

(IV.34)
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the last equation implies

κ2 =
sin θ − e2λ

sin θ + e2λ
κ1 (IV.35)

Thus in particular

κ2 − κ1 = − 2 e2λ

sin θ + e2λ
(IV.36)

Substituting (IV.36) in the second equation of (IV.34) gives

κ̇1

κ1

= − 2 e2λ λ̇

sin θ + e2λ

from which we deduce the existence of C ∈ R such that

(e2λ + sin θ)κ1 = eC (IV.37)

Combining (IV.35) and (IV.37) gives

H =
κ1 + κ2

2
=

sin θ

sin θ + e2λ
κ1 = e−C sin θ κ2

1 . (IV.38)

Combining (IV.36) and (IV.37) gives

κ2 − κ1 = −2 + 2 e−C sin θ κ1 (IV.39)

Combining (IV.38) and (IV.39) gives

κ1 = 1 + e−C sin θ (κ2
1 − κ1) . (IV.40)

Hence we deduce that κ1 is constant on each connected component of Ω and λ is constant
too. So ~Φ is flat on that component and λ is constant with e2λ 6= sin θ. The boundary of
Ω is made of points where e2λ = sin θ, since λ is continuous on R2, Ω has no boundary and
λ and I are constant on R. So ~Φ is a flat CMC torus. So the immersion ~Φ is a conformal
covering of the rectangular embeddings isometric to a torus of the form aS1×

√
1− a2 S1

(see [?] and [?]).
Assuming now e2λ = sin θ on the whole torus. Equations (IV.3) and (IV.19) give

Ĥ0
< = H and Ĥ0

< = 0 .

Hence we deduce that the Gaussian curvature is identically equal to 1 which contradicts
Liouville equation (IV.26). Hence we have proved theorem I.2. 2
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V Pairs of conformally constrained minimal surfaces

which are conformally congruent.

Let ~Φ be a weak immersion of the torus T 2 which is a conformally constrained minimal
surface in S3 and assume there exists a conformal transformation Ψ of S3 which is not an
isometry and such that Ψ ◦ ~Φ is again a conformally constrained minimal surface. Hence
there exists ~a ∈ B4 \ {0} such that Ψ~a ◦ ~Φ is a conformally constrained minimal surface
where

Ψ~a(~y) = (1− |~a|2)
~y − ~a
|~y − ~a|2

− ~a . (V.1)

Its conformal factor is given by

∀ ~Y ∈ T~yS3 |dΨ~a · ~Y | =
1− |~a|2

1 + |~a|2 − 2~a · ~y
|~Y | . (V.2)

Denote µ~a(x) the function on T 2 given by

eµ~a(x) =
1− |~a|2

1 + |~a|2 − 2~a · ~Φ(x)

From now on we shall omit the subscript ~a and simply write Ψ and µ. We introduce the
following parallelisation of S3

∀ j ∈ Z3 ~ηj(y) = yj+1 ∂yj−1
− yj−1 ∂yj+1

+ yj ∂y4 − y4 ∂yj

One has
D~ηj+1

~ηj = ~ηj−1 , D~ηj−1
~ηj = − ~ηj+1 and D~ηj~ηj = 0 (V.3)

Where D is the covariant derivative on S3 associated to the Levi-Civita connection for
the standard metric. One also verifies that (~η1, ~η2, ~η3) realizes an orthonormal frame of
S3. Hence for each y ∈ S3 the three unit vectors e−µ∂~ηjΨ(y) realizes an orthonormal basis

of TΨ(y)S
3. Let ajkl be the real numbers such that

D~ηl∂~ηkΨ =
3∑
j=1

ajlk ∂~ηjΨ .

Or in other words

ajlk = e−2µD~ηl∂~ηkΨ · ∂~ηjΨ = − e−2µD~ηl∂~ηjΨ · ∂~ηkΨ + 2 δjk ∂~ηlµ
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Let πS
3

be the projection onto the tangent plane at y ∈ S3 to S3, we have

D~ηl∂~ηkΨ =
4∑

i,j=1

πS
3 (
∂yj(∂yiΨ ηik) η

j
l

)
= πS

3

[
4∑

i,j=1

(
∂yi(∂yjΨ ηjl ) η

i
k − ∂yjΨ ηik ∂yiη

j
l + ∂yiΨ ηjl ∂yjη

i
k

)]
= D~ηk∂~ηlΨ− ∂D~ηk~ηlΨ + ∂D~ηl~ηkΨ

= D~ηk∂~ηlΨ + 2 ∂D~ηl~ηkΨ

(V.4)

We are first computing D~ηj+1
∂~ηjΨ. We have

ajj+1j = e−2µD~ηj+1
∂~ηjΨ · ∂~ηjΨ = ∂~ηj+1

µ (V.5)

and, using (V.3) and (V.4)

aj+1
j+1j = e−2µD~ηj+1

∂~ηjΨ · ∂~ηj+1
Ψ = e−2µD~ηj∂~ηj+1

Ψ · ∂~ηj+1
Ψ = ∂~ηjµ (V.6)

Regarding the third coordinate aj−1
j+1j we have in one hand using (V.3) and (V.4) again

D~ηj+1
∂~ηjΨ · ∂~ηj−1

Ψ = −D~ηj+1
∂~ηj−1

Ψ · ∂~ηjΨ

= −D~ηj−1
∂~ηj+1

Ψ · ∂~ηjΨ− 2 ∂D~ηj+1
~ηj−1

Ψ · ∂~ηjΨ

= −D~ηj−1
∂~ηj+1

Ψ · ∂~ηjΨ + 2 e2µ .

(V.7)

In the other hand we have

D~ηj+1
∂~ηjΨ · ∂~ηj−1

Ψ = D~ηj∂~ηj+1
Ψ · ∂~ηj−1

Ψ + 2 ∂D~ηj+1
~ηjΨ · ∂~ηj−1

Ψ

= −D~ηj∂~ηj−1
Ψ · ∂~ηj+1

Ψ + 2 e2µ

= −D~ηj−1
∂~ηjΨ · ∂~ηj+1

Ψ− ∂D~ηj ~ηj−1
Ψ · ∂~ηj+1

Ψ + 2 e2µ

= −D~ηj−1
∂~ηjΨ · ∂~ηj+1

Ψ

(V.8)

Summing (V.7) and (V.8) gives then

aj−1
j+1j = e−2µD~ηj+1

∂~ηjΨ · ∂~ηj−1
Ψ = 1 . (V.9)

Combining now (V.5), (V.6) and (V.9) gives then

D~ηj+1
∂~ηjΨ = ∂~ηj+1

µ ∂~ηjΨ + ∂~ηjµ ∂~ηj+1
Ψ + ∂~ηj−1

Ψ (V.10)
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We are first computing D~ηj−1
∂~ηjΨ. We have

ajj−1j = e−2µD~ηj−1
∂~ηjΨ · ∂~ηjΨ = ∂~ηj−1

µ (V.11)

and, using (V.3) and (V.4)

aj−1
j−1j = e−2µD~ηj−1

∂~ηjΨ · ∂~ηj−1
Ψ = e−2µD~ηj∂~ηj−1

Ψ · ∂~ηj−1
Ψ = ∂~ηjµ (V.12)

Regarding the third coordinate aj+1
j−1j we have seen

aj+1
j−1j = e−2µD~ηj−1

∂~ηjΨ · ∂~ηj+1
Ψ = −1 (V.13)

Combining now (V.11), (V.12) and (V.13) gives then

D~ηj−1
∂~ηjΨ = ∂~ηj−1

µ ∂~ηjΨ + ∂~ηjµ ∂~ηj−1
Ψ− ∂~ηj+1

Ψ (V.14)

A short computation gives also

D~ηj∂~ηjΨ = ∂~ηjµ ∂~ηjΨ− ∂~ηj−1
µ ∂~ηj−1

Ψ− ∂~ηj+1
µ ∂~ηj+1

Ψ . (V.15)

We shall now establish the following lemma which is well known to experts in conformal
geometry.

Lemma V.1. Let ~Φ be a weak immersion of the torus T 2 into S3 and let Ψ be a conformal
transformation of the sphere S3. Denote by ~h0

~Φ
and by ~h0

Ψ◦~Φ the Weingarten operators

respectively for the immersions ~Φ and Ψ ◦ ~Φ then the following identity holds

~h0
Ψ◦~Φ = Ψ∗~h

0
~Φ

. (V.16)

2

Proof of lemma V.1. We can assume that ~Φ is conformal from a riemann surface
into S3. In some local complex coordinates we denote by e2λ = |∂x1

~Φ|2 = |∂x2
~Φ|2. We

have ~h0
Φ = e2λDz(e

−2λ∂z~Φ) dz2 where D is the covariant derivative in S3 issued from the
Levi-Civita connection of the standard metric. Let e2µ be the conformal factor of the
conformal transformation Ψ. We have then ~h0

Ψ◦Φ = e2µ+2λDz(e
−2µ−2λ∂z(Ψ ◦ ~Φ)) dz2. We

compute
Dz(e

−2µ−2λ∂z(Ψ ◦ ~Φ)) = −2 ∂zµ e
−2µ−2λ ∂z(Ψ ◦ ~Φ)

+e−2µ

3∑
j=1

Dz

(
e−2λ ∂~ηjΨ ~ηj · ∂z~Φ

) (V.17)
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We have
3∑
j=1

Dz

(
e−2λ ∂~ηjΨ ~ηj · ∂z~Φ

)
= Ψ∗

(
Dz

(
e−2λ ∂z~Φ

))
+e−2λ

3∑
j=1

Dz

(
∂~ηjΨ

)
~ηj · ∂z~Φ + e−2λ

3∑
j=1

∂~ηjΨ Dz~ηj · ∂z~Φ
(V.18)

Observe first that, using (V.3), we have for any j ∈ Z3

Dz~ηj · ∂z~Φ = D~ηj−1
~ηj · ∂z~Φ ~ηj−1 · ∂z~Φ +D~ηj+1

~ηj · ∂z~Φ ~ηj+1 · ∂z~Φ

= −~ηj+1 · ∂z~Φ ~ηj−1 · ∂z~Φ + ~ηj−1 · ∂z~Φ ~ηj+1 · ∂z~Φ = 0

(V.19)

Hence
3∑
j=1

Dz

(
e−2λ ∂~ηjΨ ~ηj · ∂z~Φ

)
= Ψ∗

(
Dz

(
e−2λ ∂z~Φ

))
+e−2λ

3∑
j=1

Dz

(
∂~ηjΨ

)
~ηj · ∂z~Φ

(V.20)

We have

Dz

(
∂~ηjΨ

)
= D~ηj−1

(
∂~ηjΨ

)
~ηj−1·∂z~Φ+D~ηj

(
∂~ηjΨ

)
~ηj ·∂z~Φ+D~ηj+1

(
∂~ηjΨ

)
~ηj+1·∂z~Φ (V.21)

We make now use of (V.10), (V.14) and (V.15) and we deduce

Dz

(
∂~ηjΨ

)
= ∂zµ ∂~ηjΨ

+∂~ηj−1
Ψ
[
∂~ηjµ ~ηj−1 · ∂z~Φ− ∂~ηj−1

µ ~ηj · ∂z~Φ + ~ηj+1 · ∂z~Φ
]

+∂~ηj+1
Ψ
[
∂~ηjµ ~ηj+1 · ∂z~Φ− ∂~ηj+1

µ ~ηj · ∂z~Φ− ~ηj−1 · ∂z~Φ
] (V.22)

A relatively short computation gives

3∑
j=1

Dz

(
∂~ηjΨ

)
~ηj · ∂z~Φ = 2 ∂zµ ∂z(Ψ ◦ ~Φ)−

3∑
j,k=1

∂~ηjΨ ∂~ηkΨ (~ηk · ∂z~Φ)2 (V.23)

Observe that

3∑
k=1

(~ηk · ∂z~Φ)2 = 4−1

3∑
k=1

[
(∂x1

~Φ · ~ηk)2 − (∂x2
~Φ · ~ηk)2 − 2 i ∂x1

~Φ · ~ηk ∂x2
~Φ · ~ηk

]
= 4−1

[
|∂x1

~Φ|2 − |∂x2
~Φ|2 − 2 i ∂x1

~Φ · ∂x2
~Φ
]

= 0

(V.24)
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Combining (V.20), (V.23) and (V.24) we obtain finally

3∑
j=1

Dz

(
e−2λ ∂~ηjΨ ~ηj · ∂z~Φ

)
= Ψ∗

(
Dz

(
e−2λ ∂z~Φ

))
+ 2 ∂zµ ∂z(Ψ ◦ ~Φ) (V.25)

Combining (V.17) and (V.25) gives (V.16) and lemma V.1 is proved. 2

We establish now the following lemma.

Lemma V.2. Let ~Φ be a weak immersion of the torus T 2 into S3 and let Ψ be a conformal
transformation of the sphere S3. Denote by ~H~Φ and by ~HΨ◦~Φ the mean curvature vectors

respectively for the immersions ~Φ and Ψ ◦ ~Φ then the following identity holds

~HΨ◦~Φ = e−2µ Ψ∗

[
~H~Φ −∇~nΦ

µ ~nΦ

]
(V.26)

where e2µgS3 = Ψ∗gS3 is the conformal factor of the conformal transformation Ψ, ~n~Φ is

the Gauss map of the immersion ~Φ and ∇µ is the gradient of the function µ over S3 for
the standard metric on S3. 2

Proof of lemma V.2. We can assume that ~Φ is conformal from a riemann surface into
S3. In some local complex coordinates we denote by e2λ = |∂x1

~Φ|2 = |∂x2
~Φ|2. We have

~HΨ◦~Φ = 2 e−2µ−2λ Dz∂z(Ψ ◦ ~Φ) . (V.27)

We compute

Dz∂z(Ψ ◦ ~Φ) = ψ∗Dz∂z~Φ +
3∑
j=1

∂~ηjΨ ∂z~Φ · ∂z~ηj

+
3∑

j,k=1

D~ηk∂~ηjΨ ∂z~Φ · ~ηk ∂z~Φ · ~ηj

(V.28)

Using (V.3) we obtain in one hand

3∑
j=1

∂~ηjΨ ∂z~Φ · ∂z~ηj =
3∑
j=1

∂~ηjΨ
[
∂z~Φ · ~ηj−1 ∂z~Φ · ~ηj+1 − ∂z~Φ · ~ηj+1 ∂z~Φ · ~ηj−1

]
(V.29)

Using (V.10), (V.14) and (V.15) we obtain in the other hand

3∑
j,k=1

D~ηk∂~ηjΨ ∂z~Φ · ~ηk ∂z~Φ · ~ηj =
3∑

j,k=1

∂~ηjΨ ∂z~Φ · ~ηj ∂~ηkµ ∂z~Φ · ~ηk

+
3∑

j,k=1

∂~ηjΨ ∂z~Φ · ~ηj ∂~ηkµ ∂z~Φ · ~ηk −
3∑

j,k=1

∂~ηjΨ ∂~ηjµ ∂z
~Φ · ~ηk ∂z~Φ · ~ηk

−
3∑
j=1

∂~ηjΨ
[
∂z~Φ · ~ηj−1 ∂z~Φ · ~ηj+1 − ∂z~Φ · ~ηj+1 ∂z~Φ · ~ηj−1

]
(V.30)
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Combining (V.28), (V.29) and (V.30) gives then

Dz∂z(Ψ ◦ ~Φ) = ψ∗Dz∂z~Φ + ∂z(Ψ ◦ ~Φ) ∂zµ+ ∂z(Ψ ◦ ~Φ) ∂zµ

− |∂z~Φ|2
3∑
j=1

∂~ηjµ ∂~ηjΨ .
(V.31)

Observe that we have

∂z~Φ ∂zµ+ ∂z~Φ ∂zµ = 2−1
[
∂x1µ ∂x1

~Φ + ∂x2µ ∂x2
~Φ
]

(V.32)

By definition ∇µ :=
∑3

j=1 ∂~ηjµ~ηj. Denote πT the orthogonal projection onto the 2-plane

tangent to ~Φ(T 2). We have at each point of the immersed surface

e2λ πT (∇µ) =
2∑
i=1

3∑
j=1

∂~ηjµ~ηj · ∂xi~Φ ∂xi
~Φ =

2∑
i=1

∂xiµ ∂xi
~Φ . (V.33)

Combining (V.32) and (V.33) gives

∂z~Φ ∂zµ+ ∂z~Φ ∂zµ = 2−1e2λ πT (∇µ) . (V.34)

Thus

∂z(Ψ ◦ ~Φ) ∂zµ+ ∂z(Ψ ◦ ~Φ) ∂zµ− |∂z~Φ|2
3∑
j=1

∂~ηjµ ∂~ηjΨ

= 2−1e2λ Ψ∗π~n~Φ(∇µ) = 2−1e2λ Ψ∗
[
∇~n~Φµ ~n~Φ

] (V.35)

Combining (V.27), (V.31) and (V.35) gives (V.26) and the lemma V.2 is proved. 2

We shall now prove the following lemma.

Lemma V.3. Let ~Φ be a weak immersion of the torus T 2. Assume ~Φ is a conformally
constrained minimal surface which is not isothermic, assume moreover it realizes it’s
conformal volume A(~Φ) = Vc(~Φ) which is also assumed not to be a multiple of 4π .

Assume moreover ~Φ is a differentiable point of the conformal volume in W 1,∞ ∩W 2,2(T 2)
and that there exists a conformal transformation Ψ of S3 which is not an isometry such
that A(Ψ◦~Φ) = A(~Φ) and such that any such Ψ◦~Φ also satisfy the conformally constraint

equation . Then ~Φ is a critical point of the area under the constraint A(Ψ ◦ ~Φ) being
constant. 2

Proof of lemma V.3. Let Q and QΨ be the two holomorphic quadratic differential of
the torus T 2 equipped with the conformal class defined by ~Φ∗gS3 , or equivalently ~Φ∗Ψ∗gS3

,such that 
H~Φ = < < Q, h0

~Φ
>gΦ

HΨ◦~Φ = < < QΨ, h
0
Ψ◦~Φ >g

Ψ◦~Φ

(V.36)
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We now exclude the case H~Φ = 0 or HΨ◦~Φ = 0. Indeed if ~Φ is minimal it is then isothermic

and we are not considering this case and if Ψ ◦ ~Φ is minimal, it is well known that it is
a strict maximum of the it’s conformal volume and we could not have A(~Φ) = A(Ψ ◦ ~Φ).
Since we are excluding from now on the cases H~Φ = 0 or HΨ◦~Φ = 0, then there exists
c ∈ C∗ such that

Q = cQΨ

Assume first c ∈ R. From lemma V.1 we have

< < QΨ,~h
0
Ψ◦~Φ >g

Ψ◦~Φ
= c e−4µ Ψ∗(< < Q, h0

~Φ
>gΦ

)

Therefore for any ~w ∈ W 1,∞ ∩W 2,2(T 2) such that ~w · ~Φ = 0 on T 2

dAΨ◦~Φ ·Ψ∗ ~w = −2 c

∫
T 2

~w · < < Q,~h0
~Φ
>gΦ

dvolg = c dA~Φ · ~w (V.37)

So the differential of ~Φ→ A(Ψ ◦ ~Φ) and ~Φ→ A(~Φ) are proportional to each other. This
implies the lemma in the case when c ∈ R∗.

Now we are going to rule out the case c ∈ C∗ \ R∗. Let ~w ∈ W 1,∞ ∩W 2,2(T 2) such

that ~w · ~Φ = 0 on T 2 and ~a ∈ B4
1 and denote for t small enough ~Φt := (~Φ + t~w)/|~Φ + t~w|.

We denote ~Ψ~a the conformal transformation given by (V.1). Using (V.2) we have for t
small

A(~Ψ~a ◦ ~Φt)− A(~Ψ~a ◦ ~Φ)

= (1− |~a|2)2

[∫
T 2

dvolg~Φt
(1 + |~a|2 − 2~a · ~Φt)2

−
∫
T 2

dvolg~Φ
(1 + |~a|2 − 2~a · ~Φ)2

] (V.38)

Hence we have ∣∣∣∣∣A(Ψ~a ◦ ~Φt)− A(Ψ~a ◦ ~Φ)−
∣∣∣∣1− |~a|21 + |~a|2

∣∣∣∣2 (A(~Φt)− A(~Φ))

∣∣∣∣∣
≤ C~Φ |t| |~a| [‖~w‖∞ + ‖∇~w‖∞]

(V.39)

We have ∣∣∣∣A(Ψ~a ◦ ~Φt)− A(Ψ~a ◦ ~Φ) + 2 t

∫
T 2

~w · < < Q,~h0
~Φ
>g~Φ

dvolg~Φ

∣∣∣∣
≤ C~Φ |t| |~a| [‖~w‖∞ + ‖∇~w‖∞] + o(t)

(V.40)

Taking now the variation ~Φt since Vc(~Φ) /∈ 4πZ, for t small enough there exists ~at such

that A(Ψ~at ◦ ~Φ) = Vc(~Φt) and ~at converges to the set U ⊂ B4 of ~a ∈ B4 such that
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A(Ψ~a ◦ ~Φ) = A(~Φ) = Vc(~Φ). From our hypothesis for all ~a ∈ U Ψ~a ◦ ~Φ is a conformally
constrained minimal surface. Then from [Ri4] there exist for each ~a an holomorphic
quadratic form Q~a = c~aQ such that

HΨ~a◦~Φ = < < Q~a, h
0
Ψ~a◦~Φ

>g
Ψ~a◦~Φ

(V.41)

Recall that we are assuming U 6= {0} and there exists ~a0 ∈ U \ {0} such that Ψ = Ψ~a0

and with our notations we have Q~a0 = QΨ. It is also clear that U is closed.
We are assuming that Vc is differentiable at ~Φ and hence there exists a linear form L

on W 1,∞ ∩W 2,2 such that

|Vc(~Φt)− Vc(~Φ)− t L(~w)| = o(t) .

We claim now that

L(~w) = max
~a∈U

{
− 2

∫
T 2

~w · < < Q~a,~h
0
~Φ
>g~Φ

dvolg~Φ

}
(V.42)

Proof of the claim. Let ~at such that

Vc(~Φt) = A(Ψ~at ◦ ~Φt)

such a sequence exists for t small enough since we are assuming Vc(~Φ) /∈ 4πZ. In order to
simplify the presentation we can assume that there exists tk → 0 such that ~atk converges
to 0 since all the Ψ~a for ~a ∈ U play the same role. We also omit to mention the subscript
k. Using (V.40) we have∣∣∣∣Vc(~Φt)− A(Ψ~at ◦ ~Φ) + 2 t

∫
T 2

~w · < < Q,~h0
~Φ
>g~Φ

dvolg~Φ

∣∣∣∣
≤ C~Φ |t| |~at| [‖~w‖∞ + ‖∇~w‖∞] + o(t)

(V.43)

We deduce from this estimate

Vc(~Φt) ≤ Vc(~Φ)− 2 t

∫
T 2

~w · < < Q,~h0
~Φ
>g~Φ

dvolg~Φ + o(t) (V.44)

This implies then

L(~w) ≤ max
~a∈U

{
− 2

∫
T 2

~w · < < Q~a,~h
0
~Φ
>g~Φ

dvolg~Φ

}
(V.45)

Let now ~a such that

max
~a∈U

{
− 2

∫
T 2

~w · < < Q~a,~h
0
~Φ
>g~Φ

dvolg~Φ

}
= − 2

∫
T 2

~w · < < Q~a,~h
0
~Φ
>g~Φ

dvolg~Φ

(V.46)

37



We can assume without loss of generality that ~a = 0. We have

Vc(~Φt) ≥ A(~Φt) = A(~Φ)− 2

∫
T 2

~w · < < Q,~h0
~Φ
>g~Φ

dvolg~Φ + o(t)

This implies

L(~w) ≥ max
~a∈U

{
− 2

∫
T 2

~w · < < Q~a,~h
0
~Φ
>g~Φ

dvolg~Φ

}
(V.47)

and the claim is proved.
Since we are assuming that QΨ and Q are not R−parallel and since ~Φ is assumed not to

be isothermic, the space generated by the linear forms − 2
∫
T 2 ~w ·< < Q~a,~h

0
~Φ
>g~Φ

dvolg~Φ
for ~a in U is two dimensional. Then there exist two independent linear forms L1(~w) and
L2(~w) and two functions α and β on U such that such that

∀~a ∈ U ∀~w ∈ W 1,∞ ∩W 2,2(T 2,R4)

− 2

∫
T 2

~w · < < Q~a,~h
0
~Φ
>g~Φ

dvolg~Φ = α(~a)L1(~w) + β(~a)L2(~w)

Since the space is bi-dimensional there exist ~w 6= ~w′ and ~a 6= ~a′ such that

α(~a′)L1(~w) + β(~a′)L2(~w) < α(~a)L1(~w) + β(~a)L2(~w) = L(~w) (V.48)

and
α(~a)L1(~w′) + β(~a)L2(~w′) < α(~a′)L1(~w′) + β(~a′)L2(~w′) = L(~w′) (V.49)

For any s, t ∈ R one has, using the maximality property of L we have for instance

L(s ~w + t ~w′) = sL(~w) + t L(~w′) ≥ α(~a)L1(s~w + t~w′) + β(~a)L2(s~w + t~w′)

The three previous identities imply

t (α(~a′)L1(~w′) + β(~a′)L2(~w′)) ≥ t (α(~a′)L1(~w′) + β(~a′)L2(~w′))

This contradicts (V.49) for t < 0. Hence the assumption thatQΨ andQ are not R−parallel

contradicts the fact that Vc is differentiable at ~Φ. Lemma V.3 is then proved. 2

VI Bounding the norm of the Lagrange Multiplier

for Tori minimizing locally their conformal vol-

ume in their conformal class.

Let ~Φ be a weak immersion of the Torus i.e. an element in ET 2 . We denote by

TT 2(~Φ)
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the subspace of ET 2 made of weak immersion which define the same Teichmüller class for
some fixed generator of the π1(T 2).

In this subsection ~Φ shall denote a weak immersion of T 2 minimizing locally the
conformal volume in it’s Teichmüller class.

A(~Φ) = inf
~ξ∈U

sup
Ψ∈G(S3)

A(Ψ ◦ ~ξ) (VI.1)

where G(S3) denotes the Möbius group of conformal transformation of the sphere S3 and

U is an open neighborhood of ~Φ in TT 2(~Φ) .

VI.1 Families decreasing the area for small variations in the
Möbius group in a neighborhood of a non isothermic con-
strained minimal surface.

The goal of the present subsection is to prove the following lemma

Lemma VI.1. Let ~Φ be a weak immersion of the torus. Assume ~Φ is a critical point of the
area under constrained conformal class which is not isothermic. Let Q be an holomorphic
quadratic differential such that

~H = <(< Q, ~h0 >wp)

Then for H2−almost every point x0 such that 2 |Q|g~Φ(x0) > 1 there exists εx0,~Φ > 0,
νx0,~Φ > 0 and δx0,~Φ > 0 such that

∀ ε < εx0,~Φ ∀~a ∈ B4
ν
x0,~Φ

(0) A(Ψ~a ◦ ~Φε
x0(δx0,~Φ ε)) < A(Ψ~a ◦ ~Φ)− ε4 C(x0, ~Φ) (VI.2)

for some positive constant C(x0, ~Φ) > 0 depending only on x0 and ~Φ and not on ε and

where ~Φε
x0(t) is the family defined in lemma A.2. 2

Proof of lemma VI.1. Let x0 be a point in T 2 which is a Lebesgue point for ∇2~Φ
and for ∇~Φ. Let Ux0,~Φ be the open set given by lemma A.2 and denote by ~Φε

x0(t) the

family of weak immersions of T 2 given by this lemma for (t, ε) in Ux0,~Φ. We have

dA

dt
(0) = 0 (VI.3)

and, due to lemma II.1, ~Φ satisfies the constraint minimal surfaces equation

~H = < < Q,~h0 >wp . (VI.4)
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for some holomorphic quadratic form Q. Hence in particular

A(~Φε
x0(t)) = A(~Φ) +

∫ t

0

(t− τ)
d2A(~Φε

x0(τ))

dτ 2
dτ

= A(~Φ)− 2

∫ t

0

(t− τ) dτ
d

dτ

[∫
Σ

~Hε
x0(τ) ·

d~Φε
x0

dτ
dvolgε

x0 (τ)

]

= A(~Φ)− 2

∫ t

0

(t− τ) dτ

∫
Σ

d ~Hε
x0

dτ
·
d~Φε

x0

dτ
dvolgε

x0 (τ)

−2

∫ t

0

(t− τ) dτ

∫
Σ

~Hε
x0(τ) · d

dτ

[
d~Φε

x0

dτ
dvolgε

x0 (τ)

]
(VI.5)

Thus

A(~Φε
x0(t)) = A(~Φ)− t2

∫
Σ

d ~Hε
x0

dτ
(0) · d

~Φ

dτ
(0) dvolg

−2

∫ t

0

(t− τ) dτ

∫ τ

0

ds

∫
Σ

d2 ~Hε
x0

ds2
· d
~Φ

ds
dvolg(s)

−2

∫ t

0

(t− τ) dτ

∫ τ

0

ds

∫
Σ

d ~Hε
x0

ds
· d
ds

[
d~Φ

ds
dvolg(s)

]

−2

∫ t

0

(t− τ) dτ

∫
Σ

[ ~Hε
x0(τ)− ~Hε

x0(0)] · d
dτ

[
d~Φ

dτ
dvolg(τ)

]

−2

∫ t

0

(t− τ) dτ

∫
Σ

~Hε
x0(0) · d

dτ

[
d~Φ

dτ
dvolg(τ)

]

(VI.6)

Since ~Hε
x0(0) = ~H satisfies (VI.4) we have, omitting to write the subscript x0 and the

superscript ε from now on ,

−2

∫ t

0

(t− τ) dτ

∫
Σ

~H(0) · d
dτ

[
d~Φ

dτ
dvolg(τ)

]

= −2

∫ t

0

(t− τ) dτ

∫
Σ

< < Q,~h0(0) >g(0) ·
d

dτ

[
d~Φ

dτ
dvolg(τ)

]

= −2

∫ t

0

(t− τ) dτ

∫
Σ

< < Q,~h0(τ) >g(τ) ·
d

dτ

[
d~Φ

dτ
dvolg(τ)

]

−2

∫ t

0

(t− τ) dτ

∫
Σ

<
[
< Q,~h0(0) >g(0) − < Q,~h0(τ) >g(τ)

]
· d
dτ

[
d~Φ

dτ
dvolg(τ)

]
(VI.7)
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Since C(~Φ(t)) ≡ C(~Φ), using (II.47), we have then

−2

∫ t

0

(t− τ) dτ

∫
Σ

~H(0) · d
dτ

[
d~Φ

dτ
dvolg(τ)

]

= 2

∫ t

0

(t− τ) dτ

∫
Σ

d

dτ

[
< < Q,~h0(τ) >g(τ)

]
· d
~Φ

dτ
dvolg(τ)

−2

∫ t

0

(t− τ) dτ

∫
Σ

<
[
< Q,~h0 >g(0) − < Q,~h0(τ) >g(τ)

]
· d
dτ

[
d~Φ

dτ
dvolg(τ)

] (VI.8)

and then

−2

∫ t

0

(t− τ) dτ

∫
Σ

~H(0) · d
dτ

[
d~Φ

dτ
dvolg(τ)

]

= t2
∫

Σ

d

dτ

[
< < Q,~h0(τ) >g(τ)

]
(0) · d

~Φ

dτ
(0) dvolg

+2

∫ t

0

(t− τ) dτ

∫ τ

0

ds
d

ds

[∫
Σ

d

ds

[
< < Q,~h0(s) >g(s)

]
· d
~Φ

ds
dvolg(s)

]

−2

∫ t

0

(t− τ) dτ

∫
Σ

<
[
< Q,~h0 >g(0) − < Q,~h0(τ) >g(τ)

]
· d
dτ

[
d~Φ

dτ
dvolg(τ)

]
(VI.9)
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Combining (VI.6) and (VI.9) gives then

A(~Φε
x0(t)) = A(~Φ)− t2

∫
Σ

d ~H

dτ
(0) · d

~Φ

dτ
(0) dvolg

+t2
∫

Σ

d

dτ

[
< < Q,~h0(τ) >g(τ)

]
(0) · d

~Φ

dτ
(0) dvolg

−2

∫ t

0

(t− τ) dτ

∫ τ

0

ds

∫
Σ

d2 ~H

ds2
· d
~Φ

ds
dvolg(s)

−2

∫ t

0

(t− τ) dτ

∫ τ

0

ds

∫
Σ

d ~H

ds
· d
ds

[
d~Φε

x0

ds
dvolg(s)

]

−2

∫ t

0

(t− τ) dτ

∫
Σ

[ ~H(τ)− ~H(0)] · d
dτ

[
d~Φ

dτ
dvolgε

x0 (τ)

]

+2

∫ t

0

(t− τ) dτ

∫ τ

0

ds

∫
Σ

d2

ds2

[
< < Q,~h0(s) >g(s)

]
· d
~Φ

ds
dvolg(s)

+2

∫ t

0

(t− τ) dτ

∫ τ

0

ds

∫
Σ

d

ds

[
< < Q,~h0(s) >g(s)

]
· d
ds

[
d~Φ

ds
dvolg(s)

]

−2

∫ t

0

(t− τ) dτ

∫
Σ

<
[
< Q,~h0 >g(0) − < Q,~h0(τ) >g(τ)

]
· d
dτ

[
d~Φ

dτ
dvolg(τ)

]

(VI.10)

Using (II.46), (II.49) and (II.58) we obtain

− 2

∫
Σ

[
d ~H

dτ
(0)− d

dτ

[
< < Q,~h0(τ) >g(τ)

]
(0)

]
· d
~Φ

dτ
(0) dvolg

=

∫
Σ

[
|dv|2g − 2 < q, dv ⊗ dv >g +8H2 v2 − (|~I|2g + 2) v2

]
dvolg .

+

∫
Σ

[
2H dv + v dH + 4 v<(Q) dH + =

〈
Q, h0

〉
∗ dv

]
· ~wT dvolg

−
∫

Σ

=
〈
Q, h0

〉
v ∗ d~w ∗T dvolg .

(VI.11)

where v =
d~Φε

x0

dτ
(0) · ~n. Using the explicit formula of ~Φε

x0(t) we obtain

v = βεx0(x) χεx0(x) ~n(x0) · ~n+ βεx0(x)
2∑
j=1

αj(0, ε) ~aj · ~n (VI.12)
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and
|~wT | = |~w ∧ ~n| ≤ C ε |~n− ~n(x0)| 1εx0 +O~Φ,x0(ε3)

Moreover
|∇g ~wT | ≤ C

(
|~n− ~n(x0)| + ε |~I|g

)
1εx0 +O~Φ,x0(ε3) |~I|g

Inserting the previous expressions in (VI.11) gives then

− 2

∫
Σ

[
d ~H

dτ
(0)− d

dτ

[
< < Q,~h0(τ) >g(τ)

]
(0) >g(τ)

]
·
d~Φε

x0

dτ
(0) dvolg

= ε2

∫
C
|∇χ|2 dx2 − 4 ε2 e−2λ(x0) Q1(x0)

∫
C
|∂x1χ|2 − |∂x2χ|2 dx2

− 4 ε2 e−2λ(x0) Q2(x0)

∫
C

2 ∂x1χ∂x2χ dx
2 + o~Φ,x0(ε2)

(VI.13)

We proceed to a rotation of the domain in such a way that Q2(x0) = 0. Combining
(VI.10), the estimates in lemma A.2 and (VI.13), one has finally∣∣∣A(~Φε

x0(t))− A(~Φ)− t2 ε2 Fχ(x0)
∣∣∣ ≤ C~Φ,x0 ε t

3 + t2 o~Φ,x0(ε2) , (VI.14)

where B(x0) is the number given by

2Fχ(x0) :=

∫
C
|∇χ|2 dx2 − 4 e−2λ(x0) Q1(x0)

∫
C
|∂x1χ|2 − |∂x2χ|2 dx2 . (VI.15)

For any ~a ∈ B4 we denote by Ψ~a the following element of the Möbius group

Ψ~a(~y) = (1− |~a|) ~y − ~a
|~y − ~a|2

− ~a .

Its conformal factor is given by

∀ ~Y ∈ T~yS3 |dΨ~a · ~Y | =
1− |~a|

1 + |~a|2 − 2~a · ~y
|~Y | .

Hence we have

A(Ψ~a ◦ ~Φ) =

∫
Σ

(1− |~a|)2

(1 + |~a|2 − 2~a · ~Φ)2
dvolg .
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For (t, ε) in the neighborhood of the origin Ux0,~Φ given by lemma A.2 we estimate for
|~a| < ν < 1 the following difference

A(Ψ~a ◦ ~Φε
x0(t))− A(Ψ~a ◦ ~Φ)

= (1− |~a|)2

[∫
Σ

dvolgε
x0 (t)

(1 + |~a|2 − 2~a · ~Φε
x0(t))2

− dvolg

(1 + |~a|2 − 2~a · ~Φ)2

]

= (1− |~a|)2

[∫
Σ

dvolgε
x0 (t) − dvolg

(1 + |~a|2 − 2~a · ~Φε
x0(t))2

]

+(1− |~a|)2

[∫
Σ

(
1

(1 + |~a|2 − 2~a · ~Φε
x0(t))2

− 1

(1 + |~a|2 − 2~a · ~Φ)2

)
dvolg

]
(VI.16)

We have in one hand∫
Σ

dvolgε
x0 (t) − dvolg

(1 + |~a|2 − 2~a · ~Φε
x0(t)(x))2

=
1

(1 + |~a|2 − 2~a · ~Φε
x0(t)(x0))2

∫
Σ

dvolgε
x0 (t) − dvolg

−
∫

Σ

[
dvolgε

x0 (t) − dvolg
(1 + |~a|2 − 2~a · ~Φε

x0(t)(x0))2
−

dvolgε
x0 (t) − dvolg

(1 + |~a|2 − 2~a · ~Φε
x0(t)(x))2

] (VI.17)

Hence, using the estimate (A.12), we obtain for |~a| < 1/4∣∣∣∣∣
∫

Σ

dvolgε
x0 (t) − dvolg

(1 + |~a|2 − 2~a · ~Φε
x0(t)(x))2

−
dvolgε

x0 (t) − dvolg
(1 + |~a|2 − 2~a · ~Φε

x0(t)(x0))2

∣∣∣∣∣
≤ C~Φ,x0 t

∫
Σ

[
1εx0(|~n− ~n0|+ t) + ε3 + t ε2

]
|~a| |~Φε

x0(t)(x)− ~Φε
x0(t)(x0)| dvolg

≤ 4 |~a| C~Φ,x0

∫
Σ

[t ε3 + t2 ε2] dvolg + |~a| ε t C~Φ
∫
Bε(x0)

(|~n− ~n0|+ t) dvolg

≤ C~Φ,x0 |~a| (t ε3 + t2 ε2)

(VI.18)

In the other hand we have, using the explicit expression of ~Φε
x0(t) and the estimate (A.10),∣∣∣∣∣

∫
Σ

(
1

(1 + |~a|2 − 2~a · ~Φε
x0(t))2

− 1

(1 + |~a|2 − 2~a · ~Φ)2

)
dvolg

∣∣∣∣∣
≤ |~a|

[∫
Bε(x0)

ε t ‖χ‖∞dvolg + C~Φ,x0

∫
Σ

t ε3 dvolg

]
≤ C~Φ,x0 |~a| t ε3

(VI.19)
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Combining (VI.14), (VI.16), (VI.17), (VI.18) and (VI.19) we obtain for |~a| < 1/4 and
(t, ε) ∈ Ux0,~Φ∣∣∣∣∣A(Ψ~a ◦ ~Φε

x0(t))− A(Ψ~a ◦ ~Φ)− t2 ε2 Fχ(x0)

(1 + |~a|2 − 2~a · ~Φε
x0(t)(x0))2

∣∣∣∣∣
≤ C~Φ,x0 ε t

3 + t2 o~Φ,x0(ε2) + C~Φ,x0 |~a| (t ε3 + t2 ε2)

(VI.20)

Let now ϕ(s) ∈ C∞0 (R) be an arbitrary non zero function compactly supported on R. For
any τ ∈ R∗+ we denote

χτ (x1, x2) := ϕ(τ x1) ϕ(x2)

We have

Fχτ (x
0) =

∫
R
ϕ̇2(s) ds

∫
R
ϕ2(s) ds

[
τ

2
(1− 4 e−2λ(x0) Q1(x0)) +

1

2 τ
(1 + 4 e−2λ(x0) Q1(x0))

]
Assuming

|4 e−2λ(x0) Q1(x0)| > 1

which corresponds to assume 4 |Q|2g > 1 since Q2 = 0 and |dz2|2g = 4 e−4λ, we can choose
τ ∈ R∗+ such that Fχτ (x

0) < 0. Hence by choosing t = δ~Φ,x0 ε for ε < ε0
~Φ,x0

and ε0
~Φ,x0

is chosen small enough and |~a| < ν~Φ,x0 for some ν~Φ,x0 > 0, also chosen small enough but
independent of ε, we obtain from (VI.20) the lemma VI.1. 2

VII Proof of theorem I.3.

Let ~Φ be a weak immersion of the torus T 2 in S3 and assume that ~Φ is a local minimizer
of the conformal volume in it’s conformal class and that there is no non isometric Möbius
transformation Ψ such that Vc(~Φ) = A(Ψ◦~Φ). Since ~Φ is assumed to achieve uniquely it’s
conformal volume, classical variations arguments combined with the computations from
section II give that ~Φ is a conformally constrained minimal surface. If ~Φ is additionally
isothermic then we apply section IV and the theorem is proved in that case. We assume
now that ~Φ is not isothermic. Since it achieves uniquely it’s conformal volume ~Φ satisfies

∀ ~a ∈ B4(0) \ {0} A(~Φ) > A(Ψ~a ◦ ~Φ) ,

then, since A(~Φ) /∈ 4πN, for all ν > 0 there exists δ > 0 such that

∀ ~a ∈ B4(0) \B4
ν(0) A(~Φ) > A(Ψ~a ◦ ~Φ) + δ . (VII.1)

Assume there would exists a non zero measure set of points x0 ∈ T 2 such that 2 |Q|g~Φ(x0) >

1 then, using lemma VI.1, there exists ε0 > 0, ν0 > 0 and a family of deformations ~Φε in
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the same conformal class defined by ~Φ such that such that ~Φε converges to ~Φ as ε→ 0 in
the space of weak immersions and

∀ ε < ε0 ∀~a ∈ B4
ν0

(0) A(Ψ~a ◦ ~Φε) < A(Ψ~a ◦ ~Φ)− ε4 C0 (VII.2)

for some positive constant C0 > 0 which is independent of ε. Let ν := ν0 and let δ0 > 0
such that (VII.1) holds. Then there exists ε1 > 0 such that

∀ ~a ∈ B4(0) \B4
ν0

(0) ∀ε < ε1 A(~Φ) > A(Ψ~a ◦ ~Φε) + δ/2 . (VII.3)

Hence for any 0 < ε < min{ε0, ε1} we would have

Vc(~Φ
ε) < Vc(~Φ) .

This contradicts the assumption that ~Φ locally minimizes the conformal volume in it’s
conformal class and theorem I.3 is proved in all cases.

A Appendix

A.1 Codazzi identity.

Recall the definition of the Weingarten form of the immersion ~Φ

~h0 := 2π~n(∂2
z2
~Φ) dz ⊗ dz = e2λ ~H0 dz ⊗ dz

where

~H0 = 2 ∂z

(
e−2λ∂z~Φ

)
= 2−1e−2λ π~n(∂2

x2
1

~Φ− ∂2
x2

2

~Φ)− i e−2λ π~n(∂2
x1x2

~Φ) = [H0
< + iH0

=] ~n ,

where ∂z = 2−1(∂x1 − i ∂x2). This gives
H0
< = −e

−2λ

2

[
(∂x1~n, ∂x1

~Φ)− (∂x2~n, ∂x2
~Φ)
]

= e−2λI0
11 = −e−2λI0

22

H0
= = e−2λ (∂x1~n, ∂x2

~Φ) = e−2λ (∂x2~n, ∂x1
~Φ) = −e−2λI0

12 .

(A.1)

We have

∂z ~H
0 = 2 ∂z∂z

(
e−2λ ∂z~Φ

)
= 2 ∂z∂z

(
e−2λ ∂z~Φ

)
= −4 ∂z

(
e−2λ ∂zλ ∂z~Φ

)
+ 2 ∂z

(
e−2λ ∂2

zz
~Φ
)

= −4 ∂z

(
e−2λ ∂zλ ∂z~Φ

)
+ 2−1 ∂z

(
e−2λ ∆~Φ

)
Hence we have obtained the following identity so far

∂z ~H
0 = −4 ∂z

(
e−2λ ∂zλ ∂z~Φ

)
+ ∂z ~H − ∂z~Φ . (A.2)
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Taking the scalar product with ~n gives then

∂zH
0 = −2 ∂zλH

0 + ∂zH (A.3)

from which we deduce
∂z
(
e2λH0

)
= e2λ ∂zH . (A.4)

This can also be rewritten locally as follows ∂x1I0
11 + ∂x2I0

12 = e2λ ∂x1H

∂x2I0
11 − ∂x1I0

12 = −e2λ ∂x2H
(A.5)

Hence we have proved the following

Lemma A.1. Let h0 := 2~n · ∂2
z2
~Φ dz2 and denote gC := e2λ dz ⊗ dz we have

∂h0 = gC ⊗ ∂H . (A.6)

2

A.2 Construction of infinitesimal perturbations within a con-
formal class.

Recall that TT 2 denotes the Teichmüller Space of T 2 and, having fixed generators of the
π1(T 2), for any metric g on T 2 we denote by [g] the Teichmüller class associated to g. Let
~Φ be a weak immersion of T 2 and assume it is not isothermic. Using [Ri3], we decuce the
existence of two maps ~aj in the space W 2,2 ∩W 1,∞(T 2,R4) such that

(dC~Φ · ~aj)j=1,2 forms a basis to the tangent space at [~Φ∗gR3 ] of TT 2

and ~aj(x) · ~Φ(x) ≡ 0 on T 2.

Lemma A.2. Let x0 be a point in T 2 which is a Lebesgue point for ∇2~Φ and for ∇~Φ.
Let χ be a smooth function on C supported in B1(0). In some fixed conformal chart in a
neighborhood of x0 we denote χεx0(x) := ε χ(ε−1(x− x0)). There exists a neighborhood of
0 in R2, Ux0,~Φ, and there exists two C1 maps σj(t, ε) such that

∀ (t, ε) ∈ Ux0,~Φ C
(
~Φε
x0(t)

)
≡ C(~Φ)

where ~Φε
x0(t) := βε(x, t)

[
~Φ(x) + t χεx0(x)~n(x0) + t

∑2
j=1 αj(t, ε)~aj(x)

]
,

(A.7)

|αj(0, ε)| = O~Φ,x0(ε3) , (A.8)
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βε(x, t) is chosen such that |~Φε
x0(t)| ≡ 1 (A.9)

Moreover αj(t, ε) is C2 with respect to t for ε > 0. Finally the following estimates hold
for all (t, ε) ∈ Ux0,~Φ and k = 0, 1, 2

2∑
j=1

∣∣∣∣ dkdtk (t αj(t, ε))

∣∣∣∣ ≤ C~Φ,x0 ε
2
[
inf{ε |t|1−k, 1}+ |t|2−k

]
(A.10)

and ∣∣∣∣ ddt∇~Φε
x0(t)

∣∣∣∣ ≤ C~Φ

[
1εx0 + C~Φ,x0 (ε3 + |t| ε2)

]
. (A.11)

and ∣∣∣∣∣dg~Φεx0 (t)

dt

∣∣∣∣∣ ≤ C~Φ

[
1εx0(|~n− ~n0|+ t) +Ox0,~Φ(ε3 + |t| ε2)

]
(A.12)

and ∣∣∣∣ ddt∇2~Φε
x0(t)

∣∣∣∣+

∣∣∣∣ ddtI~Φεx0 (t)

∣∣∣∣ ≤ C~Φ 1εx0

[
ε−1 + ε |∇2~Φ|

]
+C~Φ,x0 (ε3 + |t| ε2)

[
1 +

2∑
j=1

|∇2~aj|

]
.

(A.13)

and finally ∣∣∣∣ d2

dt2
∇2~Φε

x0(t)

∣∣∣∣ ≤ C~Φ,x0 1εx0 + C~Φ,x0 [1 + |∇2~Φ|] (ε2 + |t| ε) , (A.14)

where C~Φ > 0 is independent of (t, ε) ∈ Ux0,~Φ, where 1εx0 is the characteristic function of

the geodesic ball of center x0 and radius ε > 0 for g0, the constant scalar curvature metric
of volume 1, and C~Φ,x0 is a constant depending only on χ , on

sup
ε>0

ε−2

∫
Bε(x0)

[|I~Φ|
2
g + 1] dvolg

and on ‖∇aj‖L∞(Σ) + ‖ log |∇~Φ|‖L∞(Σ). 2

Proof of Lemma A.2. We Assume

ε < ε0 and |t| ≤ 4−1 ‖eλ‖L∞(Bε0 (x0)) (A.15)

for some ε0 > 0, where the ball Bε(x
0) is the ball of radius ε for the flat metric of volume

one g0 conformally equivalent to g~Φ. We use a chart in a neighborhood of x0 in which
g0 = dx2

1 + dx2
2 and g~Φ = e2λ g0. ε0 has been then chosen sufficiently small in order for

this chart x = (x1, x2) to contain the support of χεx0(x).
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Denote
~n0 := ~n(x0) .

Under these assumptions, for ε0 small enough, the perturbation of ~Φ

~Φ + t χεx0 ~n(x0)

is still an immersion. Consider now αj ∈ R such that

2∑
j=1

|αj| ‖~aj‖L∞(Σ) < 4−1‖e−λ‖∞ . (A.16)

Under the assumptions (A.15) and (A.16), the map

~Φε
x0(t, α1, α2) := β(t, ε, α1, α2)(x)

[
~Φ + t χεx0 ~n0 + t

2∑
j=1

αj ~aj

]
is again an immersion where β is chosen in such a way that |~Φε

x0| ≡ 1 on T 2 :

β(t, ε, α1, α2)(x) =

1 + 2 t ~Φ · ~n0 χεx0 + t2(χεx0)2 +

[
2∑
j=1

t αj ~aj

]2

+ 2 t χεx0

[
2∑
j=1

t αj ~aj · ~n0

]]−1/2
(A.17)

For (t, ε, α1, α2) in the open neighborhood U~Φ of (0, 0, 0, 0) given by (A.15) and (A.16)
we define Γ(t, ε, α1, α2) by

∀ (t, ε, α1, α2) ∈ U~Φ , t 6= 0 Γ(t, ε, α1, α2) := C(~Φε
x0(t, α1, α2))

For any ε < ε0 we denote by (α0
1(ε), α0

2(ε)) the unique element of R2 such that

dC~Φ ·

[
χεx0 ~n0 +

2∑
j=1

α0
j (ε) ~aj

]
= 0

We are using in this assertion the fact that dC~Φ ·~aj realizes a basis of the tangent space to

the Teichmüller space TT 2 at C(~Φ). Let (Q1, Q2) be a pair of 2 independent holomorphic

quadratic forms of (T 2, [~Φ∗gR3 ]), chosen to be orthonormal with respect to the Weil-
Peterson metric. One has (see [Ri3]), denoting by g0 the flat metric of volume one on

(T 2, [~Φ∗gR3 ])

dC~Φ · [χ
ε
x0 ~n] =

2∑
j=1

Qj

∫
Σ

χεx0 < < Qj, h0 >wp,g0 ~n · ~n(x0)dvolg0

=
2∑
j=1

Qj

∫
Bε(x0)

χεx0 < qj, I0
~Φ
>g~Φ

~n · ~n(x0) dvolg~Φ

49



where qj is the following trace free symmetric real 2-differential given in any conformal
coordinates by

qj := 2Qj
1 [dx2

1 − dx2
2]− 2Qj

2 [dx1 dx2 + dx2 dx1] where Qj = (Qj
1 + i Qj

2) dz2 .

and then in any conformal chart one has (see previous sections)

< qj, I0
~Φ
>g~Φ

= 4 e−4λ [Qj
1 I0

11 −Q
j
2 I0

12]

where g~Φ = e2λ [dx2
1 + dx2

2] in these coordinates. Therefore we have

|dC~Φ · [χ
ε
x0 ~n(x0)]| ≤ C ‖e−2λ‖∞ ε2

[∫
Bε(x0)

|I0
~Φ
|2
]1/2

≤ O~Φ,x0(ε3) , (A.18)

Since x0 is chosen to be a Lebesgue point for the second fundamental form we have

lim
ε→0

ε−2

∫
B
g0
ε (x0)

|I0
~Φ
|2dvolg~Φ = π |I0

~Φ
|2(x0) e2λ(x0) (A.19)

So we deduce from (A.18) and (A.19)

|α0
j | = O~Φ,x0(ε3) . (A.20)

We claim that the mapping Γ is C1 in U~Φ. The C1 property of Γ at (t, 0, α1, α2) requires
a justification : We have

∂εΓ(t, ε, α1, α2) = dC~Φε
x0

[
∂ε log β ~Φε

x0 + β ε−1∇χ(ε−1(x− x0)) · (x− x0)
]

.

Observe that
‖ε−1∇χ(ε−1(x− x0)) · (x− x0)‖L∞(Bε(x0)) ≤ ‖∇χ‖∞

This implies in particular using the explicit expression of β given by (A.17)

|∂ε log β| ≤ |t| ‖∇χ‖∞[1 + |t|]

[
1 +

2∑
j=1

|αj| ‖aj‖∞

]

and using the explicit expression of dC~Φε
x0

we obtain that

|∂εΓ(t, ε, α1, α2)| ≤ C ‖e2λ‖∞ ε ‖∇χ‖∞[1 + |t|]2
[

1 +
2∑
j=1

|αj| ‖aj‖∞

] [∫
Bε(x0)

|I0
~Φ
|2
]1/2

thus ∂εΓ(t, ε, α1, α2) extends continuously by 0 at (t, 0, α1, α2) and the claim is proved.
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Observe that we have
∂αjΓ(0, 0, 0, 0) = dC~Φ · ~aj (A.21)

By assumption on (~aj)j=1,2 the pair (∂αjΓ(0, 0, 0, 0))j=1,2 generates the tangent space to

the Teichmüller space TΣ at C(~Φ). We can then apply the local inversion theorem and
deduce the existence of a neighborhood U of (0, 0) and the existence of two C1 functions
α1(t, ε) and α2(t, ε) defined on U such that there exists a neighborhood U of (0, 0, 0, 0)
included in UΦ for which

U ∩ C−1(C(~Φ)) = {(t, ε, α1(t, ε), α2(t, ε))} .

It is clear that
αj(0, ε) = α0

j (ε) .

Denote βε(x, t) := β(t, ε, α1(t, ε), α2(t, ε)) and

~Φε
x0(t) := βε(x, t)

[
~Φ + t χεx0 ~n0 + t

2∑
j=1

αj(t, ε) ~aj

]

We have for any (t, ε) in U

0 ≡ dC~Φε
x0 (t) ·

∂~Φε
x0(t)

∂t
= βεx0(x, t) dC~Φε

x0 (t) ·

[
χεx0 ~n0 +

2∑
j=1

d(t αj(t, ε))

dt
~aj

]
(A.22)

where we have used the fact that

dC~Φε
x0

~Φε
x0 =

2∑
j=1

Qj

∫
Σ

~Φε
x0· < qj,~I0

~Φ
>g~Φ

dvolg~Φε
x0

= 0

Hence
2∑
j=1

d(t αj(t, ε))

dt
dC~Φε

x0 (t) · ~aj = dC~Φε
x0 (t) · χ

ε
x0 ~n0 (A.23)

For any ~w ∈ L2 the map

dC~Φε
x0 (t) · ~w =

2∑
j=1

Qj

∫
Σ

~w· < qj,~I0
~Φε
x0
>g~Φε

x0

dvolg~Φε
x0

Hence we have the existence of two maps ~F j(x, p, q) for x ∈ Σ, p ∈ R2 ⊗ R4 and q ∈
R2 ⊗ R2 ⊗ R4 which is algebraic in p and linear in q and such that for any 0 < δ < 1and
for p = p1 ⊗ p2 satisfying δ|p|2 ≤ p1 ∧ p2 ≤ δ−1|p|2

|F j(x, p, q)| ≤ Cδ |p|−2 |q|
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where Cδ only depends on δ and such that

dC~Φε
x0 (t) · ~w =

2∑
j=1

Qj

∫
Σ

~w · ~F j(x,∇~Φε
x0(t),∇2~Φε

x0(t)) dvolg0

Combining this fact and the explicit expression of ~Φε
x0(t) we deduce that, for ε positive,

t −→ dC~Φε
x0 (t) · ~w

is a C1 function. Thus the following functions are C1 with respect to t as long as ε > 0 :

dC~Φε
x0 (t) · ~aj and dC~Φε

x0 (t) · χ
ε
x0 ~n0

Since dC~Φε
x0 (0) · ~aj = dC~Φ · ~aj forms a basis of the tangent space to TT 2 at C(~Φ), for t

small enough (dC~Φε
x0 (t) · ~aj) is a C1 map into the space of basis of TT 2 at C(~Φ). The

functions
d(t αj(t,ε))

dt
are then the coordinates of the C1 map dC~Φε

x0 (t) ·χεx0 ~n0 in the C1 frame

(dC~Φε
x0 (t) · ~aj)j=1,2. Thus

d(t αj(t,ε))

dt
are C1 functions of t in a neighborhood of 0 for ε > 0.

We shall establish now the estimates (A.10), (A.12), (A.13) and (A.14). We take t > 0
to simplify the notations. Using the definition (A.17) denoting by 1εx0 the characteristic
function of the geodesic ball Bε(x

0) for the metric g0, we have∣∣∣∣dβεx0

dt
(x, t)

∣∣∣∣ ≤ C ε1εx0

[
|~n(x)− ~n0|+ t ε+

2∑
j=1

|t αj|+ t
2∑
j=1

∣∣∣∣d[t αj]

dt

∣∣∣∣
]

+C
2∑
j=1

|t αj|
∣∣∣∣d[t αj]

dt

∣∣∣∣
(A.24)

and ∣∣∣∣d2βεx0

dt2
(x, t)

∣∣∣∣ ≤ C ε1εx0

[
ε+

2∑
j=1

∣∣∣∣d[t αj]

dt

∣∣∣∣+ t
2∑
j=1

∣∣∣∣d2[t αj]

dt2

∣∣∣∣
]

+C
2∑
j=1

|t αj|
∣∣∣∣d2[t αj]

dt2

∣∣∣∣+ C
2∑
j=1

∣∣∣∣d[t αj]

dt

∣∣∣∣2 + C

∣∣∣∣dβεdt (x, t)

∣∣∣∣2
(A.25)

We have moreover

|∇βεx0| ≤ C~Φ 1εx0

[
ε t eλ|~n(x)− ~n0|+ t |~n(x)− ~n0|+ ε t2 + t

2∑
j=1

|t αj|

]

+C~Φ

2∑
j=1

|t αj|2
(A.26)
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and

|∇2βεx0 | ≤ C~Φ 1εx0

[
t ε−1 |~n(x)− ~n0|+ t ε |∇2~Φ|+ t2 + t ε−1

2∑
j=1

|t αj|

]

+C~Φ

2∑
j=1

|t αj|2 [1 + |∇2aj|] + C |∇βεx0|2
(A.27)

We have also∣∣∣∣∇dβεx0

dt

∣∣∣∣ ≤ C~Φ 1εx0

[
[ |~n(x)− ~n0|+ ε t+

2∑
j=1

|t αj|+ t

2∑
j=1

∣∣∣∣ ddt [t αj]
∣∣∣∣
]

+C~Φ

2∑
j=1

|t αj|
∣∣∣∣d[t αj]

dt

∣∣∣∣+ |∇βεx0|
∣∣∣∣dβεx0

dt
(x, t)

∣∣∣∣
(A.28)

and∣∣∣∣∇d2βεx0

dt2

∣∣∣∣ ≤ C~Φ 1εx0

[
ε+

2∑
j=1

∣∣∣∣d[t αj]

dt

∣∣∣∣+ t
2∑
j=1

∣∣∣∣d2[t αj]

dt2

∣∣∣∣
]

+C~Φ

2∑
j=1

|t αj|
∣∣∣∣d2[t αj]

dt2

∣∣∣∣+ C
2∑
j=1

∣∣∣∣d[t αj]

dt

∣∣∣∣2
+|∇βεx0 |

∣∣∣∣dβεx0

dt
(x, t)

∣∣∣∣2 + |∇βεx0|
∣∣∣∣d2βεx0

dt2
(x, t)

∣∣∣∣+

∣∣∣∣∇dβεx0

dt

∣∣∣∣ ∣∣∣∣dβεx0

dt
(x, t)

∣∣∣∣
(A.29)

Finally, regarding this time the second derivatives of βεx0 we have the following pointwise
estimates∣∣∣∣∇2dβ

ε
x0

dt

∣∣∣∣ ≤ C~Φ 1εx0

[
ε−1 |~n(x)− ~n0|+ ε |∇2~Φ|+ t+ ε−1

2∑
j=1

|t αj|+ t
2∑
j=1

∣∣∣∣ ddt [t αj]
∣∣∣∣
]

+C~Φ

2∑
j=1

|t αj|
∣∣∣∣d[t αj]

dt

∣∣∣∣ [1 + |∇2aj|]

+|∇βεx0|2
∣∣∣∣dβεx0

dt
(x, t)

∣∣∣∣+ |∇2βεx0|
∣∣∣∣dβεx0

dt
(x, t)

∣∣∣∣+ |∇βεx0|
∣∣∣∣∇dβεx0

dt
(x, t)

∣∣∣∣
(A.30)
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and∣∣∣∣∇2d
2βεx0

dt2

∣∣∣∣ ≤ C~Φ 1εx0

[
1 + ε−1

2∑
j=1

∣∣∣∣ ddt [t αj]
∣∣∣∣+ ε−1t

2∑
j=1

∣∣∣∣ d2

dt2
[t αj]

∣∣∣∣
]

+C~Φ

2∑
j=1

[|t αj|
∣∣∣∣d2[t αj]

dt2

∣∣∣∣+ C~Φ

2∑
j=1

[1 + |∇2aj|]
∣∣∣∣d[t αj]

dt

∣∣∣∣2
+|∇2βεx0|

∣∣∣∣d2βεx0

dt2
(x, t)

∣∣∣∣+

∣∣∣∣∇dβεx0

dt
(x, t)

∣∣∣∣ ∣∣∣∣∇dβεx0

dt
(x, t)

∣∣∣∣+ |∇βεx0|
∣∣∣∣∇d2βεx0

dt2
(x, t)

∣∣∣∣
+

∣∣∣∣∇2dβ
ε
x0

dt
(x, t)

∣∣∣∣ ∣∣∣∣dβεx0

dt
(x, t)

∣∣∣∣+ |∇βεx0|2
∣∣∣∣dβεx0

dt
(x, t)

∣∣∣∣2 + |∇βεx0|2
∣∣∣∣d2βεx0

dt2
(x, t)

∣∣∣∣
+|∇2βεx0|

∣∣∣∣dβεx0

dt
(x, t)

∣∣∣∣2
(A.31)

We shall now estimate successively (t αj(t, ε)), d/dt(t αj(t, ε)) and d2/dt2(t αj(t, ε)).

Since dC~Φε
x0 (0) · ~aj = dC~Φ · ~aj forms a basis of the tangent space to TT 2 at C(~Φ), using

(A.18) and the pointwize inequality∣∣∣I~Φε
x0 (t)

∣∣∣ ≤ |I~Φ|+ CΦ

[
t ε−1 + t

2∑
k=1

|αk(t)| [|∇2ak|+ 1]

]
we have ∣∣∣∣ ddt(t αj(t, ε))

∣∣∣∣ ≤ C
∣∣∣dC~Φε

x0 (t) · ~n
0 χεx0

∣∣∣ = Ox0,~Φ(ε3 + t ε2) (A.32)

Inserting this estimate in (A.24) gives∣∣∣∣dβεx0

dt

∣∣∣∣ ≤ C~Φ ε 1εx0

[
|~n(x)− ~n0|+ t ε

]
+ t Ox0,~Φ((ε3 + t ε2)2) . (A.33)

in (A.26) in also gives

|∇βεx0| ≤ C~Φ 1εx0

[
t |~n(x)− ~n0|+ t2 ε

]
+ t2 Ox0,~Φ((ε3 + t ε2)2) , (A.34)

and ∣∣∇2βεx0

∣∣ ≤ C~Φ 1εx0

[
t ε−1 |~n(x)− ~n0|+ t ε |∇2~Φ|+ t2

]
+ t2 Ox0,~Φ((ε3 + t ε2)2) [1 + |∇2a|] .

(A.35)

Inserting (A.24) and the previous two estimates in (A.28) give∣∣∣∣∇dβεx0

dt

∣∣∣∣ ≤ C~Φ 1εx0

[
|~n(x)− ~n0|+ t ε

]
+ t Ox0,~Φ((ε3 + t ε2)2) . (A.36)
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Finally inserting (A.24)and the previous two estimates in (A.30) give∣∣∣∣∇2dβ
ε
x0

dt

∣∣∣∣ ≤ C~Φ 1εx0

[
ε−1 |~n(x)− ~n0|+ ε |∇2~Φ|+ t

]
+ t Ox0,~Φ((ε3 + t ε2)2)[1 + |∇2a|] .

(A.37)

We shall now estimate d(g~Φε
x0 (t))/dt as well as d(I0

~Φε
x0 (t)

)/dt. We first have

∣∣∣∣ ddt∇~Φε
x0(t)

∣∣∣∣ ≤ ∣∣∣∣ ddt∇βεx0(t)

∣∣∣∣+ C~Φ

∣∣∣∣ ddtβεx0(t)

∣∣∣∣ [1 + |t αj(t, ε)|]

+C~Φ

[
1εx0 +

∣∣∣∣ ddt(t αj(t, ε))
∣∣∣∣+ |∇βεx0|

[
ε 1εx0 +

∣∣∣∣ ddt(t αj(t, ε))
∣∣∣∣]] .

(A.38)

From which we deduce using the previous estimates∣∣∣∣ ddt∇~Φε
x0(t)

∣∣∣∣ ≤ C~Φ

[
1εx0 +Ox0,~Φ(ε3 + t ε2)

]
. (A.39)

Regarding the metric g~Φε
x0 (t) we have

g~Φε
x0 (t) = ∇~Φε

x0(t)⊗̇∇~Φε
x0(t)

So we deduce∣∣∣∣dgijdt − β2 d

dt

(
∂xi(β

−1 ~Φε
x0(t)) · ∂xj(β−1 ~Φε

x0(t))
)∣∣∣∣ ≤ C~Φ

[∣∣∣∣∇dβdt
∣∣∣∣+

∣∣∣∣dβdt
∣∣∣∣+ |∇β|

∣∣∣∣ ddt∇~Φε
x0(t)

∣∣∣∣]
Observe that we have(

∂xi(β
−1 ~Φε

x0(t)) · ∂xj(β−1 ~Φε
x0(t))

)
= δij e

2λ

+t [~n0 − ~n]
[
∂xiχ(ε−1(x− x0)) ∂xj

~Φ + ∂xjχ(ε−1(x− x0)) ∂xi
~Φ
]

+t
2∑

k=1

αk(t) [∂xj~ak · ∂xi~Φ + ∂xi~ak · ∂xj~Φ]

+t2
2∑

k=1

[
∂xiχ(ε−1(x− x0)) ~n0 · ∂xj~ak + ∂xjχ(ε−1(x− x0)) ~n0 · ∂xi~ak

]
+t2∂xiχ(ε−1(x− x0))∂xjχ(ε−1(x− x0)) + t2

2∑
k=1

αk(t) ∂xi~ak ·
2∑

k=1

αk(t) ∂xj~ak

(A.40)
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We deduce from the previous identities∣∣∣∣∣dg~Φεx0 (t)

dt

∣∣∣∣∣ ≤ C~Φ

[
1εx0(|~n− ~n0|+ t) +Ox0,~Φ(ε3 + t ε2)

]
(A.41)

Now we have∣∣∣∣ ddt∇2~Φε
x0(t)

∣∣∣∣ ≤ ∣∣∣∣ ddt∇2βεx0(t)

∣∣∣∣+ C~Φ |∇β
ε
x0|
[
1εx0 +

∣∣∣∣ ddt(t αj(t, ε))
∣∣∣∣]

+C~Φ

∣∣∣∣ ddt∇βεx0(t)

∣∣∣∣ + C~Φ

[
ε−1 1εx0 +

∣∣∣∣ ddt(t αj(t, ε))
∣∣∣∣ |∇2aj|

]
+C~Φ |∇

2βεx0|
[
ε 1εx0 +

∣∣∣∣ ddt(t αj(t, ε))
∣∣∣∣]

(A.42)

From which we deduce using the previous estimates∣∣∣∣ ddt∇2~Φε
x0(t)

∣∣∣∣ ≤ C~Φ 1εx0

[
ε−1 + ε |∇2~Φ|

]
+Ox0,~Φ(ε3 + t ε2)

[
1 +

2∑
j=1

|∇2~aj|

]
. (A.43)

This gives then∣∣∣∣ ddtI~Φεx0 (t)

∣∣∣∣ ≤ C~Φ 1εx0

[
ε−1 + ε |∇2~Φ|

]
+Ox0,~Φ(ε3 + t ε2)

[
1 +

2∑
j=1

|∇2~aj|

]
. (A.44)

Taking now the t derivative of the identity (A.23)

2∑
j=1

d2(t αj(t, ε))

dt2
dC~Φε

x0 (t) · ~aj = −
2∑
j=1

d(t αj(t, ε))

dt

d
(
dC~Φε

x0 (t) · ~aj
)

dt

+
d
(
dC~Φε

x0 (t) · χεx0 ~n0
)

dt

(A.45)

Since again dC~Φε
x0 (0) · ~aj = dC~Φ · ~aj forms a basis of the tangent space to TT 2 at C(~Φ) we

deduce that for j = 1, 2

∣∣∣∣d2(t αj(t, ε))

dt2

∣∣∣∣ ≤ 2∑
j=1

∣∣∣∣d(t αj(t, ε))

dt

∣∣∣∣
∣∣∣∣∣∣
d
(
dC~Φε

x0 (t) · ~aj
)

dt

∣∣∣∣∣∣
+

∣∣∣∣∣∣
d
(
dC~Φε

x0 (t) · χεx0 ~n0
)

dt

∣∣∣∣∣∣
(A.46)
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Using (A.41) and (A.44) we obtain in one hand∣∣∣∣∣∣
d
(
dC~Φε

x0 (t) · ~aj
)

dt

∣∣∣∣∣∣ ≤ Ox0,~Φ(ε) (A.47)

and in the other hand ∣∣∣∣∣∣
d
(
dC~Φε

x0 (t) · χεx0 ~n0
)

dt

∣∣∣∣∣∣ ≤ Ox0,~Φ(ε2) (A.48)

Hence combining (A.46), (A.47) and (A.48) we obtain∣∣∣∣d2(t αj(t, ε))

dt2

∣∣∣∣ ≤ Ox0,~Φ(ε2) (A.49)

We bound now d2(∇2~Φε
x0)/dt2. We have∣∣∣∣ d2

dt2
∇2~Φε

x0(t)

∣∣∣∣ ≤ ∣∣∣∣ d2

dt2
∇2βεx0(t)

∣∣∣∣+

∣∣∣∣ ddt∇2βεx0(t)

∣∣∣∣ [|∇~Φ|+ C t 1εx0 + C |t αj(t, ε)|
]

+|∇2βεx0|
[∣∣∣∣ d2

dt2
(t αj(t, ε))

∣∣∣∣]+

∣∣∣∣ d2

dt2
∇βεx0(t)

∣∣∣∣ [|∇~Φ|+ C t 1εx0 + C |t αj(t, ε)|
]

+

∣∣∣∣ ddt∇βεx0(t)

∣∣∣∣ [C 1εx0 + C

∣∣∣∣d(t αj(t, ε))

dt

∣∣∣∣ ]+ C |∇βεx0(t)|
∣∣∣∣d2(t αj(t, ε))

dt2

∣∣∣∣
+

∣∣∣∣ d2

dt2
βεx0(t)

∣∣∣∣ [|∇~Φ|+ C t ε−1 1εx0 + C |t αj(t, ε)
]

+

∣∣∣∣ ddtβεx0(t)

∣∣∣∣ [C ε−1 1εx0 + C

∣∣∣∣d(t αj(t, ε))

dt

∣∣∣∣]+ C

∣∣∣∣ d2

dt2
(t αj(t, ε))

∣∣∣∣
(A.50)

Inserting the previous estimates in this inequality gives, after a lengthy computation,∣∣∣∣ d2

dt2
∇2~Φε

x0(t)

∣∣∣∣ ≤ C~Φ,x0 1εx0 + [1 + |∇2~Φ|] Ox0,~Φ(ε2 + t ε) . (A.51)

which concludes the proof of lemma A.2. 2
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