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Abstract
Generalising classical result of Müller-Šverák (1995), we obtain a pointwise estimate of the confor-

mal factor of sequences of conformal immersions from the unit disk of the complex plane of uniformly
bounded total curvature and converging strongly outside of a concentration point towards a branched
immersions for which the quantization of energy holds. We show that the multiplicity associated
to the conformal parameter becomes eventually constant to an integer equal to the order of the
branch point of the limiting branched immersion. Furthermore, we deduce a C0 convergence of the
normal unit in the neck regions. Finally, we show that these improved energy quantizations hold for
Willmore surfaces of uniformly bounded energy and precompact conformal class, and for Willmore
spheres arising as solutions of min-max problems in the viscosity method.
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1 Introduction

Let Σ be a Riemann surface (not necessarily closed) and ~Φ : Σ → Rn be a smooth immersion. Denote
by g = ~Φ∗gRn the induced metric on Σ. We say that ~Φ has finite total curvature if∫

Σ
|~I|2dvolg <∞,
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where ~I is the second fundamental form of ~Φ. In 1994, T. Toro proved the surprising result that as-
suming only that u ∈ W 2,2(Σ,R), the graph S = R3 ∩ {(x, y) : y = u(x) for some x ∈ Σ} admits a
bi-Lipschitz parametrisation. The following year, Müller-Šverák extended this result and showed that
immersed surfaces with finite total curvature are conformally equivalent to a punctured Riemann surface.
Furthermore, they proved a pointwise estimate of the conformal parameter of immersions of finite total
curvature at the ends. The result can be restated in terms of branched immersions of the disk, and this
is this statement due to T. Rivière that we will now state ([29], Lemma A.5). Here, B1(0) ⊂ C is the
open unit ball of the complex plane.

Theorem (Müller-Šverák [23], Rivière [29]). Let n ≥ 3, and ~Φ ∈W 2,2
loc (B1(0),Rn) ∩W 1,2(B1(0),Rn) be

a conformal immersion of B1(0) \ {0} of finite total curvature and assume that

λ = 1
2 log |∇~Φ| ∈ L∞loc(B1(0) \ {0}).

Then ~Φ can be extended to a Lipschitz conformal immersion of B1(0), and there exists a positive integer
θ0 ≥ 1 and C > 0 such that for all z ∈ B1(0)

C(1− o(1))|z|θ0−1 ≤ |∂z~Φ| ≤ C(1 + o(1))|z|θ0−1.

More precisely, there exists µ ∈ W 2,1(B1(0)) (so that µ ∈ C0(B1(0)) in particular) and a harmonic
function ν : B1(0) \ {0} → R such that

λ = µ+ ν,

and

ν(z) = (θ0 − 1) log |z|+ h(z),

where h : B1(0)→ R is a harmonic function. In particular, we have for some constant C > 0 depending
only on ~Φ

‖λ− (θ0 − 1) log |z|‖L∞(B1(0)) ≤ C.

In the study of bubbling of sequences of Willmore immersions (or equivalently of the compactness
of the moduli space), it is of great interest to understand the pointwise behaviour of degenerations of
immersions of uniformly bounded Willmore energy, or equivalently finite total curvature and in the
viscosity method (see [16] and [35]).

In the following theorem, we obtain a pointwise expansion of the conformal factor in the full neck
region of an arbitrary sequence of immersions (not necessarily Willmore).

The following theorem shows that the multiplicity of weakly converging sequence of immersions
becomes eventually constant to an integer. This is a significant improvement of the fundamental work
of Müller-Šverák ([23]).

Theorem A. Let n ≥ 3 be a fixed integer. There exists a universal constant C0(n) > 0 with the following
property. Let {~Φk}k∈N be a sequence of smooth conformal immersions from the disk B1(0) ⊂ C into Rn
and {ρk}k∈N ⊂ (0, 1) be such that ρk −→

k→∞
0, Ωk = B1 \ Bρk(0) and define for all 0 < α < 1 the

sub-domain Ωk(α) = Bα \Bα−1ρk(0). For all k ∈ N, let

λk = log
(
|∇~Φk|√

2

)

be the conformal factor of ~Φk. Assume that

sup
k∈N
‖∇λk‖L2,∞(Ωk) <∞, lim

α→0
lim sup
k→∞

∫
Ωk(α)

|∇~nk|2dx = 0
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and that there exists a W 2,2
loc (B1(0) \ {0}) ∩ C∞(B1(0) \ {0}) immersion ~Φ∞ such that

log |∇~Φ∞| ∈ L∞loc(B1(0) \ {0})

and ~Φk −→
k→∞

~Φ∞ in Clloc(B1(0) \ {0}) (for all l ∈ N). Then, there exists an integer θ0 ≥ 1, µk ∈

W 1,(2,1)(B1(0)) such that

‖∇µk‖L2,1(B1(0)) ≤ C0(n)
∫

Ωk
|∇~nk|2dx

and a harmonic function νk on Ωk such that νk = λk on ∂B1(0), λk = µk + νk on Ωk and such that for
all 0 < α < 1 and for all k ∈ N sufficiently large, we have

‖∇(νk − (θ0 − 1) log |z|)‖L2,1(Ωk(α)) ≤ C0(n)
(√

α ‖∇λk‖L2,∞(Ωk) +
∫

Ωk
|∇~nk|2dx

)
.

Finally, we have for all ρk ≤ rk ≤ 1 and k large enough

1
2π

∫
∂Brk

∗ dνk = θ0 − 1.

In particular, there exists a constant C > 0 independent of k ∈ N such that for all k ∈ N, and for all
z ∈ Ωk(1) = B1 \Bρk(0)

1
C
|z|θ0−1 ≤ eλk(z) ≤ C|z|θ0−1.

Remark. Theorem A corresponds to Theorem 3.1.

This theorem has also been obtained recently by Nicolas Marque in the case ofminimal simple bubbling
([17]). It constitutes a fundamental ingredient to show that in this special case„ there is an obstruction to
the singularity of the limiting Willmore immersion at branch points (it is stated using the second residue,
see [1]). As such, this result may be seen as a technical result aimed at providing new applications to
the loss compactness of Willmore immersions and in particular an extension of Marque’s main result to
arbitrary codimension. This result also constitutes an improvement of Lemma V.3 of Bernard-Rivière
([2]) since it identifies the multiplicity dk corresponding to ~Φk to be the integer θ0 − 1 ≥ 0 eventually
(i.e. for k ∈ N large enough), which also restricts the possibilities of bubbling of Willmore surfaces.
If the limiting branched immersions has a branch point of order, then the bubble that appears at this
point must have a branch point of the same order. Since the result also applies to the viscosity method,
we expect that it should help shedding some light on the problem to determining the Morse index of
branched Willmore spheres realising the min-max sphere eversion (see [35], [18], [20], [21], [19]).

More generally, an L2,1 quantization of the energy permits to obtain a pointwise expansion of the
conformal parameter by constructing—using by Hélein’s methods ([10]) and their extension to Willmore
immersions by T. Rivière ([28], [2])—a controlled L2,1 Coulomb frame.

Theorem B. Under the conditions of Theorem A, assume furthermore that the following strong L2,1

no-neck energy holds

lim
α→0

lim
k→∞

‖∇~nk‖L2,1(Ωk(α)) = 0.

Then there exists α0 > 0 such that for all k ∈ N large enough, there exists a moving frame (~fk,1, ~fk,2) ∈
W 1,(2,1)(Bα0(0))×W 1,(2,1)(Bα0(0)) and a universal constant C1(n) (independent of k) such that∥∥∥∇~fk,1∥∥∥

L2,1(Bα0 (0))
+
∥∥∥∇~fk,2∥∥∥

L2,1(Bα0 (0))
≤ C1(n)

(
1 + ‖∇~nk‖L2,1(Ωk(α0))

)
‖∇~nk‖L2,1(Ωk(α0)) .

Furthermore, there exists a sequence of functions µk ∈ W 2,1(Bα0(0)) and a universal constant C2(n)
such that ∥∥∇2µk

∥∥
L1(Bα0 (0)) + ‖∇µk‖L2,1(Bα0 (0)) + ‖µk‖L∞(Bα0 (0)) ≤ C2(n)

∫
Ωk(α0)

|∇~nk|2dx
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and there exists a sequence of holomorphic functions ψk : Bα0(0) → C and χk : Bα0(0) → C such that
χk(0) = 0, c ∈ C and {ck}k∈N ⊂ C such that ck −→

k→∞
c and

ψk(z) = eckzθ0−1 (1 + χk(z)) (1.1)

and

eλk = eµk |ψk(z)| = eRe (ck)|z|θ0−1 (1 + o(1)) , for all z ∈ Ωk(α). (1.2)

Finally, there exists ~A0 ∈ Cn (satisfying 〈 ~A0, ~A0〉 = 0) and { ~Ak,0}k∈N ∈ Cn such that ~Ak,0 −→
k→∞

~A0 and
for all z ∈ Ωk(α0), we have the pointwise identities

∂z~Φk = 1
2e

ck+µk(z)zθ0−1 (1 + χk(z))
(
~fk,1 − i ~fk,2

)
= ~Ak,0z

θ0−1 + o
(
|z|θ0−1) . (1.3)

Remark. Theorem B corresponds to Theorem 3.5 below.

These two theorems have analogues in the case of multiple bubbles but we will not state them here
for the sake of simplicity of presentation.

We also prove that this stronger quantization property holds for sequences of Willmore immersions
of uniformly bounded Willmore energy and for Willmore spheres arising in min-max constructions in the
viscosity method.

Theorem C. Let Σ be a closed Riemann surface and assume that {~Φk}k∈N is a sequence of smooth
Willmore immersions such that

lim sup
k→∞

W (~Φk) <∞.

Assume furthermore that the conformal class of {~Φ∗kgRn}k∈N lies in a compact subset of the moduli space.
Then for all 0 < α < 1 let Ωk(α) = BαRk \ Bα−1rk(0) be a neck domain and θ0 ∈ N such that (by
Theorem 3.1)

θ0 − 1 = lim
α→0

lim
k→∞

∫
∂Bα−1rk

(0)
∂νλk dH

1, (1.4)

and define

Λ = sup
k∈N

(
‖∇λk‖L2,∞(Ωk(1)) +

∫
Ωk(1)

|∇~nk|2dx

)
.

Then there exist a universal constant C3 = C3(n), and α0 = α0({~Φk}k∈N) > 0 such that for all 0 < α <
α0 and k ∈ N large enough,

‖∇~nk‖L2,1(Ωk(α)) ≤ C3(n)eC3(n)Λ
(

1 + ‖∇~nk‖L2(Ωk(4α))

)
‖∇~nk‖L2(Ωk(4α)) . (1.5)

In particular, we deduce by the L2,1 no-neck energy

lim
α→0

lim sup
k→∞

‖∇~nk‖L2,1(Ωk(α)) = 0.

Remark. Theorem C corresponds to Theorem 4.1 below.

A similar result was proved by Lamm-Sharp ([12]) in the case of conformally invariant problems and
in the more general setting introduced by Rivière ([27]) of elliptic systems with antisymmetric potentials,
and by Changyou Wang in the case of harmonic maps ([37]).
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Finally, we show that this hypothesis is indeed satisfied for sequences of Willmore immersions of
precompact conformal class or in the viscosity method for spheres. The proof of such a result builds
on the previous work of Rivière ([28], [32]), Bernard-Rivière ([1], [2]) and Laurain-Rivière ([13], [15],
[14]) and on the general philosophy of integration by compensation and geometric analysis on surfaces
(including [4], [36], [23], [10]). We refer to Theorem 4.1 and Theorem 6.2 for the precise (and somewhat
technical) statement.

Corollary 1.4. Let Σ be a closed Riemann surface and assume that {~Φk}k∈N is a sequence of Willmore
imersions from Σ into Rn such that

lim sup
k→∞

∫
Σ
| ~H~Φk |

2dvolg~Φk <∞.

Assume furthermore that the conformal class of {~Φ∗kgRn}k∈N lies in a compact subset of the moduli
space. Then there exists {a1, · · · , am} ⊂ Σ, sequences {xi,jk }k∈N, 1 ≤ i ≤ n, 1 ≤ j ≤ mi such that
xi,jk −→

k→∞
ai for all i, j and branched Willmore immersions ~Φ∞ : Σ → Rn, ~Φi,j∞ : S2 = C ∪ {∞} → Rn

and {ρi,jk }k∈N ⊂ (0,∞) with ρi,jk −→
k→∞

0 and for all 1 ≤ i ≤ m and 1 ≤ j 6= j′ ≤ m,

lim
k→∞

max
{
ρi,jk
ρi,j

′

k

+
ρi,j

′

k

ρi,jk
,
|xi,jk − x

i,j′

k |
ρi,jk + ρi,j

′

k

}
=∞.

such that ∥∥∥∥∥∥∇~n~Φk −∇~n~Φ∞ −
m∑
i=1

mi∑
j=1
∇~n~Φi,j∞ ((ρi,jk )−1( · − xi,jk ))

∥∥∥∥∥∥
L2,1(Σ)

= 0. (1.6)

In particular, we have∥∥∥∥∥∥~n~Φk − ~n~Φ∞ −
m∑
i=1

mi∑
j=1

(
~n~Φi,j∞ ((ρi,jk )−1( · − xi,jk ))− ~n~Φi,j∞ (∞)

)∥∥∥∥∥∥
L∞(Σ)

= 0. (1.7)

The proof of Corollary is found at the end of Section 4.

Remark. (1) The writing of (1.6) and (1.7), classical in concentration compactness theory, makes use
of implicit cutoff functions (see [37]).

(2) This result is optimal in the Cl,β topology since the C0,β norm for β > 0 is not scaling invariant.
For another C0 theory for the blow-up of elliptic equations of order 2, see [24], [12] and [37].

More precisely, the C0 energy quantization permits to link the values of the normal of the limiting
immersion of the one of bubbles. Let us state the result in the case of a single bubble for simplicity.

Corollary 1.5. Let Σ be a closed Riemann surface and assume that {~Φk}k∈N is a sequence of Willmore
immersions from Σ in Rn such that

lim
k→∞

∫
Σ
| ~H~Φk |

2dvolg~Φk <∞.

Assume furthermore that the conformal class of {~Φ∗kgRn}k∈N lies in a compact subset of the moduli space.
Following [2], let ~Φ∞ : Σ→ Rn be such that for some finite collection {a1, · · · , am} ⊂ Σ, we have

~Φk −→
k→∞

~Φ∞ in Clloc(Σ \ {a1, · · · , am}) for all l ∈ N.

Let 1 ≤ i ≤ n and assume that a single bubble ~Ψi
∞ : S2 → Rn forms at ai. Then we have

~n~Φ∞(ai) = ~n~Ψi∞
(∞). (1.8)

In the case of bubbles over bubbles, normals at junctions coincide with the value of the normal at
N =∞ ∈ S2 of the bubble. The proof is exactly the same.
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2 Uniform control of the conformal factor in necks

For the definitions related to Lorentz spaces, we refer the reader to the Appendix (Section 7.1).
In this section we obtain a refinement of Lemma V.3 of [2].

Theorem 2.1. There exists a positive real numbers ε1 = ε1(n) > 0 and Γ0(n) > 0 with the following
property. Let 0 < 26r < R < ∞ be fixed radii and ~Φ : Ω = BR \ Br(0) → Rn be a weak immersion of
finite total curvature such that

‖∇~n‖L2,∞(Ω) ≤ ε1(n). (2.1)

Fix some
( r
R

) 1
3
< α < 1, and define Ωα = BαR \Bα−1r(0). Then we have

‖∇(λ− d log |z|)‖L2,1(Ωα) ≤ Γ0

(√
α ‖∇λ‖L2,∞(Ω) +

∫
Ω
|∇~n|2dx

)
(2.2)

and for all r ≤ ρ < R, we have∣∣∣∣∣d− 1
2π

∫
∂Bρ

∂νλ dH
1

∣∣∣∣∣ ≤ Γ0

∫
Bmax{ρ,2r}\Br(0)

|∇~n|2dx+ 1
log
(
R
ρ

) ∫
Ω
|∇~n|2dx

 (2.3)

In particular, there exists a universal constant Γ′0 = Γ′0(n) and Aα ∈ R such that

‖λ− d log |z| −Aα‖L∞(Ωα) ≤ Γ′0
(√

α ‖∇λ‖L2,∞(Ω) +
∫

Ω
|∇~n|2dx

)
. (2.4)

The proof relies on the strategy developed in [2] (and the lemmas from [13], [15] for the Lemmas 2.2
and 2.3) and the following two lemmas, which will allow us to move from a L2,∞ bound to a L2,1 bound
in a quantitative way.

Lemma 2.2. Let u : BR \Br(0)→ R be a harmonic function such that for some ρ0 ∈ (r,R)∫
∂Bρ0

∂νu dH
1 = 0.

Then there exists a universal constant Γ1 > 0 (independent of 0 < 4r < R < ∞) such that for all( r
R

) 1
2
< α <

1
2 , we have

‖∇u‖L2(BαR\Bα−1r(0)) ≤ Γ1 ‖∇u‖L2,∞(BR\Br(0)) .

Proof. First, we show that for all α−1r ≤ ρ ≤ αR, and for all 0 < α <
1
2 we have

‖∇u‖L∞(∂Bρ(0)) ≤
4

log(2)

√
3
π

1
(1− α)ρ ‖∇u‖L2,∞(Bα−1ρ\Bαρ(0)) . (2.5)

By a slight abuse of notation, we will write r instead of ρ in the following estimates.

As 0 < α <
1
2 , we have for all x ∈ ∂Br(0), the inclusion B(1−α)r(x) ⊂ Bα−1r \ Bαr(0). Therefore,

thanks to the mean value property, we have for all 0 < β < (1− α)r

∇u(x) = 1
2πβ

∫
∂Bβ(x)

∇u(y) dH 1(y). (2.6)
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Now, thanks to the co-area formula, we have
(
if Iα(r) =

(
(1−α)

2 r, (1− α)r
))

∫
B(1−α)r\B(1−α)r/2(x)

|∇u(y)|dy =
∫ (1−α)r

(1−α)r
2

(∫
∂Bβ(x)

|∇u(y)| dH 1(y)
)
dβ

≥ inf
β∈Iα(r)

(
β

∫
∂Bβ(x)

|∇u(y)|dH 1(y)
)∫ (1−α)r

(1−α)r
2

dβ

β
= log(2) inf

β∈Iα(r)

(
β

∫
∂Bβ(x)

|∇u(y)|dH 1(y)
)

Therefore, there exists β ∈
(

(1−α)r
2 , (1− α)r

)
(notice that this shows that the limiting values ρ = α−1r

and ρ = αR are admissible) such that

β

∫
∂Bβ(x)

|∇u(y)| dH 1(y) ≤ 1
log(2)

∫
B(1−α)r\B(1−α)r/2(x)

|∇u(y)|dy

or

1
2πβ

∫
∂Bβ(x)

|∇u(y)|dH 1(y) ≤ 1
2π log(2)β2

∫
B(1−α)r\B(1−α)r/2(x)

|∇u(y)|dy. (2.7)

Now, notice that∥∥∥1B(1−α)r\B(1−α)r/2(x)

∥∥∥
L2,1(R2)

= 4
∫ ∞

0

(
L 2(B(1−α)r \B(1−α)r/2(x) ∩ {x : 1 > t}

) 1
2 dt

= 2
√

3π(1− α)r. (2.8)

Furthermore, as β > (1− α)r
2 , we have

1
β2 ≤

4
(1− α)2r2 . (2.9)

Therefore, we have by the mean value property (2.6), the inequalities (2.7), (2.8), (2.9) and the duality
L2,1/L2,∞

|∇u(x)| ≤ 1
2πβ

∫
∂Bβ(x)

|∇u(y)| dH 1(y)

≤ 2
π log(2)(1− α)2r2

∥∥∥1B(1−α)r\B(1−α)r/2(x)

∥∥∥
L2,1(R2)

‖∇u‖L2,∞(B(1−α)r\B(1−α)r/2(x))

≤ 4
log(2)

√
3
π

1
(1− α)r ‖∇u‖L2,∞(Bα−1r\Bαr(0)) .

As x ∈ ∂Br(0) was arbitrary, this proves the inequality (2.5). Now, as u is harmonic, there exists
{an}n∈Z ⊂ C such that

u(ρ, θ) = a0 + d log ρ+
∑
n∈Z∗

(
anρ

n + a−nρ
−n) einθ,

which implies by the hypothesis that

0 =
∫
∂Bρ0

∂νu dH
1 = 2πd (2.10)

so that for all r < ρ < R ∫
∂Bρ

∂νu = 0.
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Therefore, integrating by parts, we find∫
BαR\Bα−1r

|∇u(x)|2dx =
∫
∂BαR

∂νuu dH
1 −

∫
∂Bα−1r

∂νuu dH
1

=
∫
∂BαR

∂νu(u− uαR)dH 1 −
∫
Bα−1r

∂νu (u− uα−1r) dH 1 (2.11)

where uρ = −
∫
∂Bρ

u dH 1 is the average of u on ρ, for all r < ρ < R.

Now, if Γ2 = Γ2(H 1
2 (S1), L1(S1)) is the constant of the injection H 1

2 (S1) ↪→ L1(S1) (for the norm
defined by the L2 norm of the harmonic extension), we get by (2.5) for all r < ρ < R∣∣∣∣∣

∫
∂Bρ

∂νu (u− uρ) dH 1

∣∣∣∣∣ ≤ ‖∇u‖L∞(∂Bρ) ‖u− uρ‖L1(∂Bρ)

≤ 4
log(2)

√
3
π

1
(1− α)ρ ‖∇u‖L2,∞(BR\Br(0)) × Γ2ρ ‖u‖H 1

2 (∂Bρ)

≤ 4
log(2)

√
3
π

1
(1− α)Γ2 ‖∇u‖L2,∞(BR\Br(0)) ‖∇u‖L2(BαR\Bα−1r(0))

which implies by (2.11) that

‖∇u‖L2(BαR\Bα−1r) ≤
8

log(2)

√
3
π

1
(1− α)Γ2 ‖∇u‖L2,∞(BR\Br(0))

and this concludes the proof of the Lemma.

In the following Lemma we obtain a slight improvement from [15] and generalise it to aW 2,1 estimate,
that will be used in the proof of Theorem 4.1.

Lemma 2.3. Let 0 < 4r < R <∞ be fixed radii, and u : Ω = BR \ Br(0)→ R be a harmonic function
such that for some ρ0 ∈ (r,R) ∫

∂Bρ0

∂νu dH
1 = 0.

Then for all
( r
R

) 1
2
< α < 1, we have

‖∇u‖L2,1(BαR\Bα−1r(0)) ≤ 32
√

2
15

α

1− α ‖∇u‖L2(BR\Br(0)) ,∥∥∇2u
∥∥

L1(BαR\Bα−1r(0)) ≤ 32
√

π

15
α

1− α ‖∇u‖L2(BR\Br(0)) .

Proof. As u is harmonic on BR \Br(0), there exists {an}n∈Z ⊂ C and d ∈ R such that

u(z) = a0 + d log |z|+ 2 Re
(∑
n∈Z

anz
n

)
.

Thanks to (2.10), we deduce that d = 0. Furthermore, taking polar coordinates z = ρeiθ, we have the
identity

|∇u|2 = 4|∂zu|2 = 4

∣∣∣∣∣∑
n∈Z∗

nanz
n−1

∣∣∣∣∣
2

= 4
∑

n,m∈Z∗
nmanamρ

n+m−2ei(n−m)θ. (2.12)
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This implies by the inequality 0 < 4r < R <∞ that∫
BR\Br(0)

|∇u(x)|2dx =8π
∑
n∈Z∗

∫ R

r

|n|2|an|2ρ2n−1dρ = 8π
∑
n∈Z∗

|n|2
(

1
2n |an|

2 (R2n − r2n))
= 4π

∑
n≥1
|n||an|2R2|n|

(
1−

( r
R

)2|n|
)

+ 4π
∑
n≤−1

|n||an|2
1

r2|n|

(
1−

( r
R

)2|n|
)

≥ 15π
4
∑
n≥1
|n|
(
|an|2R2|n| + |a−n|2

1
r2|n|

)
. (2.13)

First L2,1 estimate. Now, we have

‖1‖L2,1(BR\Br) = 4
√
π
(
R2 − r2) 1

2 ≤ 4
√
πR

while for all m ≥ 1,

‖|z|m‖L2,1(BR\Br(0)) = 4
√
πrm

(
R2 − r2) 1

2 + 4
√
π

∫ Rm

rm
(R2 − t 2

m ) 1
2 dt ≤ 4

√
πrmR+ 4

√
π

∫ Rm

rm
Rdt = 4

√
πRm+1.

Likewise, for all m ≥ 2∥∥∥∥ 1
|z|m

∥∥∥∥
L2,1(BR\Br(0))

≤ 4
√
π

∫ 1
rm

0

(
1
t

2
m

− r2
) 1

2

dt ≤ 4
√
π

∫ 1
rm

0

dt

t
1
m

= 4
√
π

m

m− 1
1

rm−1 ≤ 8
√
πr−m+1.

By (2.12), we have

|∇u| ≤ 2
∑
n∈Z∗

|n||an|ρn−1,

and the following estimates by Cauchy-Schwarz inequality

‖∇u‖L2,1(BαR\Bα−1r(0)) ≤ 16
√
π

∑
n≥1
|n||an| (αR)|n| +

∑
n≥1
|n||a−n|

(α
r

)|n|
≤ 16

√
π

(∑
n∈Z∗

|n|α2|n|

) 1
2
∑
n≥1
|n||an|2R2|n| + |n||a−n|2

1
r2|n|

 1
2

= 16
√

2π α

1− α2

∑
n≥1
|n||an|2R2|n| + |n||a−n|2

1
r2|n|

 1
2

. (2.14)

Combining (2.13) and (2.14) yields

‖∇u‖L2,1(BαR\Bα−1r(0)) ≤
16
√

2πα
1− α ×

√
4

15π ‖∇u‖L2(BR\Br(0)) = 32
√

2
15

α

1− α ‖∇u‖L2(BR\Br(0)) ,

which concludes the proof of the first part of the Lemma.
Second W 1,1 estimate. As ∆u = 0, we have |∇2u| = 4|∂2

zu|, and

∂2
zu(z) =

∑
n∈Z∗

n(n− 1)zn−2.

Now, for all m ∈ Z \ {−2}, we have

‖|z|m‖L1(BαR\Bα−1r(0)) = 2π
∫ αR

α−1r

ρm+1dρ = 2π
m+ 2

(
(αR)m+2 − (α−1r)m+2)
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In particular, we have by the triangle inequality and Cauchy-Schwarz inequality∥∥∂2
zu
∥∥

L1(BαR\Bα−1r(0)) ≤ 2π
∑
n∈Z∗

|n||n− 1|
n

|an|
(

(αR)n −
(
α−1r

)n)
= 2π

∑
n≥1
|n− 1||an|(αR)|n|

(
1−

(
α2r

R

)|n|)
+ 2π

∑
n≤−1

|n− 1||an|
(α
r

)|n|(
1−

(
α2r

R

)|n|)

≤ 2π
∑
n≥1
|n− 1||an|(αR)|n| +

∑
n≥−1

|n− 1||an|
(α
r

)|n|

≤ 2π
(∑
n∈Z∗

|n− 1|2

|n|
α2|n|

) 1
2
∑
n≥1
|n||an|2R2|n| +

∑
n≤−1

|n||an|2
1

r2|n|

 1
2

.

Now, notice that∑
n∈Z∗

|n− 1|2

|n|
α2|n| = 2

∑
n≥1

n2 + 1
n

α2n = 2α2

(1− α2)2 + 2 log
(

1
1− α2

)
≤ 4α2

(1− α2)2 .

Recalling from (2.3) that∫
BR\Bα−1r(0)

|∇u(x)|2dx ≥ 15π
4
∑
n≥1
|n|
(
|an|2R2|n| + |a−n|2

1
r2|n|

)
,

we deduce that∥∥∂2
zu
∥∥

L1(BαR\Bα−1r(0)) ≤
4πα

(1− α2) ×
√

4
15π ‖∇u‖L2(BR\Br(0)) = 8

√
π

15
α

1− α2 ‖∇u‖L2(BR\Br(0))

which concludes the proof as |∇2u| = 4|∂2
zu|.

Remark 2.4. Notice that ‖∇ log |z|‖L2(BR\Br(0)) =
√

2π

√
log
(
R

r

)
while

‖∇ log |z|‖L2,1(BαR\Bα−1r(0)) = 4
∫ 1

αR

0

(
L 2(BαR \Bα−1r(0))

) 1
2 dt+ 4

∫ 1
α−1r

1
αR

(
L 2

(
B 1
t
\Bα−1r(0)

)) 1
2
dt

= 4
√
π

αR

(
α2R2 − α−2r2) 1

2 + 4
√
π

∫ 1
α−1r

1
αR

1
t

√
1− r2t2

α2 dt = 4
√
π

(
log
(
α2R

r

)
+ log

(
1 +

√
1−

( r

α2R

)2
))

.

In particular, for all fixed 0 < α < 1, if {Rk}k∈N , {rk}k∈N ⊂ (0,∞) are sequences chosen such that
Rk
rk
−→
k→∞

∞, we have

lim
k→∞

‖∇ log |z|‖L2,1(BαRk\Bα−1rk
(0))

‖∇ log |z|‖L2(BRk\Brk (0))
=∞.

If the assumption 4r < R does not hold, observe that we get the estimate

‖∇u‖L2,1(BαR\Bα−1r(0)) ≤
8
√

2√
1−

(
r
R

)2 α

1− α2 ‖∇u‖L2(BR\Br(0)) .

Proposition 2.5. Let 0 < 26r < R < ∞ be fixed radii, and u : Ω = BR \ Br(0) → R be a harmonic
function such that for some ρ0 ∈ (r,R) ∫

∂Bρ0

∂νu dH
1 = 0.
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Then for all
( r
R

) 1
3
< α <

1
4 ,

‖∇u‖L2,1(BαR\Bα−1r(0)) ≤ 24 Γ1
√
α ‖∇u‖L2,∞(BR\Br(0)) ,

where Γ1 is given in Lemma 2.2.

Proof. Let β =
√
α. Then by Lemma 2.3, we have

‖∇u‖L2,1(Bβ2R\Bβ−2r(0)) ≤
12β

1− β ‖∇u‖L2(BβR\Bβ−1r(0)) .

Furthermore, by Lemma 2.3, we have

‖∇u‖L2(BβR\Bβ−1r(0)) ≤ Γ1 ‖∇u‖L2,∞(BR\Br(0))

Therefore, as β =
√
α < 1/2, we find

‖∇u‖L2,1(BαR\Bα−1r(0)) ≤
12
√
α

1−
√
α

Γ1 ‖∇u‖L2,∞(BR\Br(0)) ≤ 24 Γ1
√
α ‖∇u‖L2,∞(BR\Br(0)) ,

which concludes the proof of the corollary.

We will also need a quantitative estimate of the Lorentz-Sobolev embedding W 1,(2,1)(Ω)→ C0(Ω).

Lemma 2.6. Let n ≥ 2, Ω ⊂ Rn be a bounded connected open set and u ∈W 1,(n,1)(Ω). Then u ∈ C0(Ω)
and for all x, y ∈ Ω such that B2|x−y|(x) ∪B2|x−y|(y) ⊂ Ω, we have

|u(x)− u(y)| ≤ 2n+1

α(n) 1
n

‖∇u‖Ln,1(Ω∩B2|x−y|(x)) . (2.15)

Furthermore, if Ω is a bounded Lipschitz open subset of Rn, then there exists a constant C4 = C4(Ω)
such that

‖u− uΩ‖L∞(Ω) ≤ C4 ‖∇u‖Ln,1(Ω) , (2.16)

where uΩ = −
∫

Ω
u dL n is the mean of u.

Remarks on the proof. The proof proceeds in a fairly standard way, using an estimate on averages, the
Ln,1/L

n
n−1 ,∞ duality and Lebesgue differentiation theorem on Rn. The extension to the case of domains

is easily given by extension operators and interpolation theory to obtain a continue linear extension
operator W 1,(n,1)(Ω)→W 1,(n,1)(Rn) (using the Stein-Weiss interpolation theorem).

Proof. Let x ∈ Ω and d = dist(x, ∂Ω) > 0. For all 0 < r < d, let

ux,r = −
∫
Br(x)

u dL n = 1
α(n)rn

∫
Br(x)

u dL n.

Then for all 0 < r < d, we have

ux,r = 1
α(n)

∫
B1(0)

u(x+ r(y − x))dy

so that ∣∣∣∣ ddrux,r
∣∣∣∣ =

∣∣∣∣∣
∫
B1(0)

∇u(x+ r(y − x)) · (y − x)dy

∣∣∣∣∣ ≤ −
∫
Br(x)

|∇u|dL n. (2.17)
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Therefore, we have by Fubini theorem and the duality Ln,1/L
n
n−1 ,∞ (see the estimate (7.8)) for all

0 < t ≤ d∫ t

0

∣∣∣∣ ddrux,r
∣∣∣∣ dr ≤ 1

α(n)

∫ t

0

1
rn

∫
Br(x)

|∇u(y)|dL n(y)dr = 1
α(n)

∫ t

0

∫
Bt(x)

1
rn
|∇u(y)|1{|x−y|<r}dL n(y)dr

= 1
α(n)

∫
Bt(x)

|∇u(y)
(∫ d

|x−y|

dr

rn

)
dL n(y) ≤ 1

(n− 1)α(n)

∫
Bt(x)

|∇u(y)|
|x− y|n−1 dL

n(y)

≤ 1
n2α(n) ‖∇u‖Ln,1(Bt(x))

∥∥∥∥ 1
|x− · |n−1

∥∥∥∥
L

n
n−1 ,∞(Bt(x))

= 1
nα(n) 1

n

‖∇u‖Ln,1(Bt(x))

as for all x ∈ Rn ∥∥∥∥ 1
|x− · |n−1

∥∥∥∥
L

n
n−1 ,∞(Rn)

= nα(n)
n
n−1 . (2.18)

Therefore, by the Sobolev embedding W 1,1(R) ⊂ C0(R), the function (0, d]→ R, r 7→ ux,r is continuous,
and for all 0 < s < t ≤ d, we have

|ux,s − ux,t| ≤
∫ t

s

∣∣∣∣ ddrux,r
∣∣∣∣ dr ≤ 1

nα(n) 1
n

‖∇u‖Ln,1(Bt(x)) . (2.19)

Let {rn}n∈N ⊂ (0,∞) such that rn −→
n→∞

0. Then (2.19) implies that

|ux,rn − ux,rm | ≤
1

nα(n) 1
n

‖∇u‖Ln,1(Bmax{rn,rm}(x)) −→
n,m→∞

0

which implies that {ux,rn}n∈N is a Cauchy sequence. Now, recall that by the Lebesgue differentiation
theorem, for L n almost all x ∈ Ω, we have

u(x) = lim
r→0

ux,r.

Therefore, for L n almost all x ∈ Ω and for all 0 < r < d(x) = dist(x, ∂Ω), we have

|u(x)− ux,r| ≤
1

nα(n) 1
n

‖∇u‖Ln,1(Br(x)) . (2.20)

To prove that u is continuous, let x, y ∈ Ω such that (2.20) holds for x and y (the proof is an adaptation
of the Hölder continuous embedding of Campanato spaces of the right indices). Furthermore, without
loss of generality, we can assume that x 6= y, and 2|x− y| < max {d(x), d(y)}, so that

B2|x−y|(x) ∪B2|x−y|(y) ⊂ Ω.

Therefore, if r = |x− y| we have

|u(x)− u(y)| ≤ |u(x)− ux,r|+ |ux,r − uy,r|+ |u(y)− uy,r|

≤ 1
nα(n) 1

n

(
‖∇u‖Ln,1(B|x−y|(x)) + ‖∇u‖Ln,1(B|x−y|(y))

)
+ |ux,r − uy,r| (2.21)

so we need only estimate |ux,r − uy,r|, as

‖∇u‖Ln,1(B|x−y|(x)) + ‖∇u‖Ln,1(B|x−y|(y)) −→y→x 0.

We have

ux,r − uy,r = 1
α(n)rn

∫
Br(x)

u(z1)dL n(z)1 −
1

α(n)rn

∫
Br(y)

u(z2)dL n(z2)

= 1
(α(n)rn)2

∫
Br(x)×Br(y)

(u(z1)− u(z2))dL n(z1)dL n(z2)
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= 1
(α(n)rn)2

∫
Br(x)×Br(y)

(∫ 1

0
∇u(z2 + t(z1 − z2)) · (z1 − z2)dt

)
dL n(z1)dL n(z2) (2.22)

Furthermore, for all t ∈ [0, 1] and (z1, z2) ∈ Br(x) × Br(y), we have z2 + t(z1 − z2) ∈ B2r(x) and
|z1 − z2| ≤ 2r. Therefore, Fubini’s theorem implies that (by (7.8))∣∣∣∣∣

∫
Br(x)

(∫ 1

0
∇u(z2 + t(z1 − z2)) · (z1 − z2)dt

)
dL n(z1)

∣∣∣∣∣
≤
∫ 1

0

(∫
Br(x)

|∇u(z2 + t(z1 − z2))|
|z1 − z2|n−1 |z1 − z2|ndL n(z1)

)
dt

≤ 1
n

2nrn
∫ 1

0
‖∇u(z2 + t( · − z2))‖Ln,1(Br(x))

∥∥∥∥ 1
| · −z2|

∥∥∥∥
L

n
n−1 ,∞(Br(x))

dt

≤ 2nrnα(n)
n
n−1

∫ 1

0
‖∇u‖Ln,1(B2r(x)) dt = 2nrnα(n)

n
n−1 ‖∇u‖Ln,1(B2r(x)) . (2.23)

Therefore, by (2.22) and (2.23), we find

|ux,r − uy,r| ≤
1

α(n)rn

∫
Br(y)

2n

α(n) 1
n

‖∇u‖Ln,1(B2|x−y|(x)) dL
n(z2) = 2n

α(n) 1
n

‖∇u‖Ln,1(B2|x−y|(x)) .

(2.24)

Furthermore, as the argument is symmetric in x and y notice that

|ux,r − uy,r| ≤
2n

α(n) 1
n

min
{
‖∇u‖Ln,1(B2|x−y|(x)) , ‖∇u‖Ln,1(B2|x−y|(y))

}
.

Finally, thanks to (2.21) and (2.24) we get

|u(x)− u(y)| ≤ 2n+1

α(n) 1
n

‖∇u‖Ln,1(B2|x−y|(x)) (2.25)

which implies that u is continuous, with modulus of continuity at x

r 7→ 2n+1

α(n) 1
n

‖∇u‖Ln,1(Ω∩B2r(x)) .

Now, for the L∞ bound, first consider the case Ω = Rn, and let G : Rn ×Rn → R∪ {∞} be the Green’s
function of the Laplacian on Rn. Then

∇yG(x, y) = 1
nα(n)

1
|x− y|n−1 ∈ L

n
n−1 ,∞(Rn)

and we have for all x ∈ Rn

u(x) =
∫
Rn

∆yG(x, y)u(y)dy = −
∫
Rn
∇yG(x, y) · ∇u(y)dy

and (2.18) implies that

‖u‖L∞(Rn) ≤
n− 1
n2 ‖∇u‖Ln,1(Rn) ‖∇yG(x, y)‖

L
n
n−1 ,∞(Rn)

= (n− 1)
n3α(n) ‖∇u‖Ln,1(Rn)

∥∥∥∥ 1
|x− · |n−1

∥∥∥∥
L

n
n−1 ,∞(Rn)

= (n− 1)
n2α(n) 1

n

‖∇u‖Ln,1(Rn) ≤
1

nα(n) 1
n

‖∇u‖Ln,1(RN ) (2.26)

Now, (thanks to [3] IX.7) there exists a linear extension operator

P :
⋃

1≤p<∞
W 1,p(Ω)→

⋃
1≤p<∞

W 1,p(Rn)
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such that for 1 ≤ p <∞ the restriction P |W 1,p(Ω)→ W 1,p(Rn) be a continuous linear operator. Then
by identifyingW 1,p(Ω) with a closed subset of Lp(Rn)n+1, the Stein-Weiss interpolation theorem implies
that for all P extends as a continuous linear operator W 1,(n,1)(Ω) into W 1,(n,1)(Rn), as the Sobolev
embedding Ln(Ω) ↪→ Lq(Ω) for all 1 ≤ q < ∞ shows that ∇u ∈ Ln,1(Ω) implies that u ∈ Ln,1(Ω).
Therefore, by (2.26), for all u ∈W 1,(n,1)(Ω), we have

‖u‖L∞(Ω) ≤ ‖∇Pu‖L∞(Rn) ≤
1

nα(n) 1
n

‖Pu‖Ln,1(Rn) ≤ Γ3

(
‖u‖Ln,1(Ω) + ‖∇u‖Ln,1(Ω)

)
≤ Γ′3(‖u‖Ln(Ω) + ‖∇u‖Ln,1(Ω)), (2.27)

where we have used in the last line the embedding W 1,n(Ω) ↪→ Ln,1(Ω).
Now, (2.27) implies by the classical Poincaré-Wirtinger inequality and the continuous embedding

Ln,1(Ω) ↪→ Ln(Ω)

‖u− uΩ‖L∞(Ω) ≤ Γ′3(‖u− uΩ‖Ln(Ω) + ‖∇u‖Ln,1(Ω)) ≤ Γ′3
(

Γ′′3 ‖∇u‖Ln(Ω) + ‖∇u‖Ln,1(Ω)

)
≤ C4(Ω) ‖∇u‖Ln,1(Ω)

and this concludes the proof of the Lemma.

Now, we will need to refine the L∞ bound to obtain an estimate independent of the conformal class
(bounded away from −∞) of flat annuli in Rn.

Proposition 2.7. Let 0 < 2r < R < ∞ and Ω = BR \ Br(0) ⊂ Rn. Then there exists a universal
constant Γ4 = Γ4(n) such that for all u ∈W 1,(n,1)(Ω), we have

‖u− uΩ‖L∞(Ω) ≤ Γ4(n) ‖∇u‖Ln,1(Ω) . (2.28)

Remarks on the proof. By scaling invariance of the inequality of Lemma 2.6, the constant C4(Ω(r))
inequality (2.16) for annuli Ω(r) = B2r\Br(0) is independent of 0 < r <∞, which allows one to introduce
a dyadic decomposition of the annulus Ω = BR \ Br(0) since the conformal class log

(
R
r

)
≥ log(2) is

bounded from below. Using once more the Ln,1/L
n
n−1 ,∞ duality and Fubini’s theorem, we deduce that

the various averages can be controlled by the Ln,1 norm of ∇u which finally permits after a suitable
decomposition to obtain the inequality (2.28).

Proof. First, observe that the L∞ norm and the (n, 1) norm of the gradient ‖∇ · ‖Ln,1(Ω) are scaling
invariant (see (2.40) for the case n = 2). Therefore, the constant C4(Ω) in Theorem 2.1 is scaling
invariant. In particular, there exists a universal constant C ′4(n) = C4(B2 \ B1(0)) such that for all
0 < r <∞ and u ∈W 1,(n,1)(B2r \Br(0)), we have∥∥∥u− uB2r\Br(0)

∥∥∥
L∞(B2r\Br(0))

≤ C ′4(n) ‖∇u‖Ln,1(B2r\Br(0)) . (2.29)

Now, as 2r < R let J ∈ N such that

2Jr < R ≤ 2J+1r.

Then we have

Ω = BR \BR
2

(0) ∪
J−1⋃
j=0

B2j+1r \B2jr(0).

For the convenience of notation, let us write Ωj = B2j+1r \B2jr for all 0 ≤ j ≤ J − 1. Thanks to (2.29)
for all 0 ≤ j ≤ J , we have

‖u− uj‖L∞(Ωj) ≤ C
′
4(n) ‖∇u‖Ln,1(Ωj) where uj = −

∫
Ωj
u dL n
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∥∥∥u− uBR\BR/2(0)

∥∥∥
L∞(BR\BR/2(0))

≤ C ′4(n) ‖∇u‖Ln,1(BR\BR/2(0)) . (2.30)

Now define for all r < t < R

ut = −
∫
∂Bt(0)

u dH n−1.

For all r < t < R, thanks to a similar argument as given in (2.17), we have∣∣∣∣ ddtut
∣∣∣∣ ≤ −∫

∂Bt

|∇u|dH n−1.

Furthermore, if r ≤ r1 < R is a fixed radius, thanks to the co-area formula, we have for L 1 almost all
t ∈ (r1, R) ∫

∂Bt

|∇u| dH n−1 = d

dt

∫ t

r1

(∫
∂Bs

|∇u|dH n−1
)
dL 1(s) = d

dt

∫
Bt\Br1 (0)

|∇u|dL n.

Therefore, we have∫ r2

r1

∣∣∣∣ ddtut
∣∣∣∣ dt ≤ 1

nα(n)

∫ r2

r1

1
tn−1

(∫
∂Bt

|∇u|dH n−1
)
dt

= 1
nα(n)

[
1

tn−1

∫
Bt\Br1 (0)

|∇u|dL n

]r2
r1

+ n− 1
nα(n)

∫ r2

r1

1
tn

(∫
Bt\Br1 (0)

|∇u|dL n

)
dt

= 1
nα(n)

1
rn−1
2

∫
Br2\Br1 (0)

|∇u|dL n + n− 1
nα(n)

∫ r2

r1

∫
Br2\Br1 (0)

|∇u(x)|
tn

1{r1≤|x|≤t}dL
n(x)dt.

(2.31)

Furthermore, observe that∫
Br2\Br1 (0)

|∇u(x)|
|x|n−1 dL n(x) ≤ 1

n
‖∇u‖Ln,1(Br2\Br1 (0))

∥∥∥∥ 1
|x|n−1

∥∥∥∥
L

n
n−1 ,∞(Br2\Br1 (0))

≤ α(n)
n
n−1 ‖∇u‖Ln,1(Br2\Br1 (0)) (2.32)

while by Fubini’s theorem∫ r2

r1

∫
Br2\Br1 (0)

|∇u(x)|
tn

1{r1≤|x|≤t}dL
n(x)dt =

∫
Br2\Br1 (0)

|∇u(x)|
(∫ r2

|x|

dt

tn−1 dt

)
dL n(x)

= 1
n− 1

∫
Br2\Br1 (0)

|∇u(x)|
(

1
|x|n−1 −

1
rn−1
2

)
. (2.33)

Finally, we get by (2.31), (2.32), (2.33), (2.34) and (2.18)∫ r2

r1

∣∣∣∣ ddtut
∣∣∣∣ dt ≤ 1

nα(n)
1

rn−1
2

∫
Br2\Br1 (0)

|∇u|dL n + n− 1
nα(n)

∫ r2

r1

∫
Br2\Br1 (0)

|∇u(x)|
tn

1{r1≤|x|≤t}dL
n(x)dt

= 1
nα(n)

1
rn−1
2

∫
Br2\Br1 (0)

|∇u|dL n + 1
nα(n)

∫
Br2\Br1 (0)

|∇u(x)|
(

1
|x|n−1 −

1
rn−1
2

)
= 1
nα(n)

∫
Br2\Br1 (0)

|∇u(x)|
|x|n−1 dL n(x) ≤ 1

nα(n) 1
n

‖∇u‖Ln,1(Br2\Br1 (0)) (2.34)

Therefore, we have for all r ≤ r1 < r2 ≤ R

|ur1 − ur2 | ≤
1

nα(n) 1
n

‖∇u‖Ln,1(Br2\Br1 (0)) . (2.35)
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Furthermore, recalling that β(n) = H n−1(Sn−1) = nα(n) we obtain for all r ≤ s < t ≤ R, thanks to
(2.35) that

−
∫
Bt\Bs(0)

u dL n = n

β(n)(tn − sn)

∫ t

s

(∫
∂Bρ

u dH n−1

)
dρ

≤
∫ t

s

(
ρn−1

tn−1

∫
∂Bt

u dH n−1 + β(n) ρn−1

nα(n) 1
n

‖∇u‖Ln,1(Bt\Bs(0))

)
= n

β(n)(tn − sn)

(
tn − sn

n
β(n)−

∫
∂Bt

u dH n−1 + β(n)
n

tn − sn

nα(n) 1
n

‖∇u‖Ln,1(Br2\Br1 (0))

)
= −
∫
∂Bt

u dH n−1 + 1
nα(n) 1

n

‖∇u‖Ln,1(Bt\Bs(0))

and the reverse inequality (given by (2.35))∫
∂Bρ

u dH n−1 ≥ ρn−1

tn−1

∫
∂Bt

u dH n−1 − β(n)
nα(n) 1

n

ρn−1 ‖∇u‖Ln,1(Bt\Bs(0)) for all s < ρ < t

shows that for all r ≤ s < t ≤ R∣∣∣∣∣−
∫
Bt\Bs(0)

u dL n −−
∫
∂Bt

u dH n−1

∣∣∣∣∣ ≤ 1
nα(n) 1

n

‖∇u‖Ln,1(Bt\Bs(0)) .

Therefore, by the triangle inequality we finally obtain that for all 0 ≤ j ≤ J − 1,

|uj − uΩ| =

∣∣∣∣∣−
∫
B2j+1r\B2jr(0)

u dL n −−
∫
BR\Br(0)

u dL n

∣∣∣∣∣ ≤
∣∣∣∣∣−
∫
B2j+1r\B2jr(0)

u dL n −−
∫
∂B2j+1r

u dH n−1

∣∣∣∣∣
+

∣∣∣∣∣−
∫
∂B2j+1r

u dH n−1 −
∫
∂BR

u dH n−1

∣∣∣∣∣+

∣∣∣∣∣−
∫
BR\Br(0)

u dL n −
∫
∂BR

u dH n−1

∣∣∣∣∣
≤ 3
nα(n) 1

n

‖∇u‖Ln,1(Ω) , (2.36)

and likewise, ∣∣∣uBR\BR/2(0) − uΩ

∣∣∣ ≤ 3
nα(n) 1

n

‖∇u‖Ln,1(Ω) . (2.37)

Finally, thanks to (2.30), (2.36) and (2.37), we have

‖u− uΩ‖L∞(Ω) ≤
(
C ′4(n) + 3

nα(n) 1
n

)
‖∇u‖Ln,1(Ω)

and this concludes the proof of the Proposition.

We now come back to the proof of Theorem 2.1.

Remarks on the proof. The proof closely follows the one of [2], using the L2,1 estimate in lieu of
the L2 one, using the previous Lemma (2.5) to prove the inequality (2.2), and Proposition 2.7 for the
inequality (2.3).

Proof. (of Theorem 2.1) Thanks to Lemma IV.1 [2], there exists a universal constant Γ6 = Γ6(n) > 0
and an extension ~̃n : BR(0)→ Gn−2(Rn) of ~n such that~̃n = ~n on Ω = BR \Br(0)∥∥∇~̃n∥∥L2,∞(BR(0)) ≤ Γ6(n) ‖∇~n‖L2(Ω) .

(2.38)
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Therefore, by Lemma IV.3 of [2], there exists a universal constant Γ7 = Γ7(n) and a moving Coulomb
frame (~e1, ~e2) ∈W 1,2(BR(0), Sn−1)×W 1,2(BR(0), Sn−1) such that{

~̃n = ? (~e1 ∧ ~e2) div (~e1 · ∇~e2) = 0
‖∇~e1‖2L2(BR(0)) + ‖∇~e2‖2L2(BR(0)) ≤ Γ7(n) ‖∇~n‖2L2(Ω) .

(2.39)

Furthermore, notice that for all u ∈W 1,(2,1)
loc (R2), and for all ρ > 0, we have

‖∇u‖L2,1(Bρ(0)) = 4
∫ ∞

0

(
L 2(Br0 ∩ {x : |∇u(x)| > t})

) 1
2 dL 1(t)

= 4
∫ ∞

0

(∫
Bρ(0)

1{x:|∇u(x)|>t}dL
2(x)

) 1
2

dL 1(t) = 4
∫ ∞

0

(∫
B1(0)

1{y:|∇(u◦ϕρ)(y)|>ρt}ρ
2dL 2(y)

) 1
2

dL 1(t)

= 4
∫ ∞

0

(∫
B1(0)

1{y:|∇(u◦ϕρ)(y)|>s}ρ
2dL 2(y)

) 1
2

ρ−1 dL 1(s) = ‖∇(u ◦ ϕρ)‖L2,1(B1(0)) . (2.40)

where ϕρ(y) = ρy. Now, if µ : BR(0)→ R is the unique solution of the system{
∆µ = ∇⊥~e1 · ∇~e2 in BR(0)
µ = 0 on ∂BR(0)

(2.41)

then µ̃ = µ ◦ ϕR solves (with evident notations){
∆µ̃ = ∇⊥~̃e1 · ∇~̃e2 in B1(0)
µ̃ = 0 on S1

Therefore, the improved Wente inequality ([10], 3.4.1) shows that there exists a universal constant Γ8 > 0
such that

‖∇µ‖L2,1(BR(0)) = ‖∇µ̃‖L2,1(B1(0)) ≤ Γ8

∥∥∥∇~̃e1

∥∥∥
L2(B1(0))

∥∥∥∇~̃e2

∥∥∥
L2(B1(0))

= Γ8 ‖∇~e1‖L2(BR(0)) ‖∇~e2‖L2(BR(0))

≤ 1
2Γ7(n)Γ8

∫
Ω
|∇~n|2dx. (2.42)

Furthermore, notice that we also have the optimal inequality

‖∇µ‖L2(BR(0)) ≤
1
4

√
3
π
‖∇~e1‖L2(BR(0)) ‖∇~e2‖L2(BR(0)) ≤

1
8

√
3
π

Γ7(n)
∫

Ω
|∇~n|2dx. (2.43)

Now, let υ = λ − µ on Ω = BR \ Br(0). Then υ is harmonic on Ω and υ = λ on ∂BR(0). Then as υ is
harmonic, there exists d ∈ R and {ak}k∈Z ⊂ C such that

υ(ρ, θ) = a0 + d log ρ+
∑
k∈Z∗

(
akρ

k + a−kρ
−k) eikθ.

Now, noticing that for all r < ρ < R

d = 1
2π

∫
∂Bρ

∂νυ, (2.44)

this implies that υ − d log |z| satisfies the hypothesis of Proposition 2.5. Therefore, using the identity

υ = λ− µ, the inequalities (2.43) and ‖ · ‖L2,∞( · ) ≤ 2 ‖ · ‖L2( · ), we have for all
( r
R

) 1
3
< α <

1
4

‖∇(υ − d log |z|)‖L2,1(BαR\Bα−1r) ≤ 24 Γ1
√
α ‖∇(υ − d log |z|)‖L2,∞(BR\Br(0))

≤ 24 Γ1
√
α
(
‖∇(λ− d log |z|)‖L2,∞(BR\Br(0)) + ‖∇µ‖L2,∞(BR\Br(0))

)
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≤ 24 Γ1
√
α
(
‖∇(λ− d log |z|)‖L2,∞(Ω) + 2 ‖∇µ‖L2(Ω)

)
≤ 24 Γ1

√
α

(
‖∇(λ− d log |z|)‖L2,∞(Ω) + 1

4

√
3
π

Γ7(n)
∫

Ω
|∇~n|2dx

)
. (2.45)

Furthermore, notice that by the co-area formula, for all s ∈ (r,R) such that 2s < R, we have∫
B2s\Bs(0)

|∇υ(x)|dx =
∫ 2s

s

(
ρ

∫
∂Bρ

|∇υ|dH 1

)
dρ

ρ
≥ log(2) inf

s<ρ<2s

(
ρ

∫
∂Bρ

|∇υ|dH 1

)
.

Therefore, there exists ρ ∈ (s, 2s) such that∫
∂Bρ

|∇υ|dH 1 ≤ 1
log(2)ρ

∫
B2s\Bs(0)

|∇υ(x)|dx ≤ 1
log(2)ρ ‖1‖L2,1(B2s\Bs) ‖∇υ‖L2,∞(B2s\Bs(0))

= 1
log(2)ρ4

√
3πs ‖∇υ‖L2,∞(B2s\Bs(0)) ≤

4
√

3π
log(2)

(
‖∇λ‖L2,∞(Ω) + 2 ‖∇µ‖L2(Ω)

)
≤ 4
√

3π
log(2)

(
‖∇λ‖L2,∞(Ω) + 1

4

√
3
π

Γ7(n)
∫

Ω
|∇~n|2dx

)
.

This implies by (2.44) that

|d| ≤ 2
log(2)

√
3
π

(
‖∇λ‖L2,∞(Ω) + 1

4

√
3
π

Γ7(n)
∫

Ω
|∇~n|2dx

)
. (2.46)

As ‖∇ log |z|‖L2,∞(Ω) = 2
√
π, by (2.45) and (2.46) there exists a universal constant Γ9 = Γ9(n) such that

‖∇(υ − d log |z|)‖L2,1(BαR\Bα−1r) ≤ Γ9(n)
√
α

(
‖∇λ‖L2,∞(Ω) +

∫
Ω
|∇~n|2dx

)
. (2.47)

Finally, putting together (2.42), (2.47) and recalling that λ = µ+ υ, we have for all
( r
R

) 1
4 ≤ α < 1

4

‖∇(λ− d log |z|)‖L2,1(BαR\Bα−1r(0)) ≤ ‖∇(υ − d log |z|)‖L2,1(BαR\Bα−1r) + ‖∇µ‖L2,1(BαR\Bα−1 (0))

≤ Γ9(n)
√
α

(
‖∇λ‖L2,∞(Ω) +

∫
Ω
|∇~n|2dx

)
+ 1

2Γ7(n)Γ8

∫
Ω
|∇~n|2dx. (2.48)

Now, we estimate for r ≤ ρ < R the following quantity∣∣∣∣∣d− 1
2π

∫
∂Bρ

∂νλ dH
1

∣∣∣∣∣ =

∣∣∣∣∣ 1
2π

∫
∂Bρ

∂νµdH
1

∣∣∣∣∣ .
We have, recalling that µ is well defined on BR(0) and satisfies (2.41), we find

0 =
∫
BR\Bρ

µ(x) ∆ log
(
|x|
R

)
dx = − log

(
R

ρ

)∫
∂Bρ

∂νµdH
1 +

∫
BR\Bρ(0)

∆µ log
(
|x|
R

)
dx

= − log
(
R

ρ

)∫
∂Bρ

∂νµdH
1 +

∫
BR(0)

∆µ log
(
|x|
R

)
dx−

∫
Bρ(0)

(
∇⊥~e1 · ∇~e2

)
log
(
|x|
R

)
dx. (2.49)

First, the previous estimate (2.42) yields∣∣∣∣∣
∫
BR(0)

∆µ log
(
|x|
R

)
dx

∣∣∣∣∣ =

∣∣∣∣∣
∫
BR(0)

∇µ · ∇ log |x|dx

∣∣∣∣∣ ≤ 1
2 ‖∇µ‖L2,1(BR(0))

∥∥∥∥ 1
|x|

∥∥∥∥
L2,∞(BR(0))

≤
√
π

2 Γ7(n)Γ8

∫
Ω
|∇~n|2dx. (2.50)
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Now, using once more Lemma IV.3 of [2], we see that exists a Coulomb moving frame (~f1, ~f2) ∈
W 1,2(Bρ(0), Sn−1)×W 1,2(Bρ(0), Sn−1) such that

~̃n = ?(~f1 ∧ ~f2)

and using the same inequalities as in (2.38) and (2.39)∥∥∥∇~f1

∥∥∥2

L2(Bρ(0))
+
∥∥∥∇~f2

∥∥∥2

L2(Bρ(0))
≤ Γ7(n)

∥∥∥∇~̃n∥∥∥2

L2(Bρ(0))
= Γ7(n)

∫
Br(0)

|∇~̃n|2dx+ Γ7(n)
∫
Bρ\Br(0)

|∇~n|2dx

≤ Γ6(n)Γ7(n)
∫
B2r\Br(0)

|∇~n|2dx+ Γ7(n)
∫
Bρ\Br(0)

|∇~n|2dx ≤ (1 + Γ6(n))Γ7(n)
∫
Bmax{ρ,2r}\Br(0)

|∇~n|2dx.

(2.51)

Now, let ψ be the solution of {
∆ψ = ∇⊥ ~f1 · ∇~f2 in Bρ(0)
ψ = 0 on ∂Bρ(0).

As in (2.51), we get

‖∇ψ‖L2,1(Bρ(0)) ≤
1
2Γ7(n)Γ8

∫
Bmax{ρ,2r}\Br(0)

|∇~n|2dx. (2.52)

Furthermore, we have∫
Bρ(0)

(
∇⊥~e1 · ∇~e2

)
log
(
|x|
R

)
dx =

∫
Bρ(0)

(
∇⊥ ~f1 · ∇~f2

)
log
(
|x|
R

)
dx =

∫
Bρ(0)

∆ψ log
(
|x|
R

)
dx

= − log
(
R

ρ

)∫
∂Bρ

∂νψ dH
1 −

∫
Bρ

∇ψ · ∇ log |x|dx (2.53)

while by the Cauchy-Schwarz inequality∣∣∣∣∣
∫
∂Bρ

∂νψ dH
1

∣∣∣∣∣ =

∣∣∣∣∣
∫
Bρ(0)

∆ψ dx

∣∣∣∣∣ =

∣∣∣∣∣
∫
Bρ(0)

∇⊥ ~f1 · ∇~f2dx

∣∣∣∣∣ ≤ 1
2(1 + Γ6(n))Γ7(n)

∫
Bmax{ρ,2r}\Br(0)

|∇~n|2dx.

(2.54)

We estimate as previously by (2.52)∣∣∣∣∣
∫
Bρ

∇ψ · ∇ log |x|dx

∣∣∣∣∣ ≤ 1
2 ‖∇ψ‖L2,1(Bρ(0))

∥∥∥∥ 1
|x|

∥∥∥∥
L2,∞(Bρ(0))

≤
√
π

2 Γ7(n)Γ8

∫
Bmax{ρ,2r}\Br(0)

|∇~n|2dx.

(2.55)

Therefore, (2.53), (2.54) and (2.55) yield∣∣∣∣∣
∫
Bρ

(
∇⊥~e1 · ∇~e2

)
log
(
|x|
R

)
dx

∣∣∣∣∣ ≤
(

1
2(1 + Γ6(n))Γ7(n)) log

(
R

ρ

)
+
√
π

2 Γ7(n)Γ8

)∫
Bmax{ρ,2r}\Br(0)

|∇~n|2dx.

(2.56)

Finally, by (2.49), (2.50) and (2.56) we obtain for some universal constant Γ0 = Γ0(n)

1
2π

∣∣∣∣∣
∫
∂Bρ

∂νµdH
1

∣∣∣∣∣ ≤ Γ0(n)

∫
Bmax{ρ,2r}\Br(0)

|∇~n|2dx+ 1
log
(
R
ρ

) ∫
Ω
|∇~n|2dx

 (2.57)

which completes the proof of the theorem, up to the L∞ estimate which is a direct consequence of the
inequality 4r < R and of Proposition 2.7.
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3 Pointwise expansion of the conformal factor and of the im-
mersion

3.1 Case of one bubbling domain

In the next Theorem, we obtain an integrality result for the multiplicity of a sequence of weak immersions
from annuli converging strongly outside of the origin.

Theorem 3.1. Let {~Φk}k∈N be a sequence of smooth conformal immersions from the disk B1(0) ⊂ C
into Rn, let

eλk = 1√
2
|∇~Φk|

be the conformal factor of ~Φk, and {ρk}k∈N ⊂ (0, 1) be such that ρk −→
k→∞

0, Ωk = B1\Bρk(0) and assume
that

sup
k∈N

∫
B1(0)\Bρk (0)

|∇~nk|2dx ≤ ε1(n), sup
k∈N
‖∇λk‖L2,∞(Ωk) <∞

where ε1(n) is given by the proof of Theorem 2.1. Define for all 0 < α < 1 and k ∈ N large enough
Ωk(α) = Bα \Bα−1ρk(0), and assume that

lim
α→0

lim sup
k→∞

∫
Ωk(α)

|∇~nk|2dx = 0

and that there exists a W 2,2
loc (B1(0) \ {0}) ∩ C∞(B1(0) \ {0}) immersion ~Φ∞ such that

log |∇~Φ∞| ∈ L∞loc(B1(0) \ {0})

and ~Φk −→
k→∞

~Φ∞ in Clloc(B1(0) \ {0}) (for all l ∈ N). Then, there exists an integer θ0 ≥ 1, µk ∈

W 1,(2,1)(B1(0)) such that

‖∇µk‖L2,1(B1(0)) ≤
1
2Γ7(n)Γ8

∫
Ωk
|∇~nk|2dx

and a harmonic function νk on Ωk such that νk = λk on ∂B1(0), λk = µk + νk on Ωk and such that for
all 0 < α < 1 and such that for all k ∈ N sufficiently large

‖∇(νk − (θ0 − 1) log |z|)‖L2,1(Ωk(α)) ≤ Γ10

(√
α ‖∇λk‖L2,∞(Ωk) +

∫
Ωk
|∇~nk|2dx

)
for some universal constant Γ10 = Γ10(n). Furthermore, we have for all ρk ≤ rk ≤ 1 and k large enough

1
2π

∫
∂Brk

∗ dνk = θ0 − 1.

Remarks on the proof. In Step 1, we first use the classical fact that branch points of Willmore
surfaces are positive integers, Theorem 2.1 and the strong convergence outside of 0 to show that the
multiplicity dk converges towards a non-negative integer.

In Step 2, as in [32] (see Lemma A.2, A.3 and A.5), we construct a moving frame that allows us to
obtain a precise expansion of ∂z~Φk in the annular region and show how the existence of a holomorphic
function implies in virtue of the first step that for k large enough, the multiplicity must be an integer.

Proof. First, applying Lemma A.5 of [32], we deduce that there exists an integer θ0 ≥ 1 and ~A0 ∈ Cn\{0}
such that

~Φ∞(z) = Re
(
~A0z

θ0
)

+ o(|z|θ0)
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∂z~Φ∞(z) = θ0

2
~A0z

θ0−1 + o(|z|θ0−1). (3.1)

Step 1. Asymptotic integrality.
First, define Ωk(α) = Bα\Bα−1ρk(0) and recall that by Theorem 2.1, we have (applying the inequality

on Ωα) for all α−1ρk < ρ < α∣∣∣∣∣dk − 1
2π

∫
∂Bρ

∂νλ dH
1

∣∣∣∣∣ ≤ Γ0

∫
Bmax{ρ,2α−1ρk}\Bα−1ρk

(0)
|∇~n|2dx+ 1

log
(
α2

ρk

) ∫
Ωk(α)

|∇~n|2dx

 .

Now, taking ρ = α2, we get∣∣∣∣∣dk − 1
2π

∫
∂Bα2

∂νλk dH
1

∣∣∣∣∣ ≤ Γ0

∫
Bα2\Bα−1ρk

|∇~nk|2dx+ 1
log
(
α2

ρk

) ∫
Ωk(α)

|∇~nk|2dx

 .

Therefore, the no-neck energy (see [2])

lim
α→0

lim sup
k→∞

∫
Ωk(α)

|∇~nk|2dx = 0

implies that

lim
α→0

lim sup
k→∞

∣∣∣∣∣dk − 1
2π

∫
∂Bα2

∂νλk dH
1

∣∣∣∣∣ = 0.

Furthermore, as ~Φ∞ has a branch point of order θ0 − 1 ≥ 0 at z = 0, we have the expansion for some
β ∈ R

λ∞(z) = (θ0 − 1) log |z|+ β +O(|z|)

we have by the strong convergence
1

2π

∫
∂Bα2

∂νλk dH
1 −→
k→∞

1
2π

∫
∂Bα2

∂νλ∞ dH 1 = θ0 − 1 +O(α2).

Finally, this implies that

lim
α→0

lim sup
k→∞

|dk − (θ0 − 1)| = 0. (3.2)

Now, recalling that dk is independent of α > 0 (as it corresponds to the coefficient in front of the
logarithm of the associated harmonic function νk on B1 \Bα−1ρk(0)), we deduce that (3.2) implies that

dk −→
k→∞

θ0 − 1. (3.3)

Step 2: Moving frames and integrality.

As in the proof of the forthcoming Theorem 2.1, we introduce an extension of ~̃nk : B1(0)→ Gn−2(Rn)
of ~nk : Ωk = B1 \Bρk(0)→ Gn−2(Rn) such that~̃nk = ~n on Ωk = B1 \Bρk(0)∥∥∥∇~̃nk∥∥∥

L2(B1(0))
≤ Γ6(n) ‖∇~nk‖L2(Ωk) .

Therefore, by Lemma IV.3 of [2], there exists a constant Γ7(n) and a Coulomb moving frame (~fk,1, ~fk,2) ∈
W 1,2(B1(0), Sn−1)×W 1,2(B1(0), Sn−1) of ~̃nk such that

~̃nk = ?(~fk,1 ∧ ~fk,2) div
(
~fk,1 · ∇~fk,2

)
= 0∥∥∥∇~fk,1∥∥∥

L2(B1(0))
+
∥∥∥∇~fk,2∥∥∥

L2(B1(0))
≤ Γ7(n) ‖∇~nk‖L2(Ωk) .

(3.4)
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Now, define for all j = 1, 2 ~ek,j = e−λk∂xj
~Φk. As ~Φk is conformal, (~ek,1, ~ek,2) is a Coulomb frame of ~nk

on Ωk. Furthermore, as ~̃nk = ~nk on Ωk, both (~fk,1, ~fk,2) and (~ek,1, ~ek,2) are Coulomb frames of ~nk on
Ωk, so there exists a rotation eiθk such that

(~fk,1 + i ~fk,2) = eiθk (~ek,1 + i~ek,2) . (3.5)

Now, we let fk,1, fk,2 be the vector fields such that

d~Φk(fk,j) = ~fk,j for all j = 1, 2. (3.6)

Then observe as ~Φk is conformal that

δi,j = 〈~fk,i, ~fk,j〉 = 〈d~Φk(fk,i), d~Φk(fk,j)〉 = e2λk〈fk,i, fk,j〉

so we have

〈fk,i, fk,j〉 = e−2λkδi,j .

Likewise, if (f∗k,1, f∗k,j) is the dual framing, we deduce that

|f∗k,j | = eλk for all j = 1, 2. (3.7)

Now, let µk the unique solution of{
∆µk = ∇⊥ ~fk,1 · ∇~fk,2 in B1(0)
µk = 0 on ∂B1(0).

Furthermore, introduce the notation νk = λk − µk. Then νk is harmonic, and by Step 1, we have

dk = 1
2π

∫
∂Bρk

∗ dνk −→
k→∞

θ0 − 1.

As ~fk,1 · ∂ν ~fk,2 = 0 on ∂B1(0), we also have

dµk = ∗(~fk,1 · d~fk,2) (3.8)

Then we compute with Z2 indices for all j ∈ {1, 2}

dµk ∧ f∗k,j = (∗dµk) ∧ (∗~f∗k,j) = (−1)j(~fk,1 · d~fk,2) ∧ ~fk,j+1.

Likewise, as in [32], we compute

df∗k,j = (−1)j
(
~fk,1 · d~fk,2

)
∧ f∗k,j+1.

Therefore, we have

d
(
e−µkf∗k,j

)
= 0 in Ωk for j = 1, 2.

In particular, by Stokes theorem, we have for all ρk ≤ r1 < r2 ≤ 1

0 =
∫
Br2\Br1 (0)

d
(
e−µkf∗k,j

)
=
∫
∂Br2

e−µkf∗k,j −
∫
∂Br1

e−µkf∗k,j .

Therefore, we introduce the constants cj ∈ R defined for all ρk ≤ ρ ≤ 1 by

ck,j =
∫
∂Bρ

e−µkf∗k,j .
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Now, introduce the complex valued 1-forms

f∗k,z = f∗k,1 + if∗k,2 f∗k,z = f∗k,1 − if∗k,2,

so that

f∗k,1 = 1
2
(
f∗k,z + f∗k,z

)
f∗k,2 = 1

2i
(
f∗k,z − f∗k,z

)
.

Notice also that

∗ df∗k,z = −if∗k,z and ∗ df∗k,z = ifk,z.

Furthermore, if 
fk,z = 1

2 (fk,1 − ifk,2)

fk,z = 1
2 (fk,1 + ifk,2) ,

(3.9)

then for all smooth function ϕ : Ωk → C, we have

dϕ = dϕ · fk,1 f∗k,1 + dϕ · fk,2 f∗k,2
= dϕ · fk,z f∗k,z + dϕ · fk,zf∗k,z.

Now, we introduce the differential form α ∈ Ω1(R2 \ {0})

α = 1
2π ∗ d log |z| = 1

2π ∗
(
∇ log |z| · fk,z f∗k,z +∇ log |z| · fk,z f∗k,z

)
= 1

2πi∇ log |z| · fk,z f∗k,z −
1

2πi∇ log |z| · fk,z f∗k,z.

In particular, notice that

α+ 1
2πi∇ log |z| · fk,zf∗k,z = 1

2πi∇ log |z| · fk,zf∗k,z. (3.10)

As log is harmonic on R2 \ {0}, the differential form α is closed on Ωk and we deduce that the 1-form

ωk,j = e−µkf∗k,j − ck,jα

is also closed. Furthermore, as ∫
∂Bρk

ωk,j = 0,

we deduce by Poincaré lemma that there exists (σk,1, σk,2) ∈W 1,2(Ωk,R2) such that

dσk,j = ωk,j = e−µkf∗k,j − ck,jα for j = 1, 2.

Therefore, we deduce if ck = ck,1 + ick,2 and σk = σk,1 + iσk,2 that

dσk = e−µk
(
f∗k,1 + if∗k,2

)
− ckα

=
(
e−µk − ck

2πi∇ log |z| · fk,z
) (
f∗k,1 + f∗k,2

)
f∗k,z + ck

2πi∇ log |z| · fk,z f∗k,z.

This implies by (3.10) that

d
(
σk −

ck
2πi log |z|

)
=
(
e−µk − ck

πi
∇ log |z| · fk,z

)
f∗k,z. (3.11)

Therefore, the function

τk = σk −
ck
2πi log |z|
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is holomorphic. Now, let
(

∂
∂τk,1

, ∂
∂τk,2

)
be the dual basis of (τk,1, τk,2), where τk = τk,1 + iτk,2. Then we

define

ϕ = e−µk − ck
πi
∇ log |z| · fk,z, (3.12)

and we notice that (3.11) implies that

d(τk,1 + iτk,2) = (Re (ϕ) + i Im (ϕ))
(
f∗k,1 + if∗k,2

)
=
(
Re (ϕ)f∗k,1 − Im (ϕ)f∗k,2

)
+ i
(
Im (ϕ)f∗k,1 + Re (ϕ)f∗k,2

)
Therefore, we deduce that (

dτk,1
dτk,2

)
=
(

Re (ϕ) −Im (ϕ)
Im (ϕ) Re (ϕ)

)(
f∗k,1
f∗k,2.

)
This implies that (

∂
∂τk,1
∂

∂τk,2

)
= 1
|ϕ|2

(
Re (ϕ) Im (ϕ)
−Im (ϕ) Re (ϕ)

)(
fk,1
fk,2

)
. (3.13)

Now, defining

∂

∂τk
= 1

2

(
∂

∂τk,1
− i ∂

∂τk,2

)
,

we compute thanks to (3.6) and (3.13)

∂~Φk
∂τk

= 1
2|ϕ|2 d

~Φk · (Re (ϕ)fk,1 + Im (ϕ)fk,2 − i (Im (ϕ)fk,1 − Re (ϕ)fk,2))

= 1
2|ϕ|2

(
Re (ϕ)~fk,1 + Im (ϕ)~fk,2 − i

(
Im (ϕ)~fk,1 − Re (ϕ)~fk,2

))
= 1

2|ϕ|2
(

(Re (ϕ) + iIm (ϕ)) ~fk,1 + (Im (ϕ)− iRe (ϕ)) ~fk,2
)

= ϕ

2|ϕ|2
(
~fk,1 − i ~fk,2

)
= 1

2ϕ

(
~fk,1 − i ~fk,2

)
.

Therefore, we deduce that

eλk

2 (~ek,1 − i~ek,2) = ∂z~Φk = ∂~Φk
∂τk

∂τk
∂z

= τ ′k(z)
2ϕ

(
~fk,1 − i ~fk,2

)
(3.14)

Now, recall by (3.5) that there exists a rotation eiθk (beware that the function θk is multi-valued) such
that

~fk,1 + i ~fk,2 = eiθk (~ek,1 + i~ek,2) .

Therefore, (3.14), (3.14) and λk = µk + νk imply that

eλkϕ = eνk + cke
λk

πi
∇ log |z| · fk,z = τ ′k(z)e−iθk . (3.15)

Recalling that

dk = 1
2π

∫
∂Bρk

∗ dνk −→
k→∞

θ0 − 1,

we will now show that dk = θ0 − 1 for k large enough. First, recall that there exists a rotation eiθk such
that

(~fk,1 + i ~fk,2) = eiθk (~ek,1 + i~ek,2) , (3.16)
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and that there exists vector fields fk,1, fk,2 such that

d~Φk(fk,j) = ~fk,j for all j = 1, 2. (3.17)

To simplify the notations, we will now delete the subscript k in the following formulas. Now, rewrite
(3.16) as

~f1 + i ~f2 = eiθ(~e1 + i~e2) = cos(θ)~e1 − sin(θ)~e2 + i (sin(θ)~e1 + cos(θ)~e2) ,

so that {
~f1 = cos(θ)~e1 − sin(θ)~e2

~f2 = sin(θ)~e1 + cos(θ)~e2

Now, write f1 = (f1
1 , f

2
1 ), f2 = (f1

2 , f
2
2 ), and observe that

d~Φ(f1) = eλf1
1~e1 + eλf2

2~e2 = ~f1 = cos(θ)~e1 − sin(θ)~e2

d~Φ(f2) = eλf1
2~e1 + eλf2

2~e2 = ~f2 = sin(θ)~e1 + cos(θ)e2

implies that {
f1 = e−λ(cos(θ),− sin(θ))
f2 = e−λ(sin(θ), cos(θ)).

Therefore, we deduce that {
f∗1 = eλ cos(θ)dx1 − eλ sin(θ)dx2

f∗2 = eλ sin(θ)dx1 + eλ cos(θ)dx2.
(3.18)

Recall the definitions (from (3.9))

cj =
∫
∂Bρ

e−µf∗j j = 1, 2, fz = 1
2(f1 + if2).

Introducing

c = − 1
2πi (c1 − ic2),

we have for some holomorphic function χ on Ωk and for all z ∈ Ωk (in the preceding notations, we have
χ = τ ′k in the previous notations) by (3.15)

eν = χ(z)e−iθ + 2c eλ∇ log |z| · fz (3.19)

Notice that eiθ = cos(θ) + i sin(θ) implies that

fz = e−λ

2 ((cos(θ),− sin(θ)) + i(sin(θ), cos(θ)))

= eλ

2 (cos(θ) + i sin(θ), i cos(θ)− sin(θ)) = e−λ

2 (cos(θ) + i sin(θ), i(cos(θ) + i sin(θ)))

= e−λ+iθ

2 (1, i) , (3.20)

Therefore, recalling the notation z = x1 + ix2, (3.19) and (3.20) imply that

eν = χ(z)e−iθ + ceiθ∇ log |z| · (1, i) = χ(z)e−iθ + ceiθ
(
x1

|z|2
,
x2

|z|2

)
· (1, i)

= χ(z)e−iθ + ceiθ
x1 + ix2

|z|2
= χ(z)e−iθ + ceiθ

z

|z|2
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= χ(z)e−iθ + ceiθ

z
(3.21)

Now, as the left hand-side of (3.21) is real, taking imaginary parts of the right hand-side, we find that

χ(z)e−iθ − χ(z)eiθ + ceiθ

z
− ce−iθ

z
= 0.

Multiplying this identity by eiθ, we deduce that

e2iθ
(
−χ(z) + c

z

)
+ χ(z)− c

z
= 0.

This implies that

e2iθ =
χ(z)− c

z

χ(z)− c

z

=

 χ(z)− c

z∣∣∣∣χ(z)− c

z

∣∣∣∣


2

.

Finally, as eν > 0, we deduce thanks to (3.21) that

eiθ =
χ(z)− c

z∣∣∣∣χ(z)− c

z

∣∣∣∣ .
Letting now ψ be the holomorphic function such that

ψ(z) = χ(z)− c

z
,

we deduce that

eiθ = ψ(z)
|ψ(z)| . (3.22)

This implies readily that

dθ = Im
(
∂ψ

ψ

)
= Im

(
ψ′(z)
ψ(z) dz

)
. (3.23)

Indeed, we have formally (in other words, the following expression must be understood as the equality
of two multi-valued functions, i.e. modulo 2πi)

iθ = log
(
ψ(z)
|ψ(z)|

)
.

Therefore, we have

i∂θ = |ψ(z)|
ψ(z)

{
ψ′(z)
|ψ(z)| −

1
2ψ(z)ψ′(z)ψ(z)|ψ(z)|−3

}
dz = |ψ(z)|

ψ(z)

{
ψ′(z)
|ψ(z)| −

1
2
ψ′(z)
|ψ(z)|

}
dz

= 1
2
ψ′(z)
ψ(z) dz = 1

2
∂ψ

ψ
. (3.24)

As θ is real, we deduce that

i∂θ = −i∂θ = −1
2

(
∂ψ

ψ

)
. (3.25)

Using that d = ∂ + ∂, we deduce from (3.24) and (3.25) that

dθ = ∂θ + ∂θ = 1
2i

(
∂ψ

ψ
−
(
∂ψ

ψ

))
= Im

(
∂ψ

ψ

)
.
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Finally, we deduce from (3.23) that ∫
∂Bρ

dθ ∈ 2πZ,

Now, a classical computation shows that

∗ dν = dθ.

This can be directly checked using the Coulomb condition, but as we have already used it to obtain the
closedness of e−µf∗1 and e−µf∗2 , we can also check this property with these 1-forms. Recall that thanks
to (3.18) {

e−µf∗1 = eν cos(θ)dx1 − eν sin(θ)dx2

e−µf∗2 = eν sin(θ)dx1 + eν cos(θ)dx2.

Therefore, that e−µf∗1 be closed is equivalent to

0 = (∂x2ν) eν cos(θ)− (∂x2θ) eν sin(θ) + (∂x1ν)eν sin(θ) + (∂x1θ)eν cos(θ)

or (writing scripts for partial derivatives)

(ν2 + θ1) cos(θ) + (ν1 − θ2) sin(θ) = 0. (3.26)

Likewise, the closedness of e−µf∗2 is equivalent to

(−ν1 + θ2) cos(θ) + (ν2 + θ1) sin(θ) = 0. (3.27)

Therefore, (3.26) and (3.27) are equivalent to the system(
cos(θ) sin(θ)
sin(θ) − cos(θ)

)(
ν2 + θ1
ν1 − θ2

)
= 0.

As

det
(

cos(θ) sin(θ)
sin(θ) − cos(θ)

)
= − cos2(θ)− sin2(θ) = −1 6= 0,

we deduce that {
ν2 + θ1 = 0
ν1 − θ2 = 0

(3.28)

In other words, (3.28) is equivalent to ∇ν = ∇⊥θ, or

∗ dν = dθ. (3.29)

Therefore, thanks to (3.1) and (3.28), we deduce that for k large enough

1
2π

∫
∂Bρ

∗ dνk = θ0 − 1.

This argument concludes the proof of the Proposition.

We are now going to improve the expansion of the conformal parameter to obtain a pointwise estimate
of ∇~Φk.

We first need an extension lemma which is a refinement of Lemma IV.1 of [2]. For the sake of
completeness, we add all details.
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Lemma 3.2. Let 0 < r < 1 and ~n ∈ W 1,(2,1)(B2r \ Br(0),Gn−2(Rn)). There exists ε2(n) > 0 with the
following property. Assume that

‖∇~n‖L2,1(B2r\Br(0)) ≤ ε3(n).

Then there exists an extension ~̃n ∈ W 1,(2,1)(B2r(0),Gn−2(Rn)) such that ~̃n = ~n on B2r \ Br(0) and a
universal constant C5(n) such that∥∥∥∇~̃n∥∥∥

L2,1(B2r)
≤ C5(n) ‖∇~n‖L2,1(B2r\Br(0))

Proof. First, as in [5] 3.2.28, we view Gn−2(Rn) as a submanifold of RN(n) for some (large) N(n). Thanks
to the Sobolev embedding W 1,(2,1)(B2r \ Br(0)) ⊂ C0(B2r \ Br(0)) and scaling invariance, there exists
~p ∈ Gn−2(Rn) ⊂ RN(n) and a universal constant Γ11(n) > 0 independent of r > 0 such that

‖~n− ~p‖L∞(B2r\Br(0)) ≤ Γ11(n) ‖∇~n‖L2,1(B2r\Br(0)) ≤ Γ11(n)ε3(n). (3.30)

As Gn−2(Rn) is a compact smooth submanifold, its injectivity radius is strictly positive, there exists
ε3(n) > 0 independent of ~p ∈ Gn−2(Rn) such that (3.30) implies that ~n(B2r \ Br(0)) is included in a
geodesic ball of Gn−2(Rn). Therefore, we deduce that there exists δ = δ(n) > 0 such that ~n(B2r\Br(0)) ⊂
Bδ(~p) global coordinates ϕ : Bδ(~p)→ ϕ(Bδ(~p)) ⊂ Rm(n) (where m(n) = dim Gn−2(Rn)). Once more, by
compactness, we can assume that δ = δ(n) has been fixed independently of ~p and such that∥∥∇ϕ−1∥∥

L∞(ϕ(Bδ(n)(~p)))
<∞ (3.31)

depends only on n. Furthermore, we can assume without loss of generality that ϕ(Bδ(~p)) = BRm(n)

δ (0) =
Bmδ (0) is the standard geodesics ball in Rm of radius δ > 0. Now, apply the extension Theorem 7.2 to
the composition ~nϕ = ϕ ◦ ~n : B2r \Br(0)→ Rm(n) to find an extension ~̃nϕ : B2r(0)→ Rm(n) such that∥∥∥~̃nϕ∥∥∥

W1,(2,1)(B2r(0))
≤ Γ12(n) ‖~nϕ‖W1,(2,1)(B2r(0)) .

We deduce by the Poincaré-Wirtinger inequality that∥∥∥∇~̃nϕ∥∥∥
L2,1(B2r(0))

≤ Γ12(n)
(
‖∇~nϕ‖L2,1(B2r\Br(0)) +

∥∥∥~nϕ − ~nϕB2r\Br

∥∥∥
L2,1(B2r\Br(0))

)
≤ Γ13(n) (1 + r) ‖∇~nϕ‖L2,1(B2r\Br(0))

≤ 2 Γ13 ‖∇~nϕ‖L2,1(B2r\Br(0))

Taking ~̃n = ϕ−1 ◦ ~̃nϕ finishes the proof of the theorem by the previous remark in (3.31).

The next lemma is an easy consequence of Lemme (5.1.4) of [10] (see also Lemma IV.3 of [2]).

Lemma 3.3. (W 1,(2,1)-controlled Coulomb frame) Let 0 < r <
1
2 and ~n ∈ W 1,(2,1)(B1 \ Br(0)) →

Gn−2(Rn). Then there exists 0 < ε3(n) < ε2(n) with the following property. Assume that

‖∇~n‖L2,1(B1\Br(0)) ≤ ε3(n).

Then there exists (~e1, ~e2) ∈ W 1,(2,1)(B1(0)) × W 1,(2,1)(B1(0)) → Rn which is a Coulomb frame on
B1 \Br(0) associated to ~n such that

~n = ∗ (~e1 ∧ ~e2) in B1 \Br(0) and
{

div (~e1 · ∇~e2) = 0 in B1(0)
~e1 · ∂ν~e2 = 0 on ∂B1(0),

and there exists a universal constant C6(n) > 0 such that

‖∇~e1‖2L2(B1(0)) + ‖∇~e2‖2L2(B1(0)) ≤
1
4C5(n)2 ‖∇~n‖2L2,1(B1\Br(0))

‖∇~e1‖L2,1(B1(0)) + ‖∇~e2‖L2,1(B1(0)) ≤ C6(n)
(

1 + ‖∇~n‖L2,1(B1\Br(0))

)
‖∇~n‖L2,1(B1\Br(0)) . (3.32)
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Remark 3.4. Notice that we do not have in general ~e1 · ∂ν~e2 = 0 on ∂Br(0).

Proof. First, as ε3(n) < ε2(n), we have

‖∇~n‖L2,1(B2r\Br(0)) ≤ ε2(n).

Therefore, by Lemma 3.2, there exists an extension ~̃n : B1(0)→ Gn−2(Rn) (such that ~̃n = ~n on B1\Br(0))
and satisfying (up to replacing C5(n) by max {1, C5(n)} in Lemma 3.2)∥∥∥∇~̃n∥∥∥

L2,1(B1(0))
≤ C5(n) ‖∇~n‖L2,1(B2r\Br(0)) + ‖∇~n‖L2,1(B1\B2r(0))

≤ C5(n) ‖∇~n‖L2,1(B1\Br(0)) ≤ C5(n)ε3(n). (3.33)

By the inequality ‖ · ‖L2 ≤ 1
2
√

2
‖ · ‖L2,1 (see the Appendix (7.6)), we deduce by (3.33) that

∥∥∥∇~̃n∥∥∥
L2(B1(0))

≤ 1
2
√

2

∥∥∥∇~̃n∥∥∥
L2,1(B1(0))

≤ 1
2
√

2
C5(n)ε3(n)

so taking

0 < ε3(n) < 2
√

2
C5(n)

8π
3 ,

we deduce by Lemme 5.1.4 of [10] that there exists a Coulomb frame (~e1, ~e2) ∈W 1,2(B1(0))×W 1,2(B1(0))→
Rn such that

~̃n = ∗ (~e1 ∧ ~e2) and
{

div (~e1 · ∇~e2) = 0 in B1(0)
~e1 · ∂ν~e2 = 0 on ∂B1(0),

and (by [10], (5.23), (5.24) p.244) and the elementary inequality

1−
√

1− t ≤ t for all t ∈ [0, 1],

we deduce that

‖∇~e1‖2L2(B1(0)) + ‖∇~e2‖2L2(B1(0)) ≤
16π
3

(
1−

√
1− 3

8π

∫
B1(0)

|∇~̃n|2dx

)
≤ 2

∫
B1(0)

|∇~̃n|2dx. (3.34)

Now, let µ : B1(0)→ R be the unique solution of{
∆µ = ∇⊥~e1 · ∇~e1 in B1(0)
µ = 0 on ∂B1(0)

Then by the generalised Wente inequality (or [4] and the Sobolev embeddingW 2,1(R2) ↪→W 1,(2,1)(Rn)),
we have

‖∇µ‖L2,1(B1(0)) ≤ 2Γ0 ‖∇~e1‖L2(B1(0)) ‖∇~e2‖L2(B1(0)) ≤ Γ0

∥∥∥∇~̃n∥∥∥2

L2(B1(0))
(3.35)

Now recall the identity ([10], (5.39), p. 247)

|∇~e1|2 + |∇~e2|2 = 2|∇µ|2 + |∇~̃n|2. (3.36)

Therefore, we have

|∇~e1|+ |∇~e2| ≤
√

2
√
|∇~e1|2 + |∇~e2|2 ≤ 2|∇µ|+

√
2|∇~̃n|. (3.37)
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The identity (3.37) and the estimates (3.33), (3.34) and (3.35) yield

‖∇~e1‖L2,1(B1(0)) + ‖∇~e2‖L2,1(B1(0)) ≤ 2 ‖∇µ‖L2,1(B1(0)) +
√

2
∥∥∥∇~̃n∥∥∥

L2,1(B1(0))

≤ Γ0

∥∥∥∇~̃n∥∥∥2

L2(B1(0))
+
√

2
∥∥∥∇~̃n∥∥∥

L2,1(B1(0))

≤ 1
8Γ0

∥∥∥∇~̃n∥∥∥2

L2,1(B1(0))
+
√

2
∥∥∥∇~̃n∥∥∥

L2,1(B1(0))

≤ 1
8Γ0C5(n)2 ‖∇~n‖L2,1(B1\Br(0)) +

√
2C5(n) ‖∇~n‖L2,1(B1\Br(0))

≤ C6(n)
(

1 + ‖∇~n‖L2,1(B1\Br(0))

)
‖∇~n‖L2,1(B1\Br(0)) , (3.38)

where

C6(n) = max
{

1
8Γ0C5(n)2,

√
2C5(n)

}
.

The estimate (3.38) finishes the proof of the lemma.

We can finally state the precise pointwise estimate.

Theorem 3.5. Under the conditions of Theorem 3.1, assume furthermore that the following strong L2,1

no-neck energy holds

lim
α→0

lim
k→∞

‖∇~nk‖L2,1(Ωk(α)) = 0. (3.39)

Then, there exists α0 > 0 such that for all k ∈ N large enough, there exists a moving frame (~fk,1, ~fk,2) ∈
W 1,(2,1)(Bα0(0))×W 1,(2,1)(Bα0(0)) and a universal constant C7(n) (independent of k) such that∥∥∥∇~fk,1∥∥∥

L2,1(Bα0 (0))
+
∥∥∥∇~fk,2∥∥∥

L2,1(Bα0 (0))
≤ C7(n)

(
1 + ‖∇~nk‖L2,1(Ωk(α0))

)
‖∇~nk‖L2,1(Ωk(α0)) .

Furthermore, there exists a sequence of functions µk ∈ W 2,1(Bα0(0)) and a universal constant C8(n)
such that∥∥∇2µk

∥∥
L1(Bα0 (0)) + ‖∇µk‖L2,1(Bα0 (0)) + ‖µk‖L∞(Bα0 (0)) ≤ C8(n)

(
1 + ‖∇~nk‖L2,1(Ωk(α0))

)
‖∇~nk‖L2,1(Ωk(α0))

and there exists a sequence of holomorphic functions ψk : Bα0(0) → C and χk : Bα0(0) → C such that
χk(0) = 0, c ∈ C and {ck}k∈N ⊂ C such that ck −→

k→∞
c and

ψk(z) = eckzθ0−1 (1 + χk(z)) (3.40)

and

eλk = eµk |ψk(z)| = eRe (ck)|z|θ0−1 (1 + o(1)) , for all z ∈ Ωk(α). (3.41)

Finally, there exists ~A0 ∈ Cn (such that 〈 ~A0, ~A0〉 = 0) and
{
~Ak,0

}
k∈N
∈ Cn such that ~Ak,0 −→

k→∞
~A0 and

for all z ∈ Ωk(α0), we have the pointwise identities

∂z~Φk = 1
2e

ck+µk(z)zθ0−1 (1 + χk(z))
(
~fk,1 − i ~fk,2

)
= ~Ak,0z

θ0 + o(|z|θ0−1) (3.42)

Proof. Step 1: Expansion of ∇~Φk in the neck region. By, fix α0 > 0 such that for all k ∈ N large
enough

‖∇~nk‖L2,1(Ωk(α0)) ≤ ε3(n) (3.43)
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where ε3(n) > 0 is given by Lemma 3.3. Then we define as in the proof of Theorem 3.1 for all j = 1, 2
~ek, j = e−λk ∂xj

~Φk, and by Lemma 3.2, Lemma 3.3, (3.42) and (3.43), there exists a controlled extension
~̃nk : Bα0(0)→ Gn−2(Rn) if ~nk : Ωk(α0)→ Gn−2(Rn) such that

~̃nk = ~nk in Ωk(α0) = Bα0 \Bα−1
0 ρk

(0)∥∥∥∇~̃nk∥∥∥
L2,1(Bα0 (0))

≤ C5(n) ‖∇~nk‖L2,1(Ωk) .

and a Coulomb frame (~fk,1, ~fk,2) ∈W 1,(2,1)(Bα0(0), Sn−1)×W 1,(2,1)(Bα0(0), Sn−1) associated to ~̃nk such
that

~̃nk = ? (~fk,1 ∧ ~fk,2) in Bα0(0) and

div
(
~fk,1 · ∇~fk,2

)
= 0 in Bα0(0)

~fk,1 · ∂ν ~fk,2 on ∂Bα0(0)
(3.44)

and∥∥∥∇~fk,1∥∥∥
L2,1(Bα0 (0))

+
∥∥∥∇~fk,2∥∥∥

L2,1(Bα0 (0))
≤ C6(n)

(
1 + ‖∇~nk‖L2,1(Ωk(α0))

)
‖∇~nk‖L2,1(Ωk(α0)) . (3.45)

Finally, we introduce the rotation θk (which is a multivalued function on Ωk(α)) such that(
~fk,1 + i ~fk,2

)
= eiθk (~ek,1 + i~ek,2) on Ωk(α0) (3.46)

As previously, let µk the unique solution of{
∆µk = ∇⊥ ~fk,1 · ∇~fk,2 in Bα0(0)
µk = 0 on ∂Bα0(0).

Then we have by the improved Wente inequality µk ∈W 1,(2,1)(Bα0(0))∩C0(Bα0(0)) and (3.45) for some
universal constant C9(n)∥∥∇2µk

∥∥
L1(Bα0 (0)) + ‖∇µk‖L2,1(Bα0 (0)) + ‖µk‖L∞(Bα0 (0)) ≤ C9(n)

(
1 + ‖∇~nk‖L2,1(Ωk(α0))

)
‖∇~nk‖L2,1(Ωk(α0))

(3.47)

Furthermore, introduce the notation νk = λk − µk. Then νk is harmonic, and implies that for k large
enough

1
2π

∫
∂Bρk

∗ dνk −→
k→∞

= θ0 − 1.

Indeed, recall that by the proof of Theorem 3.1, ∗ dνk = dθk and that there exists a holomorphic function
ψk : Ωk(α0)→ C such that

eiθk = ψk
|ψk|

. (3.48)

In particular, a computation of the proof of Theorem 3.1 shows that

dθk = Im
(
∂ψk
ψk

)
, (3.49)

so that for all α−1
0 ρk < ρ < α0

1
2π

∫
∂Bρ

∗dνk = 1
2π

∫
∂Bρ

dθk = 1
2π Im

∫
∂Bρ

∈ Z.
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As

dk = 1
2π

∫
∂Bρ

∗dνk −→
k→∞

θ0 − 1,

we deduce that

1
2π ∗ dνk

∫
∂Bρ

= 1
2π

∫
∂Bρ

dθk = θ0 − 1

for all k large enough. In other words νk satisfies as in (3.28){
∂x2νk + ∂x1θk = 0
∂x1νk − ∂x2θk = 0

. (3.50)

Therefore, we deduce by (3.50) that

∂zνk = 1
2 (∂x1νk − i∂x2νk) = 1

2 (∂x2θk + i ∂x1θk) = i

2 (∂x1θk − i ∂x2θk) = i ∂zθk. (3.51)

As dθk = ∂θk + ∂θk, (3.49) implies that

i ∂θk = 1
2
∂ψk
ψk

= 1
2
∂zψk
ψk

dz = ∂ log |ψk|, (3.52)

as ∂zψk = 0 implies that ∂zψk = ∂zψk = 0 and

∂z log |ψk| =
1
2 log

(
ψk(z)ψk(z)

)
= 1

2
ψ′k(z)ψk(z)
ψk(z)ψk(z)

= 1
2
ψ′k(z)
ψk(z) .

Therefore, (3.51) and (3.52) show that

∂
(
νk − log |ψk|

)
= 0.

So the function νk − log |ψk| is anti-holomorphic and real, so it must be constant by the maximum
principle as Ωk(α0) = Bα0 \Bα−1

0 ρk
is connected. Therefore, there exists γk ∈ R such that

ν(z) = γk + log |ψk(z)|, (3.53)

or

eνk(z) = eγk |ψk(z)|. (3.54)

Now, as ψ̃k = eγkψk is holomorphic and satisfies

1
2π Im

∫
∂Bρ

∂ψ̃k

ψ̃k
= 1

2π Im
∫
∂Bρ

∂ψk
ψk

= θ0 − 1, (3.55)

we can assume without loss of generality that γk = 0. Furthermore, (3.55) shows that the holomorphic
1-form ∂ψk

ψk
on Ωk(α0) admits the expansion

∂ψk
ψk

= (θ0 − 1)dz
z

+ ξk(z)dz,

where ξk admits a holomorphic extension on Bα0(0). In particular, ψk admits a Laurent series expansion

ψk(z) =
∞∑

m=θ0−1
amz

m,
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where aθ0−1 6= 0. Therefore, ψk extends holomorphically in Bα0(0), and letting ck ∈ C be such that

eck = aθ0−1,

there exists a holomorphic function χk : Bα0(0)→ C such that χk(0) = 0 and

ψk(z) = eckzθ0−1 (1 + χk(z)) , (3.56)

where we have explicitly

χk(z) =
∞∑

m=θ0

e−ckamz
m−(θ0−1).

Notice in particular as λk = µk + νk that

eλk = eµk |ψk(z)|, (3.57)

where ψk is holomorphic and admits the expansion (3.56). Now, we come back to the identity (3.46) to
observe that

∂z~Φk = 1
2

(
∂x1

~Φk − i∂x2
~Φk
)

= 1
2e

λk (~ek,1 − i ~ek,2) = 1
2e

λkeiθk
(
~fk,1 − i ~fk,2

)
. (3.58)

Now, observe that by (3.48) and (3.57)

eλkeiθk = eµk |ψk(z)| × ψk(z)
|ψk(z)| = eµkψk(z). (3.59)

Therefore, (3.58), (3.59) and (3.56) finally yield the expansion

∂z~Φk = 1
2e

µkψk(z)
(
~fk,1 − i ~fk,2

)
= 1

2e
ck+µkzθ0−1 (1 + χk(z))

(
~fk,1 − i ~fk,2

)
. (3.60)

By (3.45) and (3.47), eµk
(
~fk,1 − i ~fk,2

)
∈W 1,(2,1) ∩ C0(Bα0(0), Sn−1) and∥∥∥eµk (~fk,1 − i ~fk,2)∥∥∥

L∞(Bα0 (0))
≤ eC9(n)

(
1+‖∇~nk‖L2,1(Ωk(α0))

)
‖∇~nk‖L2,1(Ωk(α0))∥∥∥∇(eµk (~fk,1 − i ~fk,2))∥∥∥

L2,1(Bα0 (0))

≤ (C6(n) + C9(n))
(

1 + ‖∇~nk‖L2,1(Ωk(α0))

)
‖∇~nk‖L2,1(Ωk(α0)) e

(
1+‖∇~nk‖L2,1(Ωk(α0))

)
‖∇~nk‖L2,1(Ωk(α0))

(3.61)

In particular, if
1
2e

ck+µk(0)
(
~fk,1 − i ~fk,2

)
(0) = ~Ak,0 ∈ Cn \ {0}

then (notice that ~Ak,0 6= 0 as ~Φk is an immersion) (3.60) becomes

∂z~Φk = ~Ak,0z
θ0−1 + o

(
|z|θ0−1) for all z ∈ Ωk(α0).

Furthermore by the strong convergence of ~Φk towards ~Φ∞ in Clloc(B1(0) \ {0}) (for all l ∈ N) which
satisfies

∂z~Φ∞ = ~A0z
θ0−1 + o

(
|z|θ0−1) ,

we deduce that
~Ak,0 −→

k→∞
~A0.

This concludes the proof of the theorem.
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3.2 General case

Theorem 3.6. Let {~Φk}k∈N be a sequence of smooth conformal immersions from the disk B1(0) ⊂ C
into Rn. Let m ∈ N, and for all 1 ≤ j ≤ m, let {ajk}k∈N ⊂ B1(0), {ρjk}k∈N ⊂ (0,∞) and define for
0 < α < 1 and k large enough

Ωk = B1(0) \
m⋃
j=1

Bρj
k
(ajk), Ωk(α) = Bα(0) \

m⋃
j=1

Bα−1ρj
k
(ajk).

Assume that for all 1 ≤ j 6= j′ ≤ m, and all 0 < α < 1 we have Bα−1ρj
k
(ajk) ∩ B

α−1ρj
′
k

(aj
′

k ) = ∅ for k
large enough, and

ρjk −→
k→∞

0, ajk −→
k→∞

0.

Furthermore, assume that

sup
k∈N

∫
Ωk
|∇~nk|2dx ≤ ε1(n), sup

k∈N
‖∇λk‖L2,∞(Ωk) <∞,

where ε1(n) is given by the proof of Theorem 2.1. Finally, assume that

lim
α→0

lim sup
k→∞

∫
Ωk(α)

|∇~nk|2dx = 0

and that there exists a W 2,2
loc (B1(0) \ {0}) ∩ C∞(B1(0) \ {0}) immersion ~Φ∞ such that

log |∇~Φ∞| ∈ L∞loc(B1(0) \ {0})

and ~Φk −→
k→∞

~Φ∞ in Clloc(B1(0) \ {0}). For all k ∈ N, let

eλk = 1√
2
|∇~Φk|

be the conformal factor of ~Φk. Then, there exists a positive integer θ0 ≥ 1, and for all k ∈ N integers
θ1
k, · · · , θmk ∈ N such that for all k ∈ N large enough

m∑
j=1

θjk = θ0 − 1,

and for all k ∈ N, there exists 1/2 < αk < 1 and Ak ∈ R such that∥∥∥∥∥∥λk −
j∑
j=1

θjk log |z − ajk| −Ak

∥∥∥∥∥∥
L∞(Ωk(αk))

≤ Γ14

(
‖∇λk‖L2,∞(Ωk) +

∫
Ωk
|∇~nk|2dx

)
(3.62)

for some universal constant Γ14 = Γ14(n). Furthermore, we have for all 0 < ρk ≤ 1 such that
m⋃
j=1

Bρj
k
(ajk) ⊂ Bρk(0).

and for all k ∈ N large enough

1
2π

∫
∂Bρk (0)

∗ dνk = θ0 − 1.

Finally, for all k ∈ N and j ∈ {1, · · · ,m}, we have

1
2π

∫
∂B

ρ
j
k

(aj
k
)
∗ dνk = θjk ∈ Z.
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Proof. Indeed, the same argument shows that there exists a holomorphic function ϕk on Ωk and c1k, · · · , cmk ∈
C such that

eνk = ϕk(z)e−iθk +
m∑
j=1

cjke
iθk

z − ajk

and the same computation shows if

ψk(z) = ϕk(z)−
m∑
j=1

cjk
z − ajk

that

eiθk = ψk(z)
|ψk(z)| .

Therefore, we have

dθk = Im
(
∂ψk
ψk

)
and for all 1 ≤ j ≤ m ∫

∂B
ρ
j
k

(aj
k
)
dθk ∈ 2πZ.

Furthermore, we have

lim
k→∞

∫
∂B1(0)

dθk = 2π(θ0 − 1) ≥ 0. (3.63)

In particular, if {ρk}k∈N ⊂ (0,∞) is such that ρk −→
k→∞

0 and

m⋃
j=1

Bρj
k
(ajk) ⊂ Bα−1ρk(0),

then we also have for k ∈ N large enough

1
2π Im

∫
∂Bρk (0)

∂ψk
ψk

= θ0 − 1 ≥ 0,

which implies that ψk admits a holomorphic extension on B1(0). Analytic continuation then implies that
for all 1 ≤ j ≤ m

m∑
j=1

θjk = 1
2π Im

∫
∂Bρk (0)

∂ψk
ψk

= θjk ≥ 0.

Therefore, we have by (3.63) for k large enough

1
2π

m∑
j=1

∫
∂B

ρ
j
k

(aj
k
)
dθk = θ0 − 1.

Then, we deduce by the argument of Lemma V.3 of [2] that there exists a universal constant Γ15(n) =
Γ15(n) such that for all k ∈ N there exists 1/2 < αk < 1 such that for all k ∈ N large enough∥∥∥∥∥∥νk −

m∑
j=1

θjk log |z − aj | −Ak

∥∥∥∥∥∥
L∞(Ωk(αk))

≤ Γ15(n)
(
‖∇λk‖L2,∞(Ωk) +

∫
Ωk
|∇~nk|2dx

)
, (3.64)

35



In particular, as µk ∈ L∞(B1(0)) we get the estimate (3.62) from (3.64) and ‖µk‖L∞(B1(0)) ≤ Γ16 for
some universal Γ16 = Γ16(Λ, n) (thanks to Wente’s estimate), we deduce that there exists a universal
constant C = C(n,Λ), where

Λ = sup
k∈N

(
‖∇λk‖L2,∞(Ωk) +

∫
Ωk
|∇~nk|2dx

)
such that for all k large enough and z ∈ Ωk(1/2) (noticing that Ak is bounded by the strong convergence
outside of 0)

1
C
≤ eλk(z)

m∏
j=1
|z − ajk|

θj
k

≤ C. (3.65)

This additional remarks completes the proof of the Proposition.

Remarks 3.7. (1) The integers θjk a priori depend on k, but we will see in the case of interest of
bubbling of Willmore immersions, they must stabilise for k large enough.

(2) The reader will notice that we do not need the limiting immersion to be smooth, but merely C1,α

for some 0 < α < 1 (this allows one to define branch points, [8]). As in the application we restrict
to Willmore immersions, we automatically get the smoothness of the limiting immersion outside
of the point of concentration.

Theorem 3.5 also has an analogue in this setting, but we will not state it for the sake of brevity of
the paper.

4 Improved energy quantization for Willmore immersions

In this section, we build on [2] to obtain an improved no-neck energy.

Theorem 4.1. Let Σ be a closed Riemann surface and assume that {~Φk}k∈N is a sequence of smooth
Willmore immersions such that

lim sup
k→∞

W (~Φk) <∞.

Assume furthermore that the conformal class of gk = ~Φ∗kgRn is precompact in the moduli space. Then for
all 0 < α < 1 let Ωk(α) = BαRk \Bα−1rk(0) be a neck domain and θ0 ∈ N such that (by Theorem 3.1)

θ0 − 1 = lim
α→0

lim
k→∞

∫
∂Bα−1rk

(0)
∂νλk dH

1, (4.1)

and define

Λ = sup
k∈N

(
‖∇λk‖L2,∞(Ωk(1)) +

∫
Ωk(1)

|∇~nk|2dx

)
.

Then there exist a universal constant Γ17 = Γ17(n), and α0 = α0({~Φk}k∈N) > 0 such that for all
0 < α < α0 and k ∈ N large enough,

‖∇~nk‖L2,1(Ωk(α)) ≤ Γ17(n)eΓ17(n)Λ
(

1 + ‖∇~nk‖L2(Ωk(4α))

)
‖∇~nk‖L2(Ωk(4α)) . (4.2)

In particular, we deduce by the L2 no-neck energy

lim
α→0

lim sup
k→∞

‖∇~nk‖L2,1(Ωk(α)) = 0.
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Proof. Step 1: L2,1-quantization of the mean curvature. Here, we will prove that

lim
α→0

lim sup
k→∞

(∥∥∥eλk ~Hk

∥∥∥
L2,1(Ωk(α))

+
∥∥∥eλk∇ ~Hk

∥∥∥
L1(Ωk(α))

)
= 0.

This statement is a consequence of the following lemma.

Theorem 4.2. There exists constants R0(n), ε4(n) > 0 with the following property. Let 0 < 100r < R ≤
R0(n), and ~Φ : BR(0)→ Rn be a weak conformal Willmore immersion of finite total curvature, such that

sup
r<s<R/2

∫
B2s\Bs(0)

|∇~n|2dx ≤ ε4(n).

Set Ω = BR \Br(0), and

Λ = ‖∇λ‖L2,∞(Ω) +
∫

Ω
|∇~n|2dx,

where λ is the conformal parameter of ~Φ. Then there exists a universal constant Γ18 = Γ18(n) such that

for all
(

4r
5R

) 1
3

< α <
1
5 , we have

∥∥∥eλ ~H∥∥∥
L2,1(Ωα)

+
∥∥∥eλ∇ ~H∥∥∥

L1(Ωα)
≤ Γ18(n) (1 + Λ) eΓ18(n)Λ

(
1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω) . (4.3)

Remarks on the proof. The proof closely follows the proof in [2]. In Step 1, we use the previous
results to obtain the L2,1 ∩W 1,1 control for the harmonic parts of tensors, and the Wente inequality for
the part with Dirichlet boundary conditions.

In Step 2, we use a structural property of the unit normal ~n to transfer the L2,1 control of eλ ~H
into a L2,1 control of ∇~n. The proof uses other results on moving frames from [10], and the rest follows
again by classical Calderón-Zygmund estimates, Wente inequality, and an averaging lemma. The proof
is quite lengthy but globally straightforward.

Remark 4.3. Notice that by L2,1/L2,∞ duality, we have∥∥∥∇(eλ ~H)
∥∥∥

L1(Ωα)
≤
∥∥∥(∇λ)eλ ~H

∥∥∥
L1(Ωα)

+
∥∥∥eλ ~H∥∥∥

L1(Ωα)
≤ ‖∇λ‖L2,∞(Ωα)

∥∥∥eλ ~H∥∥∥
L2,1(Ωα)

+
∥∥∥eλ∇ ~H∥∥∥

L1(Ωα)

Proof. Define for all
( r
R

) 1
2
< α < 1 the open subset Ωα = BαR \ Bα−1r of Ω. We follow step by steps

the proof of Lemma VI.6 of [2]. First, the pointwise estimate on ∇~n is identical and we find that there
exists Γ19 = Γ19(n),Γ′19 = Γ′19(n) > 0 such that for all z ∈ B4R/5 \B5r/4(0)

|∇~n(z)| ≤ Γ19

|z|2

∫
B2|z|\B|z|/2(0)

|∇~n|2dL 2 ≤
Γ′19
√
ε4(n)
|z|

(4.4)

so that

‖∇~n‖L2,∞(Ω) ≤
√
πΓ′19

√
ε4(n)

and we can choose ε4(n) = ε1(n)2
√
πΓ′19(n)

. Therefore, thanks to Theorem 2.1, there exists d ∈ R such that

|d| ≤ Γ20(n)Λ.

and for all
(

5
4

) 2
3 ( r

R

) 1
3 =

(
5r
4

4R
5

) 1
3

<
5α
4 <

1
4 , there exists Aα ∈ R such that

‖λ− d log |z| −Aα‖L∞(Ωα) ≤ Γ′0(n)
√

5α
4 Λ + Γ′0(n) ≤ Γ′′0(n)

(√
αΛ +

∫
Ω
|∇~n|2dx

)
. (4.5)
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As ~Φ, is Willmore, the following 1-form is closed :

~α = Im
(
∂ ~H + | ~H|2∂~Φ + g−1 ⊗ 〈 ~H,~h0〉 ⊗ ∂~Φ

)
.

As ~Φ is well-defined on BR(0), the the Poincaré lemma, implies that there exists ~L : BR(0) → Rn such
that

2i ∂~L = ∂ ~H + | ~H|2∂~Φ + g−1 ⊗ 〈 ~H,~h0〉 ⊗ ∂~Φ. (4.6)

Now, introduce for 0 < s < R/2

δ(s) =
(

1
s2

∫
B2s\Bs/2(0)

|∇~n|2dx

) 1
2

.

Then we have trivially for all 2r < s < R/2

sδ(s) ≤
(∫

Ω
|∇~n|2dx

) 1
2

= ‖∇~n‖L2(Ω) (4.7)

and Fubini’s theorem implies that for all r ≤ r1 < r2 ≤ R/2∫ r2

r1

sδ(s)2ds =
∫ r2

r1

1
s

(∫
B2s\Bs/2(0)

|∇~n(x)|2dx
)
ds =

∫ r2

r1

∫
B2r2\Br1/2(0)

|∇~n(x)|2

s
1{s/2≤|x|≤2s}dxds

= log(4)
∫
B2r2\Br1 (0)

|∇~n|2dx. (4.8)

Now, (4.4) shows that for some C10 = C10(n)

max
{
eλ(z)| ~H(z)|, eλ(z)| ~H0(z)|

}
≤ |∇~n(z)| ≤ C10δ(|z|). (4.9)

Furthermore, the same argument of [2] (see [1] for more details) using a Theorem from [7] implies that
there exists a constant C11 = C11(n) such that

eλ(z)|∇ ~H(z)| ≤ C11
δ(|z|)
|z|

for all z ∈ Ω1/2 (4.10)

Therefore, we have thanks to (4.6), (4.9) and (4.10)

|∇~L(z)| = 2|∂~L(z)| ≤ e−λ(z)
(
C11

δ(z)
|z|

+ 2C10δ(z)2
)
. (4.11)

Now assume for simplicity that α = 1/2 (then we do not need to use the precised form (4.5) and we can
use instead Lemma V.3 from [2]). Denoting for all r < s < R

~Ls = −
∫
∂Bs

~L dH 1,

we deduce from (4.10) that for all z ∈ Ω1/2 (taking α = 1/2 in (4.5))

|~L(z)− ~L|z|| ≤
∫
∂B|z|

|∇~L|dH 1 ≤ 2πe2Γ1Λe−λ(|z|) (C11δ(|z|) + 2C10|z|δ(|z|) · δ(|z|))

≤ 2πe2Γ1Λe−λ(|z|)
(
C11 + 2C10 ‖∇~n‖L2(Ω)

)
δ(|z|). (4.12)

Then we get∫
Ω1/2

|~L(z)− ~L|z||2e2λ(z)|dz|2 ≤ 2πe2Γ1Λ
(
C11 + 2C10 ‖∇~n‖L2(Ω)

)∫
Ω
δ(|z|)2|dz|2
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= 4π2e2Γ1Λ
(
C11 + 2C10 ‖∇~n‖L2(Ω)

)∫ R/2

2r
sδ2(s)ds

= 4π2 log(4)e2Γ1Λ
(
C11 + 2C10 ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω) . (4.13)

Now, we continue the proof in an exact same way to obtain the pointwise estimate (for some universal
constant C12 = C12(n))

eλ(z)|z||~L|z|| ≤ C12e
2Γ1Λ

(
1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω) . (4.14)

Therefore, we get ∥∥∥eλ(z)~L|z|

∥∥∥
L2,∞(Ω1/2)

≤ 2
√
πC12e

2Γ1Λ
(

1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω) . (4.15)

Combining (4.13) and (4.15) implies as ‖ · ‖L2,∞( · ) ≤ ‖ · ‖L2( · ) that∥∥∥eλ~L∥∥∥
L2,∞(Ω1/2)

≤
(
8π2 log(4) + 2

√
πC12

)
e2Γ1Λ

(
1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω)

= C13(n)e2Γ1Λ
(

1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω) .

The estimates (4.12), (4.14) and (4.7) imply that for all z ∈ Ω1/2

eλ(z)|~L(z)| ≤ (2πmax {C11(n), 2C10(n)}+ C13(n)) e2Γ1Λ
(

1 + ‖∇~n‖L2(Ω)

)(
‖∇~n‖L2(Ω) + |z|δ(|z|)

)
|z|−1

≤ 2 (2πmax {C11(n), 2C10(n)}+ C13(n)) e2Γ1Λ
(

1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω) |z|

−1

= C14(n)e2Γ1Λ
(

1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω)

1
|z|
. (4.16)

Now, recall that there exists S : BR(0)→ R and ~R : BR(0)→ Λ2Rn such that{
∇S = ~L · ∇~Φ

∇~R = ~L ∧∇~Φ + 2 ~H ∧∇⊥~Φ,

we trivially obtain from the pointwise inequality (4.16), (4.9) and (4.7) for all z ∈ Ω1/2

|∇S(z)| ≤ 2C14(n)e2Γ1Λ
(

1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω)

1
|z|

and

|∇~R(z)| ≤ 2C14(n)e2Γ1Λ
(

1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω)

1
|z|

+ 4C10(n)δ(|z|)

≤ 2 (C14(n) + 2C10(n)) e2Γ1Λ
(

1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω)

1
|z|
.

Therefore, if C15(n) = 4
√
π(C14(n) + 2C10(n)) > 0, we deduce that

‖∇S‖L2,∞(Ω1/2) ≤ C15(n)e2Γ1Λ
(

1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω)∥∥∥∇~R∥∥∥

L2,∞(Ω1/2)
≤ C15(n)e2Γ1Λ

(
1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω) . (4.17)

Now, define for all 2r ≤ ρ < R

2

Sρ = −
∫
∂Bρ(0)

S dH 1, ~Rρ = −
∫
∂Bρ(0)

~R dH 1.
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Following the exact same steps as [2], we find that for some universal constant C16 = C16(n)∣∣∣∣dSρdρ
∣∣∣∣+

∣∣∣∣∣d~Rρdρ
∣∣∣∣∣ ≤ C16(n)e2Γ1Λ

(
1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω) δ(ρ). (4.18)

Therefore, (4.8) and (4.18) imply that

∫ R
2

2r

∣∣∣∣dSρdρ
∣∣∣∣2 +

∣∣∣∣∣d~Rρdρ
∣∣∣∣∣
2
 ρ dL 1(ρ) ≤ C16(n)2e4Γ1Λ

(
1 + ‖∇~n‖L2(Ω)

)2
‖∇~n‖3L2(Ω) . (4.19)

We will now use a precised version of Lemma VI.2 of [2] (proved in [13], see also [15]).

Lemma 4.4. There exists a universal constant R0 > 0 with the following property. Let 0 < 4r < R < R0,
Ω = BR \ Br(0) → R, a, b : Ω → R such that ∇a ∈ L2,∞(Ω) and ∇b ∈ L2(Ω), and u : Ω → R be a
solution of

∆ϕ = ∇a · ∇⊥b in Ω.

Furthermore, define for r ≤ ρ ≤ R

ϕρ = −
∫
∂Bρ(0)

ϕdH 1 = 1
2πρ

∫
∂Bρ(0)

ϕdH 1.

Then ∇ϕ ∈ L2(Ω), and there exists a positive constant Γ20 > 0 independent of 0 < 4r < R such that for

all
( r
R

) 1
2
< α <

1
2

‖∇ϕ‖L2(BαR\Bα−1r) ≤ Γ20

(
‖∇a‖L2,∞(Ω) ‖∇b‖L2(Ω) + ‖∇ϕr‖L2(Ω) + ‖∇ϕ‖L2,∞(Ω)

)
.

Proof. Let ã : BR(0) → R and b̃ : BR(0) → R the extensions of a and b given by Theorem 7.2. As
0 < 4r < R and scaling invariance of the L2,∞ and the L2 norm of the gradient, we deduce that there
exists a universal constant Γ20 >> 0 such that

‖∇ã‖L2,∞(BR(0)) ≤ Γ20

(
‖∇a‖L2,∞(Ω) + ‖a‖L2,∞(Ω)

)
∥∥∥∇b̃∥∥∥

L2(BR(0))
≤ Γ20

(
‖∇b‖L2(Ω) + ‖b‖L2(Ω)

)
.

Thanks to Poincaré-Wirtinger inequality, and as ã = a and b̃ = b on Ω, we deduce that

‖∇ã‖L2,∞(BR(0)) ≤ Γ20

(
‖∇a‖L2,∞(Ω) +

∥∥∥a− ãBR(0)

∥∥∥
L2,∞(Ω)

)
= Γ20

(
‖∇a‖L2,∞(BR(0)) +

∥∥∥ã− ãBR(0)

∥∥∥
L2,∞(Ω)

)
≤ Γ20

(
‖∇a‖L2,∞(Ω) +

∥∥∥ã− ãBR(0)

∥∥∥
L2,∞(BR(0))

)
≤ Γ20 ‖∇a‖L2,∞(Ω) + Γ20CPW (L2,∞)R ‖∇ã‖L2,∞(BR(0)) .

Therefore, if Γ20CPW (L2,∞)R0 ≤
1
2 , we find

‖∇ã‖L2,∞(BR(0)) ≤ 2Γ20 ‖∇a‖L2,∞(Ω) ,

and likewise, provided Γ20CPW (L2)R0 ≤
1
2 , we find∥∥∥∇b̃∥∥∥

L2(BR(0))
≤ 2Γ20 ‖∇b‖L2(Ω) .
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Now, let u : BR(0)→ R be the solution of{
∆u = ∇ã · ∇⊥b̃ in BR(0)
u = 0 on ∂BR(0).

Then the improved Wente inequality of Bethuel ([10], 3.3.6) and the scaling invariance shows that there
exists a universal constant Γ21 >> 0 such that

‖∇u‖L2(BR(0)) ≤ Γ21 ‖∇ã‖L2,∞(BR(0))

∥∥∥∇b̃∥∥∥
L2(BR(0))

≤ 4Γ2
20Γ21 ‖∇a‖L2,∞(Ω) ‖∇b‖L2(Ω) .

Now, let v = ϕ− u− (ϕ− u)r. Then v is a harmonic function such that for all r < ρ < R∫
∂Bρ

∂νv dH
1 = 0.

Therefore, Lemma 2.2 implies that

‖∇v‖L2(BαR\Bα−1r(0)) ≤ Γ1 ‖∇v‖L2,∞(Ω) ≤ Γ′1
(
‖∇a‖L2,∞(Ω) ‖∇b‖L2(Ω) + ‖∇ϕr‖L2(Ω) + ‖∇ϕ‖L2,∞(Ω)

)
which concludes the proof.

Now, recall that the following system holds∆S = − ∗ ∇~n · ∇⊥ ~R

∆~R = (−1)n ∗
(
∇~n ∇⊥ ~R

)
+ ∗∇~n · ∇⊥S.

First, thanks to Lemma IV.1 of [2], we extend the restriction ~n : BR \ Br(0) → Gn−2(Rn) to a map
~̃n : BR(0)→ Gn−2(Rn) such that ∥∥∥∇~̃n∥∥∥

L2(BR(0))
≤ C0(n) ‖∇~n‖L2(Ω) .

In particular we have ∆S = − ∗ ∇~̃n · ∇⊥ ~R in Ω

∆~R = (−1)n ∗
(
∇~̃n ∇⊥ ~R

)
+ ∗∇~̃n · ∇⊥S in Ω.

(4.20)

Therefore, applying the proof of Lemma 4.4 by using the already constructed extension of ~n, we deduce
thanks to (4.17) and (4.19) that

‖∇S‖L2(Ω1/4) +
∥∥∥∇~R∥∥∥

L2(Ω1/4)
≤ C17(n)e2Γ1Λ

(
1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω) .

As in [2], we obtain readily

‖∇S‖L2(Ω1/2) +
∥∥∥∇~R∥∥∥

L2(Ω1/2)
≤ C18(n)e2Γ1Λ

(
1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω)

‖S‖L∞(Ω1/2) +
∥∥∥~R∥∥∥

L∞(Ω1/2)
≤ C18(n)e2Γ1Λ

(
1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω) . (4.21)

Now, introduce the following slight variant from a Lemma of [13].

Lemma 4.5. Let R0 > 0 be the constant of Lemma 4.4. Let 0 < 16r < R < R0, Ω = BR \Br(0)→ R,
a, b : Ω→ R such that ∇a ∈ L2(Ω) and ∇b ∈ L2(Ω), and ϕ : Ω→ R be a solution of

∆ϕ = ∇a · ∇⊥b in Ω.

Assume that ‖ϕ‖L∞(∂Ω) <∞. Then there exists a universal constant Γ22 > 0 such that for all
( r
R

) 1
2
<

α <
1
4 ,

‖ϕ‖L∞(Ω) + ‖∇ϕ‖L2,1(BαR\Bα−1r(0)) +
∥∥∇2ϕ

∥∥
L1(BαR\Bα−1r(0)) ≤ Γ22

(
‖∇a‖L2(Ω) ‖∇b‖L2(Ω) + ‖ϕ‖L∞(∂Ω)

)
.
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Proof. As in the proof of Lemma 4.4, introduce extensions ã : BR(0) → R and b̃ : BR(0) → R of a and
b, such that

‖∇ã‖L2(BR(0)) ≤ 2Γ20 ‖∇a‖L2(Ω)

‖∇b̃‖L2(BR(0)) ≤ 2Γ20 ‖∇b‖L2(Ω) .

Now, let v : BR(0)→ R be the solution of{
∆v = ∇ã · ∇⊥b̃ in BR(0)
v = 0 on ∂BR(0).

Then the improved Wente inequality and the Coifman-Lions-Meyer-Semmes estimate ([4]) shows (by
scaling invariance of the different norms considered) that

‖v‖L∞(BR(0)) + ‖∇v‖L2,1(BR(0)) +
∥∥∇2v

∥∥
L1(BR(0)) ≤ Γ22 ‖∇a‖L2(Ω) ‖∇b‖L2(Ω) . (4.22)

Now let u = ϕ− v. Then u is harmonic, and let d ∈ R, {an}n∈Z ⊂ C such that

u(z) = a0 + d log |z|+ Re
(∑
n∈Z∗

anz
n

)
.

Then we have by the maximum principle for all r ≤ ρ ≤ R

|a0 + d log ρ| =
∣∣∣∣ 1
2π

∫ 2π

0
u(ρeiθ)dθ

∣∣∣∣ ≤ ‖u‖L∞(∂Ω) .

Therefore, we have

|d| log
(
R

r

)
= |a0 + d logR− (a0 + d log r)| ≤ |a0 + d logR|+ |a0 + d log r| ≤ 2 ‖u‖L∞(∂Ω) . (4.23)

Now, recall that

‖∇ log |z|‖L2,1(BR\Br(0)) = 4
√
π

(
log
(
R

r

)
+ log

(
1 +

√
1−

( r
R

)2
))

∥∥∇2 log |z|
∥∥

L1(BR\Br(0)) = 4
∥∥∂2

z log |z|
∥∥

L1(BR\Br(0)) = 4π log
(
R

r

)
. (4.24)

Therefore, as R > 4r, (4.23) and (4.24) imply that

‖∇ (d log |z|)‖L2,1(BR\Br(0)) ≤ 4
√
π

(
log
(
R

r

)
+ log(2)

)
|d| ≤ 16

√
π ‖u‖L∞(∂Ω)∥∥∇2 (d log |z|)

∥∥
L1(BR\Br(0)) ≤ 8π ‖u‖L∞(∂Ω) . (4.25)

These estimates (4.23) imply by Lemmas 2.3 and 4.5 imply that

‖∇u‖L2,1(BαR\Bα−1r(0)) +
∥∥∇2u

∥∥
L1(BαR\Bα−1r(0)) ≤ 64

√
2 +
√
π√

15
(2α) ‖∇ (u− d log |z|)‖L2(BR/2\Br/2(0))

+ 24π ‖u‖L∞(∂Ω)

≤ 128
√

2 +
√
π√

15
α ‖∇u‖L2(BR/2\B2r(0)) +

(
24π + 256π

√
2 +
√
π√

15
α

)
‖u‖L∞(∂Ω) . (4.26)

Now, recall that the mean value formula and the maximum principle ([9] 1.10) imply that for all x ∈
BR \Br(0), and 0 < ρ < dist(x, ∂Ω),

|∇u(x)| ≤ 2
ρ
‖u‖L∞(∂Bρ(x)) ≤

2
ρ
‖u‖L∞(∂Ω) . (4.27)
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As

‖∇u‖2L2(B2
R/2\B2r(0)) =

∫
∂BR/2(0)

u ∂νu dH
1 −

∫
∂B2r(0)

u ∂νu dH
1

≤ ‖u‖L∞(∂Ω)

(∫
∂BR/2(0)

|∇u|dH 1 +
∫
∂B2r(0)

|∇u|dH 1

)
(4.28)

the estimate (4.27) shows that∫
∂BR/2(0)

|∇u|dH 1 +
∫
∂B2r(0)

|∇u|dH 1 ≤ 4
∫
∂BR/2(0)

‖u‖L∞(∂Ω)

R
dH 1 +

∫
∂B2r(0)

‖u‖L∞(∂Ω)

r
dH 1

= 8π ‖u‖L∞(∂Ω) . (4.29)

Therefore, we have by (4.28) and (4.29)

‖∇u‖L2(BR/2\B2r(0)) ≤ 2
√

2π ‖u‖L∞(∂Ω) . (4.30)

Combining (4.26) and (4.30) shows that

‖∇u‖L2,1(BαR\Bα−1r(0)) +
∥∥∇2u

∥∥
L1(BαR\Bα−1r(0)) ≤

(
2562

√
π + π

√
2√

15
α+ 24π + 256π

√
2 +
√
π√

15
α

)
‖u‖L∞(∂Ω)

≤
(

24π + 512π
√

2 +
√
π√

15
α

)
‖u‖L∞(∂Ω) . (4.31)

Combining the maximum principle and inequalities (4.22), (4.31) yields the expected estimate.

Now, apply Lemma 4.5 to the estimates (4.21) shows by using the previous extension ~̃n of ~n that

‖∇S‖L2,1(Ω1/2) +
∥∥∥∇~R∥∥∥

L2,1(Ω1/2)
≤ C19(n)e4Γ1Λ

(
1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω)∥∥∇2S

∥∥
L1(Ω1/2) +

∥∥∥∇2 ~R
∥∥∥

L1(Ω1/2)
≤ C19(n)e4Γ1Λ

(
1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω) . (4.32)

As (see [28] for the definition of the restriction operator between a 2-vector and a vector)

e2λ ~H = 1
4∇
⊥S · ∇~Φ− 1

4∇
~R ∇⊥~Φ, (4.33)

we trivially have∥∥∥eλ ~H∥∥∥
L2,1(Ω1/2)

≤ ‖∇S‖L2,1(Ω1/2) +
∥∥∥∇~R∥∥∥

L2,1(Ω1/2)
≤ 2C19(n)e4Γ1Λ

(
1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω) .

(4.34)

Now, (4.33) implies that

2(∂zλ)e2λ ~H + e2λ∂z ~H = 1
4∇
⊥ (∂zS) · ∇~Φ + 1

4∇
⊥S · ∇(∂z~Φ)− 1

4∇(∂z ~R) ∇⊥~Φ− 1
4∇

~R ∇⊥
(
∂z~Φ

)
,

so that

eλ∂z ~H = −2(∂zλ)eλ ~H + 1
4∇
⊥ (∂zS) · e−λ∇~Φ + 1

4∇
⊥S · e−λ∇(∂z~Φ)− 1

4∇(∂z ~R) e−λ∇⊥~Φ

− 1
4∇

~R e−λ∇⊥
(
∂z~Φ

)
.

As ∇λ ∈ L2,∞, eλ ~H ∈ L2,1 and e−λ∇2~Φ ∈ L2,∞, we deduce by (4.32) and (4.34) that∥∥∥eλ∇ ~H∥∥∥
L1(Ω1/2)

≤ C20(n) (1 + Λ) e4Γ1Λ
(

1 + ‖∇~n‖L2(Ω)

)
‖∇~n‖L2(Ω) ,

and this concludes the proof of the Theorem.
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For all neck region of the form Ωk = BRk \Brk(0), define for all 0 < α < 1

Ωk(α) = BαRk \Bα−1rk(0).

The estimate (4.3) implies that∥∥∥eλk ~Hk

∥∥∥
L2,1(Ωk(α))

+
∥∥∥eλk∇ ~Hk

∥∥∥
L1(Ωk(α))

≤ C21(n) (1 + Λ) eC21Λ
(

1 + ‖∇~nk‖L2(Ωk(2α))

)
‖∇~nk‖L2(Ωk(2α)) ,

(4.35)

where

Λ = sup
k∈N

(
‖∇λk‖L2,∞(Ωk) + ‖∇~nk‖L2(Ωk)

)
<∞,

is finite by hypothesis. Therefore, the no-neck energy

lim
α→0

lim sup
k→∞

‖∇~nk‖L2(Ωk(α)) = 0 (4.36)

implies by (4.35) that

lim
α→0

lim sup
k→∞

(∥∥∥eλk ~Hk

∥∥∥
L2,1(Ωk(α))

+
∥∥∥eλk∇ ~Hk

∥∥∥
L1(Ωk(α))

)
= 0.

Step 2: L2,1-quantization of the Weingarten tensor The proof relies on an algebraic computa-
tion first given in [28] (II.10). We will give its easy derivation in codimension 1.

Algebraic identity in codimension 1. Let ~Φ : B1(0) → R3 be a conformal immersion, and ~n :
B1(0)→ S2 be its unit normal. If eλ = 1√

2
|∇~Φ| is the associate conformal parameter and ~ej = e−λ∂xj

~Φ
for j = 1, 2, we have by definition

~n = ~e1 × ~e2,

where × is the vector product. Recall the Grassmann identity valid for all ~u,~v, ~w ∈ R3

(~u× ~v)× ~w = 〈~u, ~w〉~v − 〈~v, ~w〉~u.

Therefore, we deduce that{
~n× ~e1 = (~e1 × ~e2)× ~e1 = 〈~e1, ~e1〉~e2 − 〈~e2, ~e1〉~e1 = ~e2

~n× ~e2 = −~e1.
(4.37)

As |~n| = 1, we have for all j = 1, 2

∂xj~n = 〈∇∂xj ~n,~e1〉~e1 + 〈∇∂xj ~n,~e2〉~e2 = −I1,j~e1 − I2,j~e2.

This implies that

∇~n = (−I1,1~e1 − I1,2~e2,−I1,2~e1 − I2,2~e2) (4.38)

and (4.37) combined with the identity ~u× ~v = −(~v × ~u) (valid for all ~u,~v ∈ R3) yield

∂xj~n× ~n = −I1,j~e1 × ~n− I2,j~e2 × ~n = I1,j~e2 − I2,j~e1.

Therefore, we deduce that

∇⊥~n× ~n = (∂x2~n× ~n,−∂x1~n× ~n) = (−I2,2~e1 + I1,2~e2,−I1,1~e2 + I1,2~e1). (4.39)

As

eλH = 1
2 (I1,1 + I2,2) , (4.40)
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the identities (4.39) and (4.40) show that

∇⊥~n× ~n+ 2H∇~Φ = (I1,1~e1 + I1,2~e2, I1,2~e1 + I2,2~e2). (4.41)

Comparing (4.41) and (4.38), we deduce that

∇~n = ~n×∇⊥~n− 2H∇~Φ. (4.42)

Taking the divergence of this equation we find

∆~n = ∇~n×∇⊥~n− 2 div(H∇~Φ).

Argument in arbitrary codimension. Then we can find a trivialisation of ~n such that ~n =
~n1 ∧ ~n2 ∧ · · · ∧ ~nn−2 satisfying the Coulomb condition

div (∇~nβ · ~nγ) = 0 for all 1 ≤ β, γ ≤ n− 2. (4.43)

Furthermore, recall that for all 1 ≤ β ≤ n− 2, [28] implies that (using (4.43) for the second condition)

∇~nβ = − ∗
(
~n ∧∇⊥~nβ

)
+
n−2∑
γ=1
〈∇~nβ , ~nγ〉 · ~nγ − 2Hβ∇~Φ (4.44)

Taking the divergence of this equation yields by the Coulomb condition (4.43)

∆~nβ = − ∗
(
∇~n ∧∇⊥~nβ

)
+
n−2∑
γ=1
〈∇~nβ , ~nγ〉 · ∇~nγ − 2 div

(
Hβ∇~Φ

)
. (4.45)

Now, as in (2.39) (recall that this comes from Lemma IV.1. in [2]), construct for small enough α > 0
and k large enough (thanks to the no-neck property) an extension ~̃nk : BαRk(0) → Gn−2(Rn) of ~nk :
Ωk(α) = BαRk(0) \Bα−1rk(0)→ Gn−2(Rn) such that for some universal constant C22 = C22(n) > 0∥∥∥∇~̃nk∥∥∥

L2(BαRk (0))
≤ C22 ‖∇~nk‖L2(Ωk(α)) . (4.46)

Furthermore, as in Lemma IV.1 of [2] (see also [10] 4.1.3− 4.1.7) we can construct extensions ~̃n
β

k of ~nβk
on BαRk(0) such that

~̃nk = ~̃n
1
k ∧ · · · ∧ ~̃n

n−2
k on BαRk(0)

satisfying the Coulomb condition for all 1 ≤ β, γ ≤ n− 2div
(
∇~̃n

β

k · ~̃n
γ

k

)
= 0 for all BαRk(0)

∂ν~̃n
β

k · ~̃n
γ

k = 0 on on ∂BαRk(0)
(4.47)

and for all 1 ≤ β ≤ n− 2 (by (4.46) for the second inequality)∥∥∥∇~̃nβk∥∥∥L2(BαRk (0))
≤ C̃22(n)

∥∥∥∇~̃nk∥∥∥
L2(BαRk (0))

≤ C ′22(n) ‖∇~nk‖L2(Ωk(α)) . (4.48)

Furthermore, using [10] 4.1.7, we have the estimate for all 1 ≤ β ≤ n− 2∥∥∥∇~̃nβk · ~̃nγk∥∥∥L2,1(BαRk (0))
≤ C ′′22(n) ‖∇~nk‖2L2(Ωk(α)) . (4.49)

Let us recall the argument for this crucial step. By (4.47), there exists ~Aβ,γ : BαRk(0)→ Rn such that

∇⊥ ~Aβ,γ = ∇~̃n
β

k · ~̃nk
γ
. (4.50)
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Furthermore, the boundary conditions of (4.47) implies that we can choose ~Aβγ such that ~Aβ,γ = 0 on
∂BαRk(0). Therefore, we have ∆ ~Aβ,γ = ∇~̃n

β

k · ∇⊥~̃n
γ

k in BαRk(0)
~Aβ,γ = 0 on ∂BαRk(0)

(4.51)

Therefore, we get by the improved Wente estimate and (4.48)∥∥∥∇ ~Aβ,γ∥∥∥
L2,1(BαRk (0))

≤ C ′′22(n)
∥∥∥∇~̃nβk∥∥∥L2(BαRk (0))

∥∥∥∇~̃nγk∥∥∥L2(BαRk (0))
≤ C ′′22(n)C ′22(n) ‖∇~nk‖2L2(Ωk(α)) .

(4.52)

Combining the pointwise identity (4.50) with (4.52) yields (4.49).
Now fix some 1 ≤ β ≤ n− 2 and let ~uk : BαRk(0)→ Rn be the unique solution of

∆~uk = − ∗
(
∇~̃nk ∧∇⊥~̃n

β

k

)
+
n−2∑
γ=1
〈∇~̃n

β

k , ~̃n
γ

k〉 · ∇~̃n
β

k in BαRk(0)

~uk = 0 in ∂BαRk(0).

(4.53)

Now, thanks to (4.43), we can apply [4], scaling invariance and (4.46) to find that there exists C23 =
C23(n) > 0 such that∥∥∇2~uk

∥∥
L1(BαRk (0)) ≤ C1

∥∥∥∇~̃nk∥∥∥2

L2(BαRk (0))
≤ C2

22C23 ‖∇~nk‖2L2(Ωk(α)) .

Furthermore, as ~uk = 0 on ∂BαRk(0), and scaling invariance (of ‖uk‖L∞(BαRk (0)), ‖∇~uk‖L2,1(BαRk (0))

and
∥∥∇2uk

∥∥
L1(BαRk (0))) and Sobolev embedding, there exists C24 = C24(n) > 0 such that

‖~uk‖L∞(BαRk (0)) + ‖∇~uk‖L2,1(BαRk (0)) +
∥∥∇2~uk

∥∥
L1(BαRk (0)) ≤ C24 ‖∇~nk‖2L2(Ωk(α)) . (4.54)

Now, by Theorem (4.2), Hβ
k∇~Φk ∈ L2,1(Ωk(α)). Furthermore, as

lim
k→∞

Rk
rk

=∞, lim sup
k→∞

Rk <∞,

there exists by Theorem 7.2 an extension ~Fk : BαRk(0)→ Rn of Hβ
k∇~Φk such that for all k large enough∥∥∥~Fk∥∥∥

L2,1(BαRk (0))
≤ C25(n)

∥∥∥Hβ
k∇~Φk

∥∥∥
L2,1(Ωk(α))

,

where C25(n) > 0 is independent of k large enough and 0 < α < α0(n) fixed (small enough with respect
to some α0(n) > 0). Now, let ~vk : Ωk(α)→ Rn be the solution of the system∆~vk = −2 div

(
~Fk

)
in BαRk(0)

~vk = 0 on ∂BαRk(0).

As we trivially have ∥∥∥div(~Fk)
∥∥∥

W−1,(2,1)(BαRk (0))
≤
∥∥∥~Fk∥∥∥

L2,1(BαRk (0))
,

scaling invariance and standard Calderón-Zygmund estimates show that there exits a universal constant
C26 = C26(n) such that

‖∇~vk‖L2,1(BαRk (0)) ≤ C26(n)
∥∥∥~Fk∥∥∥

L2,1(BαRk (0))
≤ C25(n)C26(n)

∥∥∥Hβ
k∇~Φk

∥∥∥
L2,1(Ωk(α))
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≤ 2C25(n)C26(n)
∥∥∥eλk ~Hk

∥∥∥
L2,1(Ωk(α))

. (4.55)

Furthermore, the Sobolev embedding shows that for some universal constant Γ23 > 0

‖~vk‖L∞(BαRk (0)) ≤ Γ23 ‖∇~vk‖L2,1(BαRk (0)) ≤ Γ23C25(n)C26(n)
∥∥∥eλk ~Hk

∥∥∥
L2,1(Ωk(α))

. (4.56)

Finally, let ~ϕk = ~nβk − ~uk − ~vk. The ~ϕk : Ωk(α)→ Rn is harmonic and
∆~ϕk = 0 in Ωk(α)

ϕk = ~nβk on ∂BαRk(0)

ϕk = ~nβk − ~uk − ~vk on ∂Bα−1rk(0).

In particular, as ~uk, ~vk, ~nβk ∈ L∞(Ωk(α)) (as |~nαk | = 1 and using the bounds (4.54) and (4.69)), if ~dk ∈ R
and {~an}n∈Z ⊂ Cn are such that

~ϕk(z) = ~a0 + ~dk log |z|+ Re
(∑
n∈Z∗

~anz
n

)
,

then

|~dk| ≤
‖~ϕk‖L∞(∂Ωk(α))

log
(
α2Rk
rk

) ≤ 2
log
(
α2Rk
rk

) (1 + C27(n) ‖∇~nk‖2L2(Ωk(α)) + C27(n)
∥∥∥eλk ~Hk

∥∥∥
L2,1(Ωk(α))

)
,

(4.57)

so that by the proof of Lemma 4.5

‖∇~ϕk‖L2,1(Ωk(α/2)) ≤ 16
√
π + C28(n)

((
1 + ‖∇~nk‖L2(Ωk(α))

)
‖∇~nk‖L2(Ωk(α)) +

∥∥∥eλk ~Hk

∥∥∥
L2,1(Ωk(α))

)
∥∥∇2~ϕk

∥∥
L1(Ωk(α/2)) ≤ 8π + C28(n)

((
1 + ‖∇~nk‖L2(Ωk(α))

)
‖∇~nk‖L2(Ωk(α)) +

∥∥∥eλk ~Hk

∥∥∥
L2,1(Ωk(α))

)
.

(4.58)

Finally, we have by (4.54), (4.55), (4.58) and Theorem 4.2 for some C29(n) > 0∥∥∥∇~nβk∥∥∥L2,1(Ωk(α/2))
≤ ‖∇ϕk‖L2,1(Ωk(α2)) + ‖∇~uk‖L2,1(Ωk(α2)) + ‖∇~vk‖L2,1(Ωk(α2))

≤ 16
√
π + C29(n) (1 + Λ)

(
1 + ‖∇~nk‖L2(Ωk(2α))

)
‖∇~nk‖L2(Ωk(2α)) . (4.59)

Therefore, the no-neck energy yields for all 1 ≤ β ≤ n− 2

lim sup
α→0

lim sup
k→∞

∥∥∥∇~nβk∥∥∥L2,1(Ωk(α))
≤ 16

√
π. (4.60)

Now, as

|∇~nk| =

∣∣∣∣∣∣
n−2∑
β=1

~nk ∧ · · · ∧ ∇~nβk ∧ · · · ∧ ~n
n−2
k

∣∣∣∣∣∣ ≤
n−2∑
β=1
|∇~nβk |, (4.61)

we deduce from (4.60) that

lim sup
α→0

lim sup
k→∞

‖∇~nk‖L2,1(Ωk(α)) ≤ 16
√
π(n− 2) <∞ (4.62)

Now, define ~nk : BαRk(0) \Bα−1rk(0) such that for all z ∈ Ωk(α) such that |z| = r

~nk(z) = −
∫
∂Br(0)

~nk dH
1.
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We will prove that for certain universal constants C30(n)∥∥∇~nk∥∥L2,1(Ωk(α)) ≤ C30(n)eΓ2(n)Λ
(

1 + ‖∇~nk‖L2(Ωk(2α))

)
‖∇~nk‖L2(Ωk(2α)) , (4.63)

and this will finish the proof of the Theorem by using Lemmas 4.4, 4.5. Indeed, notice that the following
lemma imply by (4.54) and (4.55) that∥∥∇~uk∥∥L2,1(BαRk (0)) ≤ C31(n) ‖∇~nk‖2L2(Ωk(α))∥∥∇~vk∥∥L2,1(BαRk (0)) ≤ C31(n)

∥∥∥eλk ~Hk

∥∥∥
L2,1(Ωk(α))

. (4.64)

Lemma 4.6. Let n ≥ 2, 0 < r < R < ∞, Ω = BR \ Br(0) ⊂ Rn, 1 ≤ p < ∞ and assume that
u ∈W 1,p(BR \Br(0)). Define u : Ω→ R to be the radial function such that for all r < t < R if t = |x|,
then

u(x) = ut = −
∫
∂Bt(0)

u dH n−1 = 1
β(n)tn−1

∫
∂Bt(0)

u dH n−1.

Then u ∈W 1,p(Ω) and

‖∇u‖Lp(Ω) ≤ ‖∇u‖Lp(Ω) .

Furthermore, for all 1 < p < ∞, and 1 ≤ q ≤ ∞, there exists a constant C(p, q) independent of
0 < r < R <∞ such that for all u ∈W 1,(p,q)(Ω), u ∈W 1,(p,q)(Ω) and

‖∇u‖Lp,q(Ω) ≤ C(p, q) ‖∇u‖Lp,q(Ω) .

Proof. First, assume that u ∈W 1,p(Ω) for some 1 ≤ p <∞. Recall that by the proof of Proposition 2.7,
we have ∣∣∣∣ ddtut

∣∣∣∣ ≤ −∫
∂Bt(0)

|∇u|H n−1. (4.65)

Therefore, as u is radial, we have by the co-area formula

‖∇u‖pLp(Ω) = β(n)
∫ R

r

∣∣∣∣ ddtut
∣∣∣∣p tn−1dt. (4.66)

Furthermore, by Hölder’s inequality and (4.65)∣∣∣∣ ddtut
∣∣∣∣p ≤ 1

(β(n)tn−1)p

∣∣∣∣∣
∫
∂Bt(0)

|∇u|dH n−1

∣∣∣∣∣
p

≤ 1
(β(n)tn−1)p

∫
∂Bt(0)

|∇u|p dH n−1 (β(n)tn−1) pp′ (4.67)

= 1
β(n)tn−1

∫
∂Bt(0)

|∇u|p dH n−1. (4.68)

Putting together (4.66) and (4.67), we find by a new application of the co-area formula

‖∇u‖pLp(Ω) ≤
∫ R

r

(∫
∂Bt(0)

|∇u|pdH n−1

)
dt =

∫
BR\Br(0)

|∇u|pdL n = ‖∇u‖pLp(Ω) .

The last statement comes from the Stein-Weiss interpolation theorem ([10], 3.3.3).

Now, in order to obtain (4.63), recall the algebraic equation on Ωk(α) from (4.44)

∇~nβk = − ∗
(
~nk ∧∇⊥~nβk

)
+
n−2∑
γ=1
〈∇~nβk , ~n

γ
k〉 − 2Hβ

k∇~Φk.
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To simplify notations, let

~Gk =
n−2∑
β=1
〈∇~nβk , ~n

γ
k〉 − 2Hβ

k∇~Φk.

Then (4.49) implies that∥∥∥~Gk∥∥∥
L2,1(Ωk(α))

≤ C32(n) ‖∇~nk‖2L2(Ωk(α)) + 4
∥∥∥eλk ~Hk

∥∥∥
L2,1(Ωk(α))

. (4.69)

We have∣∣∣∣ ddt~nβk,t
∣∣∣∣ ≤

∣∣∣∣∣−
∫
∂Bt(0)

~nk ∧ ∂τ~nβk dH
1

∣∣∣∣∣+
∣∣∣∣ ddt ~Gk,t

∣∣∣∣ =

∣∣∣∣∣−
∫
∂Bt(0)

(
~nk − ~nk,t

)
∧ ∂τ~nβk dH

1

∣∣∣∣∣+
∣∣∣∣ ddt ~Gk,t

∣∣∣∣ (4.70)

Furthermore, by (4.69) and Lemma 4.6, we have (as ~Gk is radial)∥∥∥∥ ddt ~Gk,t
∥∥∥∥

L2,1(Ωk(α))
=
∥∥∥∇~Gk∥∥∥

L2,1(Ωk(α))
≤ C33(n)

(
‖∇~nk‖2L2(Ωk(α)) +

∥∥∥eλk ~Hk

∥∥∥
L2,1(Ωk(α))

)
. (4.71)

Now, the ε-regularity ([28] I.5) combined with the small L2 norm of ∇~nk in Ωk(2α) implies that there
exists a universal constant C34(n) such that

‖∇~nk‖L∞(∂Bt) ≤
C34(n)
t

(∫
B2t\Bt/2(0)

|∇~nk|2dx

) 1
2

so that ∥∥~nk − ~nk,t∥∥L∞(∂Bt(0)) ≤
∫
∂Bt(0)

|∇~nk| dH 1 ≤ 2πC34(n) ‖∇~nk‖L2(B2t\Bt/2(0)) .

Therefore,∣∣∣∣∣−
∫
∂Bt(0)

(
~nk − ~nk,t

)
∧ ∂τ~nβk dH

1

∣∣∣∣∣ ≤ 2πC34(n) ‖∇~nk‖L2(Ωk(2α))−
∫
∂Bt(0)

|∇~nβk | dH
1. (4.72)

The proof of Lemma 4.6 now implies by (4.72) that∥∥∥∥∥−
∫
∂Bt(0)

(
~nk − ~nk,t

)
∧ ∂τ~nβk dH

1

∥∥∥∥∥
L2,1(Ωk(α))

≤ C35(n) ‖∇~nk‖L2(Ωk(2α))

∥∥∥∇~nβk∥∥∥L2,1(Ωk(α))
. (4.73)

Finally, thanks to (4.70), (4.71) and (4.73), we find∥∥∥∇~nβk∥∥∥L2,1(Ωk(α))
≤ C33(n)

(
‖∇~nk‖2L2(Ωk(α)) +

∥∥∥eλk ~Hk

∥∥∥
L2,1(Ωk(α))

)
+ C35(n) ‖∇~nk‖L2(Ωk(2α))

∥∥∥∇~nβk∥∥∥L2,1(Ωk(α))
.

(4.74)

Therefore, (4.59) and (4.74) imply that∥∥∥∇~nβk∥∥∥L2,1(Ωk(α))
≤ C33(n)

(
‖∇~nk‖2L2(Ωk(α)) +

∥∥∥eλk ~Hk

∥∥∥
L2,1(Ωk(α))

)
+ C35(n)

(
16
√
π + C9(n) (1 + Λ)

(
1 + ‖∇~nk‖L2(Ωk(2α))

)
‖∇~nk‖L2(Ωk(2α))

)
‖∇~nk‖L2(Ωk(2α))

≤ C36(n) (1 + Λ)2
e4Γ1(n)Λ

(
1 + ‖∇~nk‖L2(Ωk(2α))

)
‖∇~nk‖L2(Ωk(2α)) . (4.75)

Therefore, (4.64) and (4.75) imply that∥∥∇~ϕk∥∥L2,1(Ωk(α)) ≤
∥∥∇~nk∥∥L2,1(Ωk(α)) +

∥∥∇~uk∥∥L2,1(Ωk(α)) +
∥∥∇~vk∥∥L2(Ωk(α))
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≤ C37(n)eΓ2(n)Λ
(

1 + ‖∇~nk‖L2(Ωk(2α))

)
‖∇~nk‖L2(Ωk(2α)) (4.76)

We can now use Lemma 2.3 (or equivalently Proposition 2.5) and Lemma 4.6 to get for all 0 < β < 1∥∥∇ (~ϕk − ~ϕk
)∥∥

L2,1(Ωk(βα)) ≤ 24β
∥∥∇ ( ~ϕk − ~ϕk

)∥∥
L2(Ωk(α)) ≤ 48β ‖∇~ϕk‖L2(Ωk(α))

≤ 48β
(
‖∇~nk‖L2(Ωk(α)) + ‖∇~uk‖L2(Ωk(α)) + ‖∇~vk‖L2(Ωk(α))

)
≤ C38(n)β eΓ2(n)Λ

(
1 + ‖∇~nk‖L2(Ωk(2α))

)
‖∇~nk‖L2(Ωk(2α)) . (4.77)

Therefore, taking β = 1/2 in (4.77), we get by (4.76) and (4.77) show that

‖∇~ϕk‖L2,1(Ωk(α/2)) ≤ C39(n) eΓ2(n)Λ
(

1 + ‖∇~nk‖L2(Ωk(2α))

)
‖∇~nk‖L2(Ωk(2α)) . (4.78)

Finally, by (4.54), (4.55) and (4.56) we obtain the expected estimate for ~nβk = ~uk + ~vk + ~ϕk on Ωk(α/2),
and for ~nk by the algebraic inequality (4.61).

Remark 4.7. Observe that for the mean curvature, we have the improved (because of the Sobolev
embedding W 1,1(R2) ↪→ L2,1(R2)) no-neck energy

lim
α→0

lim sup
k→∞

∥∥∥eλk∇ ~Hk

∥∥∥
L1(Ωk(α))

= 0

but this is not completely clear if this also holds for ∇2~nk (here, Ωk(α) = BαRk \Bα−1rk(0)). However,
notice that (4.51) implies that∥∥∥∇2 ~Aβ,γ

∥∥∥
L1(BαRk (0))

≤ C(n) ‖∇~n‖2L2(Ωk(α))

and as ∇⊥ ~Aβ,γ = ∇~̃n
β

k · ~̃n
γ

k , we deduce that

∇2~̃n
β

k · ~̃n
γ

k +∇~̃n
β

k · ∇~̃n
γ

k ∈ L1(BαRk(0)),

and by the Cauchy-Schwarz inequality, this implies that for all 1 ≤ β, γ ≤ n− 2∥∥∥∇2~̃n
β

k · ~̃n
γ

k

∥∥∥
L1(BαRk (0))

≤ C ′(n) ‖∇~nk‖2L2(Ωk(α)) .

Therefore, we deduce as ~̃n
β

k = ~nβk on Ωk(α) that

lim
α→0

lim sup
k→∞

∥∥π~nk(∇2~nk)
∥∥

L1(Ωk(α)) = 0,

(where π~nk is the projection on the normal bundle) but this is not completely clear how one may obtain
the same result for the tangential part of ∇2~nk.

We finish this section by the proof of Corollary 1.4.

Proof of Corollary 1.4. Introduce for all α > 0 small enough the domain decomposition of [2]:

Σ =
(

Σ \
m⋃
i=1

Bα(ai)
)
∪ Ωk(α) ∪

m∑
i=1

mi∑
j=1

B(i, j, α, k),

where

Ωk(α) =

 m⋃
i=1

Bα(ai) \
mi⋃
j=1

Bα−1ρi,j
k

(xi,j
k

)

 m⋃
i=1

mi⋃
j=1

⋃
j′∈Ii,j

Bαρi,j
k

(xi,j
′

k ) \
⋃

j′′∈Ii,j
B
α−1ρi,j

′′
k

(xi,j
′′

k )


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=
m⋃
i=1

Ωik(α)
m⋃
i=1

mi⋃
j=1

⋃
j′∈Ii,j

Ωi,j,j
′

k (α)

and

B(i, j, α, k) = Bα−1ρi,j
k

(xi,jk ) \
⋃

j′∈Ii,j
Bαρi,j

k
(xi,j

′

k )

and for all 1 ≤ i ≤ m, for all 1 ≤ j ≤ mi, we have

ρi,jk
ρi,j

′

k

−→
k→∞

∞.

Thanks to the no-neck property, we have

lim
α→0

lim sup
k→∞

‖∇~nk‖L2,1(Ωk(α)) = 0.

By the strong convergence, for all 0 < α ≤ α0, we have

lim sup
k→∞

‖~nk − ~n∞‖L∞(Σα) = 0,

where Σα = Σ \
⋃m
i=1Bα(ai). This implies by Proposition 2.7 that there exists sequences of constants

{~c ik(α)}k∈N, {~c i,j,j
′

k (α)}k∈N ⊂ Λn−2Rn such that for all i, j

lim
α→0

lim sup
k→∞

∥∥~nk − ~c ik(α)
∥∥

L∞(Ωi
k
(α)) = 0

lim
α→0

lim sup
k→∞

∥∥∥~nk − ~c i,j,j′k (α)
∥∥∥

L∞(Ωi,j,j
′

k
(α))

= 0.

Since |~nk| = 1, we deduce that up to a subsequence ~c ik(α0) −→
k→∞

~c i∞(α0) such that |~c i∞(α0)| = 1. Likewise,
there exists {αk}k∈N ⊂ (0,∞) such that ~c i∞(αk)→ ~c i∞ where |~c i∞| = 1. Therefore, we deduce that there
exists ~c i∞,~c i,j,j

′

∞ ∈ Sn−1 such that

lim
α→0

lim sup
k→∞

∥∥~nk − ~c i∞∥∥L∞(Ωi
k
(α)) = 0

lim
α→0

lim sup
k→∞

∥∥∥~nk − ~c i,j,j′∞

∥∥∥
L∞(Ωi,j,j

′
k

(α))
= 0.

Finally, in a bubble domain B(i, j, α, k), there exists a sequence {µi,jk }k∈N ⊂ R such that the function

~Φi,jk : Bα−1(xi,j
′

k ) \
⋃

j′′∈Ii,j
Bα(xi,j

′′

k )→ Rn

z 7→ e−µ
i,j
k

(
~Φk(ρi,jk z)− ~Φk(xi,j

′

k )
)

converges smoothly towards to the branched Willmore sphere ~Φi,j∞ : C→ Rn. Since

~n~Φi,j
k

(z) = ~n~Φk(ρkz),

we deduce that for all 0 < α < α0,∥∥∥∇~nk −∇~n~Φi,j∞ ((ρi,jk )−1 · )
∥∥∥

L2,1(B(i,j,α,k))
= 0.

This implies that there exists {~d i,jk (α)}k∈N ⊂ Λn−2Rn such that

lim
α→0

lim sup
k→∞

∥∥∥~nk − ~n~Φ i,j
∞

((ρi,jk )−1 · ))− ~d i,jk (α)
∥∥∥

L∞(B(i,j,α,k))
= 0
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Since ~nk and ~n~Φ i,j
∞

are unitary, we deduce that

lim
α→0

lim
k→∞

|~d i,jk (α)| = 0,

so that

lim
α→0

lim sup
k→∞

∥∥∥~nk − ~n~Φ i,j
∞

((ρi,jk )−1 · )
∥∥∥

L∞(B(i,j,α,k))
= 0.

Notice that the function ~nk − ~n~Φ i,j
∞

((ρi,jk )−1 · ) is independent of α and that B(i, j, α, k) ⊂ B(i, j, β, k)
for α < β, which implies that

lim
k→∞

∥∥∥~nk − ~n~Φ i,j
∞

((ρi,jk )−1 · )
∥∥∥

L∞(B(i,j,α0,k))
= 0.

Now, using the proof of Proposition 2.7, we deduce that we can take

~c ik(α) = −
∫
∂Bi,1

α−1ρk
(xi,1
k

)
~nk dH

1

and since ~Φi,1∞ : C→ Rn extends to an immersion S2 → Rn, the normal has a continuous extension and
identifying N = (0, 0, 1) ∈ S2 and ∞ ∈ C ∪ {∞}, we deduce that

lim
α→0

lim
k→∞

∥∥∥~nk − ~n~Φi,1∞ (N)
∥∥∥

L∞(Ωi
k
(α))

= 0,

and likewise for all 1 ≤ i ≤ m and 1 ≤ j ≤ mi, we have

lim
α→0

lim sup
k→∞

∥∥∥~nk − ~n~Φ i,j
∞

(N)
∥∥∥

L∞(Ωi,j
k

(α))
= 0.

Which completes the proof of the theorem.

In the next section we recall basic facts on the viscosity method for the Willmore energy, and then
in the following section we show the improved L2,1 quantization in this setting.

5 The viscosity method for the Willmore energy

We first introduce for all weak immersion ~Φ : S2 → Rn of finite total curvature the associated metric
g = ~Φ∗gRn on S2. By the uniformisation theorem, there exists a function ω : S2 → R such that

g = e2ωg0,

where g0 is a metric of constant Gauss curvature 4π and unit volume on S2. Furthermore, in all fixed
chart ϕ : B1(0)→ S2, we define µ : B1(0)→ R such that

λ = ω + µ,

where in the given chart

g = e2λ|dz|2.

For technical reasons, we will have to make a peculiar choice of ω (see [35], Definition III.2).

Definition 5.1. Under the preceding notations, we say that a choice (ω, ϕ) of a map ω : S2 → R and
of a diffeomorphism ϕ : S2 → S2 is an Aubin gauge if

ϕ∗g0 = 1
4πgS

2 and
∫
S2
xje

2ω◦ϕ(x)dvolgS2 (x) = 0 for all j = 1, 2, 3,

where gS2 is the standard metric on S2.
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We also recall that the limiting maps arise from a sequence of critical point of the following regular-
isation of the Willmore energy (see [35] for more details) :

Wσ(~Φ) = W (~Φ) + σ2
∫
S2

(
1 + | ~H|2

)2
dvolg

+ 1
log
( 1
σ

) (1
2

∫
S2
|dω|2gdvolg + 4π

∫
S2
ω e−2ωdvolg − 2π log

∫
S2
dvolg

)
where ω : S2 → R is as above.

We need a refinement of a standard estimate (see [10], 3.3.6).

Lemma 5.2. Let Ω be a open subset of R2 whose boundary is a finite union of C1 Jordan curves. Let
f ∈ L1(Ω) and let u be the solution of {

∆u = f in Ω
u = 0 on ∂Ω.

(5.1)

Then ∇u ∈ L2,∞(Ω), and

‖∇u‖L2,∞(Ω) ≤ 3
√

2
π
‖f‖L1(Ω) .

Remark 5.3. We need an estimate independent of the domain for a sequence of annuli of conformal
class diverging to∞, but the argument applies to a general domain (although some regularity conditions
seem to be necessary).

Proof. First assume that f ∈ C0,α(Ω) for some 0 < α < 1. Then by Schauder theory, u ∈ C2,α(Ω), and
by Stokes theorem ([11] 1.2.1), we find as u = 0 on ∂Ω that for all z ∈ Ω

∂zu(z) = 1
2πi

∫
Ω

∂z (∂zu(ζ))
ζ − z

dζ ∧ dζ. (5.2)

As ∆u = 4 ∂2
zzu and |dζ|2 = dζ ∧ dζ

2i , the pointwise estimate (5.2) implies that

∂zu(z) = − 1
4π

∫
Ω

∆u(ζ)
ζ − z

|dζ|2 = − 1
4π

∫
Ω

f(ζ)
ζ − z

|dζ|2. (5.3)

Now, define f ∈ L1(R2) by

f(z) =
{
f(z) for all z ∈ Ω
0 for all z ∈ R2 \ Ω.

and U : R2 → C by

U(z) = − 1
4π

∫
R2

f(ζ)
ζ − z

|dζ|2 = − 1
4π

((
ζ 7→ 1

ζ

)
∗ f
)

(z), (5.4)

where ∗ indicates the convolution on R2. Now, recall that for all 1 ≤ p <∞ and g ∈ Lp(R2,C), we have∥∥f ∗ g∥∥Lp(R2) ≤
∥∥f∥∥L1(R2) ‖g‖Lp(R2) .

Interpolating between L1 and Lp for all p > 2 shows by the Stein-Weiss interpolation theorem ([10] 3.3.3)
that for all g ∈ L2,∞(R2,C)

∥∥f ∗ g∥∥L2,∞(R2) ≤
√

2
(

2× 1
2− 1 + p · 1

p− 2

)∥∥f∥∥L1(R2) ‖g‖L2,∞(R2) =
√

2
(

2 + p

p− 2

)∥∥f∥∥L1(R2) ‖g‖L2,∞(R2) .
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Taking the infimum in p > 2 (that is, p→∞) shows that for all g ∈ L2,∞(R2),∥∥f ∗ g∥∥L2,∞(R2) ≤ 3
√

2
∥∥f∥∥L1(R2) ‖g‖L2,∞(R2) . (5.5)

Therefore, we deduce from (5.3) and (5.5) that

‖U‖L2,∞(R2) ≤
3
√

2
4π

∥∥f∥∥L1(R2)

∥∥∥∥ 1
| · |

∥∥∥∥
L2,∞(R2)

= 3√
2π
‖f‖L1(Ω) .

Now, as U = ∂zu on Ω and 2|∂zu| = |∇u|, we finally deduce that

‖∇u‖L2,∞(Ω) ≤ 3
√

2
π
‖f‖L1(Ω) . (5.6)

In the general case f ∈ L1(Ω), by density of C∞c (Ω) in L1(Ω), let {fk}k∈N ⊂ C∞c (Ω) such that

‖fk − f‖L1(Ω) −→
k→∞

0. (5.7)

Then uk ∈ C∞(Ω) (defined to be the solution of the system (5.1) with f replaced by fk and the same
boundary conditions) so for all k ∈ N, ∇uk ∈ L2,∞(Ω) and

‖∇uk‖L2,∞(Ω) ≤ 3
√

2
π
‖fk‖L1(Ω) . (5.8)

As
{
‖fk‖L1(Ω)

}
k∈N

is bounded, up to a subsequence uk ⇀
k→∞

u∞ in the weak topology of W 1,(2,∞)(Ω).
Therefore, (5.7) and (5.8) yield

‖∇u∞‖L2,∞(Ω) ≤ lim inf
k→∞

‖∇uk‖L2,∞(Ω) ≤ 3
√

2
π
‖f‖L1(Ω) .

Furthermore, as fk −→
k→∞

f in L1(Ω), we have ∆u∞ = f in D ′(Ω), so we deduce that u∞ = u and this
concludes the proof of the lemma.

Finally, recall the following Lemma from [2] (se also [6]).

Lemma 5.4. Let Ω be a Lipschitz bounded open subset of R2, 1 < p < ∞ and 1 ≤ q ≤ ∞, and
(a, b) ∈W 1,(p,q)(B1(0))×W 1,(2,∞)(B1(0)). Let u : B1(0)→ R be the solution of{

∆u = ∇a · ∇⊥b in Ω
u = 0 on ∂Ω.

Then there exists a constant Cp,q(Ω) > 0 such that

‖∇u‖Lp,q(Ω) ≤ Cp,q(Ω) ‖∇a‖Lp,q(Ω) ‖∇b‖L2,∞(Ω) .

Remark 5.5. Notice that by scaling invariance, we have for all R > 0 if ΩR = BR(0)

‖∇u‖L2,1(BR(0)) ≤ C2,1(B1(0)) ‖∇a‖L2,1(BR(0)) ‖∇b‖L2,∞(BR(0)) .

6 Improved energy quantization in the viscosity method

The viscosity method ([22], [34], [33], [26], [25], [35], [31], [21]) developed by the T. Rivière and col-
laborators aims at constructing solutions of min-max problems for functionals that do not satisfy the
Palais-Smale condition or defined on spaces that are not Banach manifolds. Here, we will be focusing on
the viscosity method for Willmore surfaces ([35]). Let us recall a couple of definitions
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Definition 6.1. LetM = W 2,4
ι (S2,Rn) be the space of W 2,4 immersions from the sphere S2 into Rn.

We say that a family A ⊂ P(M) is an admissible family if for every homeomorphism Ψ of M isotopic
to the identity, we have

∀A ∈ A, Ψ(A) ∈ A.

Now fix some admissible family A ⊂ P(W 2,4
ι (S2,Rn)) and define

β0 = inf
A∈A

supW (A).

For all σ > 0 and all smooth immersion ~Φ : S2 → Rn, recall the definition

Wσ(~Φ) = W (~Φ) + σ2
∫

Σ

(
1 + | ~H|2

)2
dvolg + 1

log
( 1
σ

)O(~Φ),

where O is the Onofri energy (see above or [35] for more details), and define

β(σ) = inf
A∈A

supWσ(A).

We can now introduce the main result of this section.

Theorem 6.2. Let {σk}k∈N ⊂ (0,∞) be such that σk −→
k→∞

0 and let {~Φk}k∈N : S2 → Rn be a sequence
of critical points associated to Wσk such that

Wσk(~Φk) = β(σk) −→
k→∞

β0

Wσk(~Φk)−W (~Φk) = o

 1
log
(

1
σk

)
log log

(
1
σk

)
 .

(6.1)

Let {Rk}k∈N , {rk}k∈N ⊂ (0,∞) be such that

lim
k→∞

Rk
rk

= 0, lim sup
k→∞

Rk <∞,

and for all 0 < α < 1 and k ∈ N, let Ωk(α) = BαRk \Bα−1rk(0) be a neck region, i.e. such that

lim
α→0

lim
k→∞

sup
2α−1rk<s<αRk/2

∫
B2s\Bs/2(0)

|∇~nk|2dx = 0.

Then we have

lim
α→0

lim sup
k→∞

‖∇~nk‖L2,1(Ωk(α)) = 0.

Remarks on the proof. The proof is in the same spirit of the proof of the no-neck energy for the L2,1

norm in the case of Willmore immersions, up to the need to introduce more conversation laws and derive
more estimates to obtain the L2,1 estimates.

Proof. As in [35], we give the proof in the special case n = 3. By Theorem 4.1 this is not restrictive.

Λ = sup
k∈N

(
‖∇λk‖L2,∞(B1(0)) +

∫
B1(0)

|∇~nk|2dx

)
<∞

and

l(σk) = 1
log
(

1
σk

) , l̃(σk) = 1
log log

(
1
σk

) .
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Furthermore, the entropy condition (6.1) and the improved Onofri inequality show (see [2] III.2)

1
log
(

1
σk

) ‖ωk‖L∞(B1(0)) = o

 1
log log

(
1
σk

)


1
log
(

1
σk

) ∫
S2
|dωk|2gkdvolgk = o

 1
log log

(
1
σk

)
 (6.2)

1
log
(

1
σk

) (1
2

∫
S2
|dωk|2gkdvolgk + 4π

∫
S2
ωke
−2ωkdvolgk − 2π log

∫
S2
dvolgk

)
= o

 1
log log

(
1
σk

)
 .

Thanks to [35], we already have

lim
α→0

lim sup
k→∞

‖∇~nk‖L2(Ωk(α)) = 0.

Therefore, as in Lemma IV.1 in [2] (and using the same argument as in Lemma 4.4), there exists a
controlled extension ~̃nk : BαRk(0)→ Gn−2(Rn) such that ~̃nk = ~nk on Ωk(α) = BαRk(0) \Bα−1rk(0) and∥∥∥∇~̃nk∥∥∥

L2(BαRk (0))
≤ κ0(n) ‖∇~nk‖L2(Ωk(α))∥∥∥∇~̃nk∥∥∥

L2,1(BαRk (0))
≤ κ0(n) ‖∇~nk‖L2,1(Ωk(α)) , (6.3)

in all equations involving ~nk on BαRk(0), we replace ~nk by ~̃nk as one need only obtain estimates on
Ωk(α), where ~̃nk = ~nk. Likewise, ~Hk can be replaced by a controlled extension using Lemma B.4 in [15]
(see also the Appendix).

Now, by [35], let ~Lk : B1(0)→ R3 be such that

d~Lk = ∗ d
(
~Hk + 2σ2

k(1 + | ~Hk|2) ~Hk

)
− 2

(
1 + 2σ2

k(1 + | ~Hk|2)
)
Hk ∗ d~nk

+

−(| ~Hk|2 + σ2
k(1 + | ~Hk|2)2

)
+ 1

log
(

1
σk

) (1
2 |dωk|

2
gk
− 2πωke−2ωk + 2π

Area(~Φk(S2))

) ∗ d~Φk
− 1

log
(

1
σk

) 〈d~Φk, dωk〉gk ∗ dωk + 1
log
(

1
σk

)~Ik gk (∗ dωk) . (6.4)

Then following [35], we have

eλk(z)|~Lk(z)| ≤
(
κ1(n) (1 + Λ) eκ1(n)Λ ‖∇~n‖L2(Ωk(α)) + l̃(σk)

) 1
|z|

for all z ∈ Ωk(α/2),

so that ∥∥∥eλk~Lk∥∥∥
L2,∞(Ωk(α/2))

≤ 2
√
π
(
κ1(n) (1 + Λ) eκ1(n)Λ ‖∇~nk‖L2(Ωk(α)) + l̃(σk)

)
.

Now let Yk : BαRk(0)→ R (see [35], VI.21) be the solution of{
∆Yk = −4e2λkσ2

k

(
1−H4

k

)
− 2l(σk)Kg0ωke

2µk + 8π l(σk)e2λkArea(~Φ(S2))−1 in BαRk(0)
Yk = 0 on ∂BαRk(0).

(6.5)

Then we have (recall that Kg0 = 4π by the chosen normalisation in Definition 5.1)

‖∆Yk‖L1(BαRk (0)) ≤ 4σ2
k

∫
BαRk (0)

(
1 +H4

k

)
dvolgk + 8π l(σk) ‖ωk‖L∞(Bαk (0))

∫
BαRk (0)

e2µkdx
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+ 8π l(σk)Area(~Φk(BαRk(0)))
Area(~Φk(S2))

= o(l̃(σk)). (6.6)

Therefore, Lemma 7.9 implies by (6.6) that

‖∇Yk‖L2,∞(BαRk (0)) ≤ 3
√

2
π
‖∆Yk‖L1(BαRk (0)) = o(l̃(σk)) ≤ l̃(σk) (6.7)

for k large enough. Now, let ~vk : BαRk(0)→ R3 be the solution of{
∆~vk = ∇~̃nk · ∇⊥Yk in BαRk(0)
~vk = 0 on ∂BαRk(0).

(6.8)

By scaling invariance and the inequality of Lemma 5.4, we deduce by (6.7) that for some universal
constant κ2 > 0

‖∇~vk‖L2,1(BαRk (0)) ≤ κ2

∥∥∥∇~̃nk∥∥∥
L2,1(BαRk (0))

‖∇Yk‖L2,∞(BαRk (0))

≤ κ2κ0(n) ‖∇~nk‖L2,1(Ωk(α)) ‖∇Yk‖L2,∞(BαRk (0)) ≤ l̃(σk) ‖∇~nk‖L2,1(Ωk(α)) . (6.9)

Furthermore, we have by Lemma 5.4 and scaling invariance

‖∇~vk‖L2(BαRk (0)) ≤ κ3

∥∥∥∇~̃nk∥∥∥
L2(BαRk (0))

‖∇Yk‖L2,∞(BαRk (0)) ≤ κ3κ0(n) ‖∇~nk‖L2(Ωk(α)) o(l̃(σk))

≤ l̃(σk) ‖∇~nk‖L2(Ωk(α)) (6.10)

Now, recall that the Codazzi identity ([35], III.58) implies that

div

e−2λk
2∑
j=1

I2,j∂xj ~Φk,−e−2λk
2∑
j=1

I1,j∂xj ~Φk

 = 0 in BαRk(0) (6.11)

Therefore, by the Poincaré Lemma, there exists ~Dk : BαRk(0) −→
k→∞

R3 such that

∇ ~Dk =

e−2λk
2∑
j=1

I1,j∂xj ~Φk, e−2λk
2∑
j=1

I2,j∂xj ~Φk

 .

Notice that we have the trivial estimate∥∥∥∇ ~Dk

∥∥∥
L2(Bαk (0))

≤ 2 ‖∇~nk‖L2(Bαk (0)) ≤ 2
√

Λ. (6.12)

Furthermore,

l(σk)
∥∥∥∇ ~Dk

∥∥∥
L2,1(Ωk(α))

≤ 2 l(σk) ‖∇~nk‖L2,1(Ωk(α)) . (6.13)

Now, let ~Ek : BαRk(0)→ R3 be the solution of{
∆ ~Ek = 2∇(l(σk)ωk) · ∇⊥ ~Dk in BαRk(0)
~Ek = 0 on ∂BαRk(0).

. (6.14)

The improved Wente estimate, the scaling invariance and the estimates (6.1) and (6.12) imply that∥∥∥∇ ~Ek∥∥∥
L2,1(BαRk (0))

≤ 2κ0 l(σk) ‖∇ωk‖L2(BαRk (0))

∥∥∥∇ ~Dk

∥∥∥
L2(BαRk (0))

≤ 4κ0
√

Λ o(
√
l(σk)) ≤

√
l(σk)

∥∥∥∇ ~Ek∥∥∥
L2(BαRk (0))

≤ 1
2

√
3
π
l(σk) ‖∇ωk‖L2(BαRk (0))

∥∥∥∇ ~Dk

∥∥∥
L2(BαRk (0))

≤
√
l(σk). (6.15)
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Now, let ~Fk : BαRk(0)→ R3 be such that

2ωk l(σk)∇⊥ ~Dk = ∇⊥ ~Fk +∇ ~Ek.

Combining (6.13), (6.15), and recalling that l(σk) ‖ωk‖L∞(BαRk (0)) = o(l̃(σk)) (by (6.1)), we deduce that∥∥∥~Fk∥∥∥
L2,1(Ωk(α))

≤ 2 l(σk) ‖ωk‖L∞(Ωk(α))

∥∥∥∇ ~Dk

∥∥∥
L2,1(Ωk(α))

+
∥∥∥∇ ~Ek∥∥∥

L2,1(BαRk (0))

≤ l̃(σk) ‖∇~nk‖L2,1(Ωk(α)) +
√
l(σk). (6.16)

Finally, let ~wk : BαRk(0)→ R3 be the solution of∆~wk = ∇~̃nk · ∇⊥
(
~vk − ~Ek

)
in BαRk(0)

~wk = 0 on ∂BαRk(0).

As previously, the improved Wente implies that

‖∇~wk‖L2,1(BαRk (0)) ≤ κ0

∥∥∥∇~̃nk∥∥∥
L2(BαRk (0))

∥∥∥∇(~vk − ~Ek)
∥∥∥

L2(BαRk (0))

≤ κ0

∥∥∥∇~̃nk∥∥∥
L2(Ωk(α))

(
‖∇~vk‖L2(BαRk (0)) +

∥∥∥∇ ~Ek∥∥∥
L2(BαRk (0))

)
≤ κ0κ(n) ‖∇~nk‖L2(Ωk(α))

(
l̃(σk) ‖∇~nk‖L2(Ωk(α)) +

√
l(σk)

)
≤ κ0κ(n)

√
Λ
(
l̃(σk)

√
Λ +

√
l(σk)

)
≤ l̃(σk) (6.17)

for k large enough. Finally, if ~Zk : Ωk(α)→ R3 satisfies

∇⊥ ~Zk = ~nk ×∇⊥
(
~vk − ~Ek

)
−∇~wk,

the estimates (6.9), (6.15), (6.17) show that (as ~̃nk = ~nk on Ωk(α))∥∥∥∇~Zk∥∥∥
L2,1(Ωk(α))

≤ l̃(σk) ‖∇~nk‖L2,1(Ωk(α)) +
√
l(σk) + l̃(σk). (6.18)

Finally, following constants and using the controlled extension ~̃nk of ~nk, we deduce as in [35] (see (VI.75))
that∥∥∥2
(
1 + 2σ2

k

(
1 +H2

k

)
− l(σk)ωk

)
eλk ~Hk +

(
∇~vk +∇⊥

(
~Fk + ~Zk

))
×∇~Φk e−λk + l(σk)∇⊥ ~Dk · ∇~Φk e−λk

∥∥∥
L2,1(Ωk(α))

≤ κ4(n)eκ4(n)Λ ‖∇~nk‖L2(Ωk(2α)) . (6.19)

Furthermore, as l(σk) ‖ωk‖L∞(Ωk(α)) = o(l̃(σk)), we have 2(1 + 2σ2
k(1 + H2

k) − l(σk)ωk) ≥ 1 for k large
enough and by the estimates (6.9), (6.13), (6.16), (6.18), (6.19), we deduce that∥∥∥eλk ~Hk

∥∥∥
L2,1(Ωk(α))

≤ κ4(n)eκ4(n)Λ ‖∇~nk‖L2(Ωk(2α)) + l̃(σk) ‖∇~nk‖L2,1(Ωk(α))

+ l̃(σk) ‖∇~nk‖L2,1(Ωk(α)) +
√
l(σk) + l̃(σk) ‖∇~nk‖L2,1(Ωk(α)) +

√
l(σk) + l̃(σk) + 2 l(σk) ‖∇~nk‖L2,1(Ωk(α))

≤ κ4(n)eκ4(n)Λ ‖∇~nk‖L2(Ωk(2α)) + 5 l̃(σk) ‖∇~nk‖L2,1(Ωk(α)) + 3 l̃(σk). (6.20)

Thanks to the proof of Theorem 3.1 and (6.20), we have

‖∇~nk‖L2,1(Ωk(α/2)) ≤ κ5(n)eκ5(n)Λ
(
‖∇~nk‖L2(Ωk(α)) +

∥∥∥eλk ~Hk

∥∥∥
L2,1(Ωk(α))

)
≤ κ6(n)eκ6(n)Λ ‖∇~nk‖L2(Ωk(2α)) + 5 l̃(σk) ‖∇~nk‖L2,1(Ωk(α)) + 3 l̃(σk). (6.21)
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Furthermore, thanks to the ε-regularity ([28]), we obtain

‖∇~nk‖L2,1(BαRk (0)\BαRk/2(0)) ≤ κ7(n) ‖∇~nk‖L2(B2αRk\BαRk/4(0))

‖∇~nk‖L2,1(B2α−1rk
\Bα−1rk

(0)) ≤ κ7(n) ‖∇~nk‖L2(B4α−1rk
\Bα−1rk/2(0)) . (6.22)

Finally, by (6.21) and (6.22), we have

‖∇~nk‖L2,1(Ωk(α)) ≤ κ8(n)eκ8(n)Λ ‖∇~nk‖L2(Ωk(2α)) + 5 l̃(σk) ‖∇~nk‖L2,1(Ωk(α)) + 3 l̃(σk),

which directly implies as l̃(σk) −→
k→∞

0 that for k large enough

‖∇~nk‖L2,1(Ωk(α)) ≤ 2κ8(n)eκ8(n)Λ ‖∇~nk‖L2(Ωk(2α))

and the improved no-neck energy

lim
α→0

lim sup
k→∞

‖∇~nk‖L2,1(Ωk(α)) = 0.

This concludes the proof of the Theorem.

We close this article with a short appendix concerning Lorentz spaces.

7 Appendix

7.1 Some basic properties of Lorentz spaces

Fix a measured space (X,µ). Define for all 0 < t <∞ the measurable function f∗ on (0,∞) by

f∗(t) = inf {λ > 0 : µ(X ∩ {x : |f(x)| > λ}) ≤ t}

and recall that for all λ > 0

L 1 ((0,∞) ∩ {t : f∗(t) > λ}) = µ (X ∩ {x : |f(x)| > λ}) .

In particular, using twice the usual slicing formula (valid for an arbitrary measure µ that need not be
σ-finite), we find

‖f‖Lp(X,µ) = p

∫ ∞
0

λpµ (X ∩ {x : |f(x)| > λ}) dλ
λ

= p

∫ ∞
0

λpL 1 ((0,∞) ∩ {t : f∗(t) > λ}) dλ
λ

=
∫ ∞

0
fp∗ (t)dt = ‖f∗‖Lp((0,∞),L 1) .

To simplify notations we will often remove the reference to the measure µ. This motivates the introduction
of the following quasi-norm for 1 < p <∞ and 1 ≤ q <∞

|f |Lp,q(X) =
(∫ ∞

0
t
q
p fq∗ (t)dt

t

) 1
q

. (7.1)

If we define f∗∗(t) = 1
t

∫ t

0
f∗(s)ds, then the associated norm to Lp,q is

‖f‖Lp,q(X) =
(∫ ∞

0
t
q
p fq∗∗(t)

dt

t

) 1
q

, (7.2)

and (Lp,q(X,µ), ‖ · ‖Lp,q(X)) is a Banach space for all 1 < p < ∞ and 1 ≤ q < ∞. Now, we have by
Fubini’s theorem for all f ∈ Lp,q(X,µ)

‖f‖Lp,1(X) =
∫ ∞

0
t

1
p f∗∗(t)

dt

t
=
∫ ∞

0

∫ ∞
0

t
1
p−2f∗(s)1{0<s<t}dsdt =

∫ ∞
0

f∗(s)
(∫ ∞

0
t

1
p−21{0<s<t}dt

)
ds
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=
∫ ∞

0
f∗(s)

(∫ ∞
s

t
1
p−2dt

)
ds = p

p− 1

∫ ∞
0

s
1
p−1f∗(s)ds = p

p− 1 |f |Lp,1(X) .

Therefore, | · |Lp,1(X) is a norm for all 1 < p <∞. Furthermore, notice that Fubini’s theorem also shows
([30]) that

|f |Lp,q(X) = p
1
q

(∫ ∞
0

λqµ (X ∩ {x : |f(x)| > λ})
q
p
dλ

λ

) 1
q

. (7.3)

In particular, for q = 1 each of the quantities (7.1), (7.2) and (7.3) defines a norm on Lp,1(X,µ). Finally,
for q =∞, we define the quasi-norm

|f |Lp,∞(X) = sup
λ>0

t (µ (X ∩ {x : |f(x)| > λ}))
1
p = sup

t>0
t

1
p f∗(t)

and the norm

‖f‖Lp,∞(X) = sup
t>0

t
1
p f∗∗(t)

makes (Lp,∞(X), ‖ · ‖Lp,∞(X)) a Banach space (they are the classical Marcinkiewicz weak Lp spaces).
Notice however that L1,∞ is not a Banach space. We have the general inequality for all 1 < p <∞

|f |Lp,∞(X) ≤ ‖f‖Lp,∞(X) ≤
p

p− 1 |f |Lp,∞(X) .

The norms are related as follows (see [30]).

Lemma 7.1. For all 1 < p <∞ and 1 ≤ q ≤ r <∞, and for all f ∈ Lp,q(X,µ) we have

|f |Lp,∞(X) ≤
(
q

p

) 1
q

|f |Lp,q(X)

|f |Lp,r(X) ≤
(
q

p

) r−q
rq

|f |Lp,q(X) .

Proof. As f∗ is decreasing, we have for all 0 < t <∞

t
1
p f∗(t) =

(
q

p

∫ t

0
s
q
p fq∗ (t)ds

s

) 1
q

≤
(
q

p

∫ t

0
s
q
p fq∗ (s)ds

s

) 1
q

≤
(
q

p

) 1
q

|f |Lp,q(X) ,

which implies that for all 1 ≤ q <∞

‖f‖Lp,∞(X) ≤
(
q

p

) 1
q

|f |Lp,q(X) . (7.4)

Now, assume that 1 ≤ q < r <∞. Then (7.4) implies that

|f |Lp,r(X) =
(∫ ∞

0
t
r
p fr∗ (t)dt

t

) 1
r

=
(∫ ∞

0
t
q
p fq∗ (t)t

r−q
p f∗(t)r−q

dt

t

) 1
r

≤ |f |
r−q
r

Lp,∞(X) |f |
q
r

Lp,q(X)

≤
(
q

p

) r−q
rq

|f |Lp,q(X) . (7.5)

This concludes the proof of the Lemma.

60



In particular, if q = 1, as ‖f‖Lp,1(X) = p
p−1 |f |Lp,1(X), we deduce by (7.5) that

|f |Lp,r(X) ≤
p− 1
p

(
1
p

) r−1
r

‖f‖Lp,1(X) = p− 1
p2− 1

r

‖f‖Lp,1(X) ≤ ‖f‖Lp,1(X) .

In particular as | · |Lp,p(X) = ‖ · ‖Lp(X), we have

‖f‖Lp(X) ≤
p− 1
p2− 1

p

‖f‖Lp,1(X)

Notice that for p = 2. this yields

‖f‖L2(X) ≤
1

2
√

2
‖f‖L2,1(X) . (7.6)

Finally, recall the inequality ∣∣∣∣∫
X

fgdµ

∣∣∣∣ ≤ ∫ ∞
0

f∗(t)g∗(t)dt.

It implies that for all 1 < p <∞∫ ∞
0

f∗(t)g∗(t)dt =
∫ ∞

0
t

1
p f∗(t)tp

′
g∗(t)

dt

t
≤ |g|Lp′,∞(X)

∫ ∞
0

t
1
p f∗(t)

dt

t
= |f |Lp,1(X) |g|Lp′,∞(X) ,

while for all 1 < p < ∞ and 1 ≤ q < ∞, we have by Hölder’s inequality (applied to the Haar measure
ν = dt

t
on (0,∞))

∫ ∞
0

f∗(t)g∗(t)dt =
∫ ∞

0
t

1
p f∗(t)t

1
p′ g∗(t)

dt

t
≤
(∫ ∞

0
t
p
q fq∗ (t)dt

t

) 1
q
(∫ ∞

0
t
q′
p′ gq

′

∗ (t)dt
) 1
q′

= |f |Lp,q(X) |g|Lp′,q′ (X) .

Therefore, we have for all 1 < p <∞ and 1 ≤ q ≤ ∞∣∣∣∣∫
X

fg dµ

∣∣∣∣ ≤ |f |Lp,q(X) |g|Lp′,q′ (X) ≤ ‖f‖Lp,q(X) ‖g‖Lp′,q′ (X) (7.7)

and one shows that for all 1 < p < ∞ and 1 ≤ q < ∞, the dual space of Lp,q(X,µ) is Lp′,q′(X,µ). In
particular, (7.7) implies that for all 1 < p <∞

‖f‖Lp,1(X) = p2

p− 1

∫ ∞
0

µ (X ∩ {x : |f(x)| > t})
1
p dt

The main case of interest in this article is the L2,1 norm, which now can be defined as

‖f‖L2,1(X) = 4
∫ ∞

0
(µ (X ∩ {x : |f(x)| > t}))

1
2 dt,

and ∣∣∣∣∫
X

fg dµ

∣∣∣∣ ≤ 1
2 ‖f‖L2,1(X) |g|L2,∞(X) ≤ ‖f‖L2,1(X) ‖g‖L2,∞(X) .

As
1
n

∥∥∥∥ 1
|x− y|n−1

∥∥∥∥
L

n
n−1 ,∞(Rn,Ln)

=
∣∣∣∣ 1
|x− y|n−1

∣∣∣∣
L

n
n−1 ,∞(Rn,Ln)

= α(n)
n
n−1 ,

we have for all open subset Ω ⊂ Rn and f ∈ Ln,1(Ω), for all y ∈ Rn∫
Ω

|f(x)|
|x− y|n−1 dL

n(x) ≤ n− 1
n2 ‖f‖L2,1(Ω)

∥∥∥∥ 1
|x− y|n−1

∥∥∥∥
L

n
n−1 ,∞(Rn)

= n− 1
n

α(n)
n−1
n ‖f‖Ln,1(Ω) . (7.8)

In particular, if Ω ⊂ R2, we have ∫
Ω

|f(x)|
|x− y|

dL 2(x) ≤
√
π

2 ‖f‖L2,1(Ω) . (7.9)
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7.2 Extension operators on annuli

The following result was used in [2] and [15].

Lemma 7.2. Let n ≥ 2, ε > 0 and 1 + ε < R < ∞ and ΩR = BR \ B1(0) be the associated annulus.
Then there exists a linear extension operator

T :
⋃

1≤p<∞
W 1,p(ΩR)→

⋃
1≤p<∞

W 1,p(BR(0))

such that for all 1 ≤ p < ∞, there exists a universal constant C1(n, ε) > 0 (independent of R > 1 + ε)
such that for all 1 ≤ p <∞

‖Tu‖W1,p(BR(0)) ≤ C1(n, ε) ‖u‖W1,p(ΩR) .

Furthermore, for all 1 < p < ∞ and 1 ≤ q ≤ ∞, T extends as a linear operator W 1,(p,q)(ΩR) →
W 1,(p,q)(BR(0)) such that for some universal constant C2(n, p, q, ε)

‖Tu‖W1,(p,q)(BR(0)) ≤ C2(n, p, q, ε) ‖u‖W1,(p,q)(ΩR) .

Proof. The second assertion follows directly from the Stein-Weiss interpolation theorem ([10], 3.3.3). For
the first part, construct by [3], IX.7 a linear extension operator T̃ such that for all u ∈W 1,p(B1+ε\B1(0)),
T̃ u ∈W 1,p(B1+ε(0)) and such that∥∥∥T̃ u∥∥∥

W1,p(B1+ε(0))
≤ C(n, ε) ‖u‖W1,p(B1+ε(0)) . (7.10)

Now, if u ∈W 1,p(BR(0)), just consider the restriction u|B1+ε(0) \B1(0), and define

Tu(x) =
{
u(x) if x ∈ BR \B1+ε(0)

T̃ u(x) if x ∈ B1+ε(0).

As T̃ u = u on B1+ε \B1(0), T satisfies the claimed properties by (7.10).

Remark 7.3. Although the norm of the norm of the operator T : W 1,p(ΩR) → W 1,p(BR(0)) does not
depend on 1 < p <∞, the norm of T : W 1,(p,q)(ΩR)→W 1,(p,q)(BR(0)) depends a priori on 1 < p <∞
and 1 ≤ q ≤ ∞, as the constant of the Stein-Weiss interpolation theorem depends on these parameters.
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