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Abstract : We prove that the critical points of various energies such as the area, the Willmore
energy, the frame energy for tori...etc among possibly branched immersions constrained to evolve within
a smooth sub-manifold of the Teichmüller space satisfy the corresponding constrained Euler Lagrange
equation. We deduce that critical points of the Willmore energy or the frame energy for tori are smooth
analytic surfaces, away possibly from isolated branched points, under the condition that either the genus
is at most 2 or if the sub-manifold does not intersect the subspace of hyper-elliptic points. Using a
compactness result from [Ri3] we can conclude that each closed sub-manifold of the Teichmüller space,
including points, under the previous assumptions, posses a possibly branched smooth Willmore minimizer
satisfying the conformal-constrained Willmore equation.

Math. Class. 49Q10, 53A05, 53A30, 35J35

I Introduction

The purpose of the present work is to derive constrained Euler Lagrange equations for weak immersions
which are critical points of geometric energies such as the area, the Willmore energy, the frame energy
for tori...etc under the constraint that the metrics defined by the variation of this immersions stay within
a given sub-manifold of the Teichmüller Space.

The study of the variations of Willmore energy has been initiated by Leon Simon in a seminal work
[Si] in which he was proving the existence of an embedded torus into Rm minimizing the L2 norm of the
second fundamental form. This problem was an analytical challenge at the time in particular due to the
fact that this norm clearly does not provided any control the C1 norm of the surface which is needed in
order to speak about immersion. The need of weakening the strict geometric notion of immersion was
answered in this work by considering ”measure theoretic version” of sub-manifold known as varifold and
by using local approximation of these weak objects by bi-harmonic graphs. In the following decade, after
this analytical breakthrough, a series of works ([BK], [KS1], [KS2], [KS3]...) took over successfully this
approach to solve important questions related to Willmore surfaces such as the existence of the flow, point
removability property for Willmore surfaces, existence of Willmore minimizers within a given conformal
class...

In [Ri2], [Ri2] the author introduced a parametric approach to the study of Willmore lagrangian and
the notion of weak immersions. In these works one study surfaces in Rm from the point of view of the
immersion, the map which is generating them, while the Leon Simon’s approach is mostly considering
the immersed surface as a subset of the ambient space R

m and is called the ambiant approach to the
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Willmore problem.

We now recall the notion of weak immersion with L2−bounded second fundamental form introduced
in [Ri3].
A closed abstract surface Σ being given, we observe that any smooth riemannian metric is equivalent to
any other one. One can then define the Sobolev Spaces W k,p

g0 (Σ,Rm) from Σ into Rm, for k ∈ N and
p ∈ [1,∞] with respect to any smooth reference metric g0 and all these spaces are independent of the
chosen metric g0 and we can simply denote them W k,p(Σ,Rm).

A weak immersion of Σ into Rm is a map ~Φ from Σ into Rm such that

i)
~Φ ∈W 1,∞(Σ,Rm) ,

ii) there exists a constant C~Φ > 1 such that

∀x ∈ Σ ∀X ∈ TxΣ C−1
~Φ

g0(X) ≤ |d~Φ(X)|2 ≤ C~Φ g0(X)

i.e. in other words the metric on Σ equal to the pull back by ~Φ of the canonical metric of Rm is
equivalent to any reference metric on Σ,

iii)
~n~Φ ∈ W 1,2(Σ,∧m−2

R
m)

where ~n~Φ is the Gauss map associated to ~Φ and given in any local chart (x1, x2) by

~n~Φ := ⋆Rm

∂x1

~Φ ∧ ∂x2

~Φ

|∂x1

~Φ ∧ ∂x2

~Φ|

where ⋆Rm is the hodge operator on multi-vector associated to the canonical scalar product on Rm.

The space of weak immersion is denoted EΣ and a result whose proof goes back to the works of
S.Müller and V.Šverák, [MS], and F.Hélein, [He], asserts that any map in EΣ defines a unique conformal
class. Precisely we have

Proposition I.1. (see [Ri3] and [Ri1]) Let ~Φ be a weak immersion in EΣ, then there exists a smooth
constant scalar curvature metric h of volume 1 on Σ and a bi-lipschitz homeomorphism Ψ of Σ such that

~Φ ◦Ψ : (Σ, h) −→ R
m is weakly conformal ,

more precisely there exists α ∈ L∞(Σ,R) ∩W 1,2(Σ,R) such that

(~Φ ◦Ψ)∗gRm = e2α h almost everywhere .

The space EΣ defines a Banach manifold modeled on W 1,∞ ∩W 2,2(Σ,Rm). A family of generators of
π1(Σ) being fixed, the mapping

τ : EΣ −→ TΣ

which to every ~Φ in EΣ assigns the corresponding Teichmüller class in the Teichmüller Space TΣ is smooth.
✷

The interest of introducing the class of weak immersions EΣ is motivated by the following almost
closure theorem.
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Theorem I.1. [Ri3] Let ~Φk be a sequence of weak immersions in EΣ such that

lim sup
k→+∞

∫

Σ

|d~n~Φk
|2g~Φk

dvolg~Φk
< +∞

Assume that τ(~Φk) converges in the Teichmüller Space TΣ (i.e. the associated constant scalar curvature

metric hk of volume 1 converges to a limiting metric h∞) then there exists a subsequence ~Φk′ , a subse-
quence of bi-lipschitz homeomorphism Ψk′ , a sequence Ξk′ of conformal transformations of Rm ∪ {∞}
and a finite number of points {a1 · · · aN} such that

~ξk′ := Ξk′ ◦ ~Φk′ ◦Ψk′ ⇀ ~ξ∞ weakly in W 2,2(Σ \ {a1 · · ·aN},Rm)

where ~ξk′ (resp. ~ξ∞) is weakly conformal from (Σ, hk′) (resp. (Σ, h∞)) into Rm. Moreover

lim sup
k′→+∞

‖ log |dξk′ |hk′ ‖L∞
loc

(Σ\{a1···aN}) < +∞ ,

and

lim inf
k→+∞

∫

Σ

|d~n~Φk
|2g~Φk

dvolg~Φk
≥

∫

Σ

|d~n~ξ∞
|2g~ξ∞

dvolg~ξ∞

✷

Let N be a sub-manifold to the Teichmüller Space .

We denote by EN
Σ the subspace of weak immersions ~Φ in EΣ such that τ(~Φ) ∈ N .

The goal of the present paper is to study within EN
Σ the variations of Lagrangians such as

i) The area

A(~Φ) =

∫

Σ

dvolg~Φ

ii) The Willmore energy

W (~Φ) =

∫

Σ

| ~H~Φ|
2 dvolg~Φ =

1

4
I(~Φ) + π χ(Σ)

where ~H~Φ is the mean curvature vector of the weak immersion ~Φ, χ(~Φ) is the Euler characteristic
of Σ and

I(~Φ) =

∫

Σ

|d~n~Φ|
2
g~Φ
dvolg~Φ .

iii) the frame energy for tori

F (~Φ, ~e) :=

∫

T 2

|d~e |2g~Φ dvolg~Φ

where Σ is the torus T 2 and ~e = (~e1, ~e2) is a frame of orthonormal vectors on the tangent bundle
~Φ∗(TT

2) : in other words n~Φ := ⋆Rm~e1 ∧ ~e2 where ~ei ∈ Sm−1 and ~e1 · ~e2 = 0.

As explained in [MR3], a pair γ = (γ1, γ2) of two generators of the π1 of Σ being given and an im-

mersion ~Φ being also fixed, there exists a unique frame ~e critical point of F (~Φ, ~e) such that the degree of

the frame along the generators γ is zero and it is minimizing F (~Φ, ~e) in this class. We denote by Fγ(~Φ)
the F energy for this particular frame.
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These energy are just examples in order to illustrate our main result. In order to state this main
result we need to introduce the notions of Weingarten form, holomorphic quadratic differential and Weil
Peterson hermitian product for a weak immersion ~Φ of a 2-manifold Σ.

Considering a smooth immersion ~Φ of an arbitrary 2-dimensional manifold Σ into Rm one can then
introduce the corresponding bundle of 1− 0 forms over Σ denoted ∧1−0T ∗Σ.

One defines the Weingarten form using local conformal charts given by proposition I.1 as being the
following global section of Rm ⊗ ∧1−0T ∗Σ⊗ ∧1−0T ∗Σ :

~h0 := 2 e−2λ π~n(∂
2
z2
~Φ) dz ⊗ dz

=
e−2λ

2
π~n

(

∂2x2

1

~Φ− ∂2x2

2

~Φ− 2 i ∂2x1x2

~Φ
)

dz ⊗ dz

(I.1)

where π~n is the orthogonal projection onto the plane orthogonal to ~Φ∗TΣ.

Holomorphic quadratic forms associated to ~Φ are holomorphic sections of ∧1−0T ∗Σ⊗ ∧1−0T ∗.

The class τ(~Φ) in the Teichmüller space TΣ of Σ associated to the immersion ~Φ is said to be hyperelliptic
if the tensor products of holomorphic 1-forms do not generate the vector space of holomorphic quadratic
form. We recall that for g ≥ 3 the subset Hg of hyper-elliptic classes is a complex analytic sub-manifold
of TΣ of complex co-dimension g − 2 (see [Na] 4.1.5).

Let ~Φ be a weak immersion of Σ. We express this immersion in a conformal chart from the 2-disc D2

and we keep denoting ~Φ this mapping. We introduce on the space ∧1−0D2 ⊗ ∧1−0D2 of 1 − 0 ⊗ 1 − 0
form on D2 the following hermitian product depending on the conformal immersion ~Φ

(ψ1 dz ⊗ dz, ψ2 dz ⊗ dz)WP := e−4λ ψ1(z) ψ2(z)

where eλ := |∂x1

~Φ| = |∂x2

~Φ|. We observe that for a conformal change of coordinate w(z) (i.e. w is
holomorphic in z) and for ψ′

i satisfying

ψ′
i ◦ w dw ⊗ dw = ψi dz ⊗ dz

one has, using the conformal immersion ~Φ ◦ w in the l.h.s.

(ψ′
1 dw ⊗ dw, ψ′

2 dw ⊗ dw)WP = (ψ1 dz ⊗ dz, ψ2 dz ⊗ dz)WP

Hence this hermitian product is independent of the conformal chart and only depends on the conformal
structure defined by ~Φ. The scalar product given by the imaginary part of < ·, · >WP is denoted

< ·, · >WP := ℑ(·, ·)WP

Integrated on Σ it defines the so called Weil Peterson product.

Theorem I.2. Let Σ be a closed two dimensional manifold. Let N be a sub-manifold of the Teichmüller
space TΣ. Let τ0 ∈ TΣ and assume that either g ≤ 2 or τ0 is not hyper-elliptic. Let ~Φ be a weak immersion
in EΣ from Σ into Rm such that τ(~Φ) = τ0. Assume ~Φ is a critical point of the area, resp. the Willmore
energy, resp. the frame energy for all C1 perturbations included in N then there exists an holomorphic
quadratic form q of (Σ, τ0) (i.e. an holomorphic section of ∧1,0T ∗Σ⊗ ∧1,0T ∗Σ) such that

i)
~H =< q,~h0 >WP (I.2)
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ii)

d∗g

[

d ~H − 3 π~n(d ~H) + ⋆Rm(∗gd~n~Φ ∧ ~H)
]

=< q,~h0 >WP (I.3)

where ∗g is the Hodge operator on ∧pT ∗Σ issued by g.

iii)


























d∗g

[

d ~H − 3 π~n(d ~H) + ⋆Rm(∗gd~n~Φ ∧ ~H)−~I g(~e2 · d~e1)

+[~e2 · d~e1 ⊗ ~e2 · d~e1 − 2−1|~e2 · d~e1|
2] g d~Φ

]

=< q,~h0 >WP

d∗(~e2 · d~e1) = 0

(I.4)

where g is the standard contraction operator between a p−vectors and a q−vectors (p ≥ q) given
by

∀~a ∈ ∧p
R

m , ∀~b ∈ ∧q
R

m , ∀~c ∈ ∧p−q
R

m < ~a ~b,~c >g=< ~a,~b ∧ ~c >g .

✷

This result has been established when ~Φ is a non-degenerate critical point of τ and when N is a point
in [BPP] for smooth immersions and in [Ri3] for weak immersions. Being a degenerate critical point of

the constraint τ(~Φ) = τ0 is equivalent to the fact that there exists a non-zero holomorphic quadratic form
q such that

< q,~h0 >WP≡ 0 in D′(Σ) .

Such a weak immersion is called global isothermic (see [Ri5]). In [KS4], using quite involved calculations,

the authors have been able to treat the degenerate case when ~Φ is a smooth isothermic immersion when
the constraint is reduced to a point in the Teichmüller space. The main achievement of the present
work is to present a general argument for dealing with perturbations of C1 energies at arbitrary global
isothermic surfaces in arbitrary co-dimension and within an arbitrary sub-manifold of the Teichmüller
space avoiding the hyper-elliptic points in case when the genus of Σ is larger than 2.

Using the regularity theory for weak immersions satisfying (I.3) and (I.4) respectively in [Ri2], [Ri3]
and [MR3] we deduce the following

Theorem I.3. Let Σ be a closed two dimensional manifold. Let N be a sub-manifold of the Teichmüller
space TΣ. Let τ0 ∈ TΣ and assume that either g ≤ 2 or τ0 is not hyper-elliptic. Let ~Φ be a weak immersion
in EΣ from Σ into R

m such that τ(~Φ) = τ0. Assume ~Φ is a critical point of the Willmore energy, resp.

the frame energy for all C1 perturbations included in N then ~Φ is analytic. ✷

For variational purposes it is convenient to extend a bit the class of weak immersion allowing isolated
branched points singularities. For a given riemann surface (Σ, h) equipped with a compatible constant
gauss curvature metric h we define respectively

Fconf
(Σ,h) :=



























~Φ ∈W 1,∞(Σ,Rm) s.t. ∃ b1 · · · bn ∈ Σ

∃α ∈ L∞
loc(Σ \ {b1 · · · bn}) , ~Φ∗gRm = e2α h

e2α ∈ L1(Σ, h) and d~nΦ ∈ L2(Σ, h)



























and the space of weak branched immersion FΣ

FΣ =











~Φ ∈W 1,∞(Σ,Rm) s.t. ∃Ψ bi-lipschitz homeo. of Σ

and ∃h metric of constant curvature s.t. ~Φ ◦Ψ ∈ Fconf
(Σ,h)










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The following theorem holds

Theorem I.4. ([Ri2],[MR2] see also [Ri1]) FΣ is weakly sequentially complete under uniform L2 control

of the second fundamental form and control of the Teichmüller class. In other words, let ~Φk be a sequence
of branched weak immersions in FΣ such that

lim sup
k→+∞

∫

Σ

|d~n~Φk
|2g~Φk

dvolg~Φk
< +∞

Assume that τ(~Φk) converges in the Teichmüller Space TΣ (i.e. the associated constant scalar curvature

metric hk of volume 1 converges to a limiting metric h∞) then there exists a subsequence ~Φk′ , a subse-
quence of bi-lipschitz homeomorphism Ψk′ , a sequence Ξk′ of conformal transformations of Rm ∪ {∞}
and a finite number of points {a1 · · · aN} such that

~ξk′ := Ξk′ ◦ ~Φk′ ◦Ψk′ ⇀ ~ξ∞ weakly in W 2,2(Σ \ {a1 · · ·aN},Rm)

where ~ξk′ ∈ Fconf
(Σ,h∞). Moreover

lim sup
k′→+∞

‖ log |dξk′ |hk′ ‖L∞
loc

(Σ\{a1···aN}) < +∞ ,

and

lim inf
k→+∞

∫

Σ

|d~n~Φk
|2g~Φk

dvolg~Φk
≥

∫

Σ

|d~n~ξ∞
|2g~ξ∞

dvolg~ξ∞
.

✷

The map τ into the Teichmüller space TΣ is naturally extended to FΣ. Similarly as in the case of
weak immersions in EΣ, a sub-manifold N of the Teichmüller space TΣ being given, we denote by FN

Σ the

subspace of FΣ made of branched weak immersions ~Φ such that τ(~Φ) ∈ N . Combining now the previous
completeness result, the regularity result theorem I.3, together with the Frechet differentiability of I and
F proved in [Ri3] and [MR2], we obtain the following theorem which one of the consequences of the main
result, theorem I.2 of the present work.

Theorem I.5. Let Σ be a closed two dimensional manifold. Let N be a closed (compact without boundary)
sub-manifold of the Teichmüller space TΣ. Then there is an absolute minimizer of I within N in the space
of branched weak immersions FN

Σ , it satisfies the Willmore conformally constrained equation (I.3) and is
analytic away from possibly finitely many branched points. Similarly, taking two generators γ = (γ1, γ2)
of π1(Σ), The frame energy for frames ~e which have zero degrees along these curves admits an analytic
minimizing immersion in EN

Σ and it satisfies the frame constrained equation (I.4) ✷

Existing result of minimizers of I within a conformal class has been obtained in [Ri3]. Here it has been
proved that either the minimizer is analytic away from possibly finitely many branched points and satis-
fies the Willmore conformally constrained equation (I.3) or is isothermic. Independently, the existence of
a minimizer in the space of weak immersions within a conformal class, under some energy bound assump-
tion, has been obtained in [KL]. In [KS4] the authors have been able to prove, in codimension 1 and 2,
under some energy bound assumption, that the minimizer is always satisfying the conformal constrained
equation (I.3) away from branched points (recall the result from [Ric] saying that, in 3-dimension, isother-
mic smooth immersions satisfying the conformal constrained equation (I.3) are constant mean curvature
surfaces in a space form).
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II Notations - Preliminary results.

II.1 The Period Matrix Π(h).

Let Σ be a closed 2-dimensional orientable manifold. Let g be the genus of Σ. We assume g ≥ 1.

Let a1 · · ·ag , b1 · · · bg be a canonical basis for the homology H1(Σ) : it satisfies for any j, k = 1 · · · g






aj · bk = δjk

aj · ak = bj · bk = 0 .

(II.1)

Let h0 be a metric on Σ. Denote by αk
0 a family of harmonic 1-forms on (Σ, h0) (see proposition III.2.8

page 63 of [FK]) such that
∫

aj

αk
0 = δjk and

∫

aj

∗0 α
k
0 = 0 , (II.2)

where ∗0 is the Hodge operator associated to h0 and such that
(

∫

bj

αk
0

)

j,k=1···g

is symmetric (II.3)

and
(

∫

bj

∗0α
k
0

)

j,k=1···g

is symmetric positive definite . (II.4)

We consider metrics h in the L∞ neighborhood of h0 and we denote

αk(h) := αk
0 + dϕk(h) (II.5)

where ϕk(g) is the solution to
∆hϕ

k(h) = −d∗hαk
0 . (II.6)

and ∆h is the Laplace Beltrami operator on (Σ, h) and d∗h is the adjoint operator to d for the metric h.
Denote by ∗h the Hodge operator associated to h - we have then ∗0 = ∗h0

- and by

ωk(h) := αk(h) + i ∗h α
k(h) k = 1 · · · g

the basis of holomorphic 1-forms (abelian differential of first kind) associated to αk(h). We denote by
Π(h) the period map

Π(h) := (Π0(h),Π1(h)) =





(

∫

aj

ωk(h)

)

j,k=1···g

,

(

∫

bj

ωk(h)

)

j,k=1···g





and

Π0
jk(h) :=

∫

aj

ωk(h) and Π1
jk(h) :=

∫

bj

ωk(h)

So that we have
Π0

jk(h0) = δjk and Π1
jk(h0) = cjk + i djk

where D := (djk)j,k=1···g is invertible. Observe that the choice we are making of the variation of basis of
holomorphic 1-form around h0 imposes

ℜ(Π0
jk(h)) ≡ δjk and ℜ(Π1

jk(h)) ≡ cjk . (II.7)

We also denote by τ(h) the Teichmüller class induced by h for the choice of basis we have made in H1(Σ).

A theorem by Torelli asserts the following (see for instance [Na])
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Theorem II.1. Let Σ be a two dimensional closed orientable manifold, let a1 · · · ag, b1 · · · bg be a canon-
ical basis for H1(Σ). Let τ and τ ′ be two Teichmüller classes on Σ and let ω = (ω1 · · ·ωg) and
ω′ := (ω′

1 · · ·ω
′
g) be the two basis of holomorphic 1-forms - see proposition III.2.8 page 63 of [FK]) -

such that the corresponding period matrix satisfying respectively

Π = (Ig ,Π
1) and Π′ = (Ig , (Π

1)′)

where Π1 and (Π1)′ are symmetric matrices with positive-definite imaginary parts, then

Π1 = (Π1)′ ⇔ τ = τ ′ .

✷

For h in an L∞ neighborhood of h0 the matrix Π0 is invertible and if we choose

ω̃k(h) :=

g
∑

j=1

ejk(h)ωj(h) ,

where E(g) = (ejk(h))j,k=1···g = ((Π)0)−1, the corresponding period function for the canonical basis
a1 · · · ag, b1 · · · bg is given by

Π̃(h) = (Idg, Π̃
1(h)) = (Idg, E(h)Π1(h))

For two metrics h and h′ in the neighborhood of h0 we have

Π(h) = Π(h′) ⇒ E(h)Π1(h) = E(h′)Π1(h′) ⇒ Π̃1(h) = Π̃1(h′) ⇒ τ(h) = τ(h′) .

We assume now that τ(h) = τ(h′).

Let ηaj
(h) and ηbj (h) be the harmonic 1-form for h representing the Poincaré dual of respectively aj

and bj . We have in particular (see for instance [FK] chapter III)







































∫

Σ

ηaj
(h) ∧ ηbk(h) =

∫

aj

ηbk(h) = −

∫

bk

ηaj
(h) = aj · bk = δjk

∫

Σ

ηaj
(h) ∧ ηak

(h) =

∫

aj

ηak
(h) = −

∫

ak

ηaj
(h) = aj · ak = 0

∫

Σ

ηbj (h) ∧ ηbk(h) =

∫

bj

ηbk(h) = −

∫

bk

ηbj (h) = bj · bk = 0

Taking βk(h) := ηbk(h) +
∑g

l=1 clk ηal
(h) we have

∀ k, j = 1 · · · g ,

∫

aj

αk(h)− βk(h) = 0 and

∫

bj

αk(h)− βk(h) = 0 (II.8)

Thus αk(h)−βk(h) are zero cohomologic and harmonic, this implies that αk(h) = βk(h) and in particular

ωk(h) = ηbk(h) + i ∗h ηbk(h) +

g
∑

l=1

clk [ηal
(h) + i ∗h ηal

(h)] (II.9)

Since τ(h) = τ(h′), there exists a conformal diffeomorphism homotopic to the identity ψ from (Σ, h′) into
(Σ, h). Since Ψ is homotopic to the identity, Ψ−1 induced the identity on in H1(Σ) i.e. Ψ

−1
∗ aj = aj and
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Ψ−1
∗ bj = bj. Thus we have



































































∫

aj

Ψ∗ηbk(h) =

∫

Ψ−1

∗ aj

Ψ∗ηbk(h) =

∫

aj

ηbk(h) = δjk ,

∫

bj

Ψ∗ηak
(h) =

∫

Ψ−1

∗ bj

Ψ∗ηak
(h) =

∫

bj

ηak
(h) = −δjk ,

∫

aj

Ψ∗ηak
(h) =

∫

Ψ−1

∗ aj

Ψ∗ηak
(h) =

∫

aj

ηak
(h) = 0 ,

∫

bj

Ψ∗ηbk(h) =

∫

Ψ−1

∗ bj

Ψ∗ηbk(h) =

∫

bj

ηbk(h) = 0 ,

Thus the cohomology class of the closed forms Ψ∗ηak
(h) (resp. ψ∗ηbk(h)) are the Poincaré duals of ak

(resp. bk). Since ηak
(h) is harmonic in (Σ, h), ∗h ηak

(h) is closed and the 1 forms Ψ∗ ∗h ηak
(h) are closed

as well (idem for Ψ∗ ∗h ηbk(h)). Moreover since Ψ is conformal we have

Ψ∗ ∗h ηak
(h) = ∗h′Ψ∗ηak

(h) and Ψ∗ ∗h ηbk(h) = ∗h′Ψ∗ηbk(h)

Thus ∗h′Ψ∗ηak
(h) are closed (idem for ∗h′Ψ∗ηbk(h)) which implies that Ψ∗ηak

(h) (resp. Ψ∗ηbk(h)) is the
harmonic representative for h′ of the Poincaré dual to ak (resp. bk). In other words we have proved

Ψ∗ηak
(h) = ηak

(h′) and Ψ∗ηbk(h) = ηbk(h
′) . (II.10)

Because of (II.9) we have
Ψ∗ωk(h) = ωk(h′) (II.11)

This implies finally that Π(h) = Π(h′). We have then established the following proposition.

Proposition II.1. In an L∞ neighborhood of the metric h0, under the notation above, two different
metrics h and h′ define the same Teichmüller class τ = τ(h) = τ(h′) if and only if

Π(h) = Π(h′) , (II.12)

Thus Π can be seen as a function of τ for the Teichmüller classes in a neighborhood of τ(h0). ✷

A classical result by Ahlfors (see [Ahl]) asserts that there exists a complex structure on the Teichmüller
space T (Σ) - equiped with he Teichmüller topology - of Σ such that the period map Π̃1 - viewed as a map
from T (Σ) into Symℑ,+(C, g), the space of complex symmetric matrices with definite positive imaginary
part - is holomorphic moreover if h0 is not defining an hyperelliptic riemann surface1 or if g = 2, 1 one
has that the complex rank to dΠ̃1)τ(h0) is maximal and equals the complex dimension of T (Σ)

rankC(dΠ̃
1)τ(h0)







= 3g − 3 g ≥ 2

= 1 g = 1 .

(II.13)

Whereas, if τ(h0) corresponds to an hyperelliptic riemann surface one has

rankC(dΠ̃
1)τ(h0) = 2g − 1 . (II.14)

1We recall that a riemann surface is hyperelliptic if the squares of holomorphic 1-forms do not generate the space of
holomorphic quadratic forms of the surface. For g > 1 the subspace of hyperelliptic surfaces is an holomorphic submanifold
of T (Σ) with countably many components - see again [Ahl].
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Since Π = Π0 Π̃ = Π0 (Idg, Π̃
1) = (Π0,Π1) we have that for any variation τ in the Teichmüller space

dτΠ(τ(h
0)) =

(

dτΠ
0(τ(h0)), dτΠ

0(τ(h0)) Π̃1(τ(h0)) + Π0(τ(h0)) dτ Π̃
1(τ(h0))

)

Assume τ ∈ KerdΠ(τ(h0)) then we must have

dτΠ
0(τ(h0)) = 0 and dτΠ

0(τ(h0)) Π̃1(τ(h0)) + dτ Π̃
1(τ(h0)) = 0

where we have used the fact that Π0(τ(h0)) = Idg. This implies that dτ Π̃
1(τ(h0)) = 0. Thus we deduce

that in the non hyperelliptic case

rankC(dΠ)τ(h0)







= 3g − 3 g ≥ 2

= 1 g = 1 .

(II.15)

Whereas, if τ(h0) corresponds to an hyperelliptic riemann surface one has

rankC(dΠ)τ(h0) = 2g − 1 . (II.16)

II.2 Computation of dΠ(h) and d2Π(h) at the origin h0

we shall consider only variations of the metric supported in a single chart that we choose to be complex
for the complex structure induced by h0. In this chart we write

h0 = e2λ (dx21 + dx22) .

and we will look at h = h0+ν where ν = δh is an arbitrary map compactly supported in the chart taking
values into symmetric 2× 2 matrices. In this chart we write

αk(h) = Xk
1 (h) dx1 +Xk

2 (h) dx2 = (Xk
1 (h

0) + ∂x1
ϕk(h)) dx1 + (Xk

2 (h
0) + ∂x2

ϕk(h)) dx2

and
ηal

= Al
1 dx1 +Al

2 dx2 and ηbl = Bl
1 dx1 +Bl

2 dx2

We also denote

∗h dxj =
2
∑

i=1

J i,j(h) dxi and J(h) = (J i,j(h))i,j=1,2

Since the coordinates are complex for h0, we have

J(h0) = J0 :=





0 −1

1 0





With these notations we have

∗h α
k(h) =

2
∑

i,j=1

J i,j(h)Xk
j (h) dxi

and

ηal
(h) ∧ ∗h α

k(h) = (Al
1 dx1 +Al

2 dx2) ∧





2
∑

i,j=1

J i,j(h)Xk
j (h) dxi



 = (Al)t J t
0 J(h)X

k(h) dx2

10



where dx2 denotes the canonical 2-form dx2 = dx1 ∧ dx2. We have that

∂νΠ
0
lk(h) = i

∫

Σ

ηal
∧ ∗hd(∂νϕ

k(h)) + i

∫

D2

(Al)t J t
0 ∂νJ(h)X

k(h) dx2 , (II.17)

and

∂νΠ
1
lk(h) = i

∫

Σ

ηbl ∧ ∗hd(∂νϕ
k(h)) + i

∫

D2

(Bl)t J t
0 ∂νJ(h)X

k(h) dx2 , (II.18)

In particular, at h = h0, since ∗0ηai
and ∗0ηbi are closed we have

∂νΠ
0
lk(h

0) = i

∫

D2

(Al)t J t
0 ∂νJ(h

0)Xk
0 dx

2 , (II.19)

and

∂νΠ
1
lk(h

0) = i

∫

D2

(Bl)t J t
0 ∂νJ(h

0)Xk
0 dx2 . (II.20)

For the same reason the second derivatives of Π at h0 are given by

∂2ν2Π0
lk(h

0) = i

∫

D2

(Al)t J t
0 ∂

2
ν2J(h0)Xk

0 dx2 + 2i

∫

D2

(Al)t J t
0 ∂νJ(h

0)∇(∂νϕ
k(h0)) dx2 , (II.21)

and

∂2ν2Π1
lk(h

0) = i

∫

D2

(Bl)t J t
0 ∂

2
ν2J(h0)Xk

0 dx2 + 2i

∫

D2

(Bl)t J t
0 ∂νJ(h

0)∇(∂νϕ
k(h0)) dx2 . (II.22)

We are now going to express J t
0∂νJ(h

0) and J t
0∂

2
ν2J(h0) in terms of h0 and ν. Let

G(h) = (hij)i,j=1,2 = (e2λ δij + νij)i,j=1,2

be the expression of h in the coordinates. The classical definition for ∗h says that for any pair of 1-forms
α and β

α ∧ ∗hβ = h(α, β) dvolh .

Writing α = X1 dx1 +X2 dx2 and β = Y1 dx1 + Y2 dx2, the previous identity becomes

Xt J t
0 J(h)G(h)Y = Xt Y

√

det(G(h)) . (II.23)

Thus we have
J t
0 ∂νJ(h)G(h) + J t

0 J(h) ∂νG(h) = I2 ∂ν
√

det(G(h)) , (II.24)

and
e2λ J t

0 ∂
2
ν2J(h0) + 2 J t

0 ∂νJ(h
0) ν = I2 ∂

2
ν2

√

det(G)(h0) , (II.25)

where we have used the fact that ∂2ν2G(h) = 0. From (II.24) we obtain

e2λ J t
0 ∂νJ(h

0) + ν = I2 ∂ν
√

det(G)(h0) . (II.26)

We have

∂ν
√

det(G(h)) =
∂νdet(G(h))

2
√

det(G(h))
, (II.27)

and

∂2ν2

√

det(G(h)) =
∂2ν2det(G(h))

2
√

det(G(h))
−

(∂νdet(G(h)))
2

4 (det(G(h)))3/2
. (II.28)
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For 2× 2 matrices one has

det(G(h0) + ν) = det(G(h0)) + det(ν) + trG(h0) trν − tr(G(h0) ν) (II.29)

Combining (II.27), (II.28) and (II.29) gives in one hand

∂ν
√

det(G)(h0) =
tr(ν)

2
, (II.30)

and in the other hand
∂2ν2

√

det(G)(h0) = e−2λ det(ν)− 4−1 e−2λ (tr(ν))2 (II.31)

Combining now (II.26) and (II.30) gives in one hand

J t
0 ∂νJ(h

0) = −e−2λ ν0 (II.32)

where ν0 is the trace free part of ν

ν0 := ν −
tr(ν)

2
I2 ,

and in the other hand

J t
0 ∂

2
ν2J(h0) = 2 e−4λ ν0 ν + e−4λ

(

det(ν)−

(

tr(ν)

2

)2
)

I2 . (II.33)

Observe that

det(ν0) = det(ν) −

(

tr(ν)

2

)2

(II.34)

This yields
J t
0 ∂

2
ν2J(h0) = 2 e−4λ ν0 ν + e−4λ det(ν0) I2 . (II.35)

Inserting these expressions in (II.19)...(II.22) gives

∂νΠ
0
lk(h

0) = −i

∫

D2

e−2λ (Al)t ν0Xk
0 dx2 , (II.36)

and

∂νΠ
1
lk(h

0) = −i

∫

D2

e−2λ (Bl)t ν0Xk
0 dx2 . (II.37)

Using intrinsic notations with ν = νij dxi ⊗ dxj and ν0 = ν − 2−1 trh0ν h0 and the fact that < dxi ⊗
dxj , dxi ⊗ dxj >h0= e−4λ, we get

∂νΠ
0
lk(h

0) = −i

∫

Σ

< ηal
⊗ αk, ν − 2−1 trh0ν h0 >h0 dvolh0 , (II.38)

and

∂νΠ
1
lk(h

0) = −i

∫

Σ

< ηbl ⊗ αk, ν − 2−1 trh0ν h0 >h0 dvolh0 . (II.39)

For the same reason the second derivatives of Π at h0 are given by

∂2ν2Π0
lk(h

0) = 2i

∫

D2

e−4λ (Al)t ν0 ν Xk
0 dx2

+i

∫

D2

e−4λ det(ν0) (Al)tXk
0 dx2 − 2i

∫

D2

e−2λ (Al)t ν0 ∇(∂νϕ
k(h0)) dx2 ,

(II.40)
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and

∂2ν2Π1
lk(h

0) = 2i

∫

D2

e−4λ (Bl)t ν0 ν Xk
0 dx2

+i

∫

D2

e−4λ det(ν0) (Bl)tXk
0 dx2 − 2i

∫

D2

e−2λ (Bl)t ν0 ∇(∂νϕ
k(h0)) dx2 .

(II.41)

II.3 The first and second derivatives of the Periods at an isothermic surface.

II.3.1 Weak isothermic immersions.

We consider ~Φ to be a weak, possibly branched, immersion in FΣ. As explained in the introduction such
a weak, possibly branched, immersion defined a unique smooth Teichmüller class τ(~Φ∗gRm) that we will

simply denote τ~Φ. In the computation below we will assume that ~Φ is a global, possibly branched, weak
isothermic immersion (see [Ri3] and [Ri5]), that is to say there exists a non zero holomorphic quadratic
differential2 q = f(z) dz ⊗ dz such that

ℑ(q,~h0)wp ≡ 0 . (II.42)

where ~h0 is the Weingarten form of ~Φ defined as being the section of Rm ⊗ ∧1−0Σ ⊗ ∧1−0Σ whose
expression in an arbitrary choice of complex coordinates is given by:

~h0 := 2 π~n(∂
2
z2
~Φ) dz ⊗ dz

= 2−1 π~n

(

∂2x2

1

~Φ− ∂2x2

2

~Φ− 2 i ∂2x1x2

~Φ
)

dz ⊗ dz

(II.43)

where π~n is the orthogonal projection onto the plane orthogonal to ~Φ∗TΣ, z = x1 + ix2 and ∂z :=
2−1 [∂x1

−i∂x2
], moreover (·, ·)wp is the following pointwise hermitian product depending on the conformal

immersion ~Φ
(ψ1 dz ⊗ dz, ψ2 dz ⊗ dz)wp := e−4λ ψ1(z) ψ2(z)

where eλ := |∂x1

~Φ| = |∂x2

~Φ|. For 2 sections Ψ1, Ψ2 of ∧0,1Σ⊗ ∧0,1Σ we finally denote

(Ψ1,Ψ2)WP :=

∫

Σ

(Ψ1,Ψ2)wp dvolh0 (II.44)

and ℑ(Ψ1,Ψ2)WP realizes a scalar product on ∧0,1Σ⊗ ∧0,1Σ.

Choosing complex coordinates in which f(z) ≡ 1 (this is possible away from the zeros of q) identity
(II.42) becomes (see [Ri3] and [Ri5])

ℑ
(

~H0

)

= 2ℑ
(

∂z

[

e−2λ ∂z~Φ
])

= 0 (II.45)

where
~h0 = e2λ ~H0 dz ⊗ dz

which is equivalent to the existence of ~L ∈W1,∞(D2,Rm) such that











∂x1

~L = e−2λ∂x1

~Φ

∂x2

~L = −e−2λ∂x2

~Φ

(II.46)

2This is an holomorphic section of ∧1−0Σ⊗ ∧1−0Σ.
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If there would exists two real linearly independent holomorphic quadratic forms on Σ such that (II.42)
holds then we would have away from isolated points

ℜ
(

~H0

)

= 2ℜ
(

∂z

[

e−2λ ∂z~Φ
])

= 0

from which we would deduce
~h0 ≡ 0 ,

which is equivalent for (Σ, ~Φ∗gRm) to be umbilic that would contradicts the fact genus(Σ) > 0. Hence
we have the following proposition

Proposition II.2. Let Σ be a closed two-manifold with positive genus. Let ~Φ be a global possibly branched
weak isothermic immersion of FΣ. Assume we have two distinct holomorphic quadratic form q1 and q2
solving (II.42) then they are real linearly dependent : there exist a non trivial pair of real numbers
(t1, t2) 6= (0, 0) s.t.

t1q1 + t2q2 = 0 .

✷

In [Ri3] we proved that the map C from EΣ, viewed as a Banach manifold over W 2,2 ∩W 1,∞, into

T (Σ) which to ~Φ assigns it’s Teichmüller class τ(~Φ∗gRm) is C1 and it’s differential is given by

∂~wC(Φ) =
∑

j=1···N

qj

∫

Σ

ℑ(qj ,~h0)wp · ~w dvolg~Φ =
∑

j=1···N

qj ℑ(qj ,~h
0 · ~w)WP (II.47)

where (qj)j=1···Q is an orthonormal basis for the Weil-Peterson hermitian product on the space of Holo-
morphic quadratic form which identifies with the tangent space to the Teichmüller space T (Σ) (i.e Q = 1
for g = 1 and Q = 3g − 3 otherwise).

On FΣ we have that C is Frechet differentiable for perturbations ~w supported on compact set which
do not contain the branch points and the Frechet differential is also given by (II.47).

We now interpret the space of holomorphic quadratic differentials as being a real vector space generated
by ((qj)j=1···Q, (i qj)j=1···Q). Assuming ~Φ is isothermic we have (II.42) or in other words there is 2Q−tuple
of reals (t1 · · · tQ, s1 · · · sQ) 6= (0 · · · 0) such that





Q
∑

j=1

tj qj + sj i qj ,~h0





WP

≡ 0 (II.48)

This implies

∀~w ∈ W 2,2 ∩W 1,∞

Q
∑

j=1

tj

∫

Σ

ℑ(qj ,~h0)wp · ~w dvolg~Φ +

Q
∑

j=1

sj i

∫

Σ

ℑ(qj ,~h0)wp · ~w dvolg~Φ = 0 (II.49)

or in other words ∂C is included in the hyperplane of T (Σ) with normal vector (t1 · · · tQ, s1 · · · sQ) in
the orthonormal basis ((qj)j=1···Q, (i qj)j=1···Q). If the range of ∂C would be included in a strict sub-
space to this hyperplane there would be another linearly independent family of R2Q, non parallel to
(t1 · · · tQ, s1 · · · sQ) satisfying (II.49) and hence (II.48) but this would contradict proposition II.2. Thus
we have proved the following proposition.

Proposition II.3. Let Σ be a closed two-manifold with positive genus. Let ~Φ be a global possibly branched
weak isothermic immersion of FΣ then the real rank of the differential of the map which to ~Φ assigns its
Teichmüller class is exactly equal to dimRT (Σ)− 1. ✷
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II.3.2 Computation of ∂~wΠ(~Φ)

We consider a weak, possibly branched, conformal isothermic immersion ~Φ and perturbations ~w ∈W 1,∞∩
W 2,2 supported in a disc in Σ that avoid the branched points of ~Φ, as well as the zeros of any non-trivial
holomorphic quadratic form satisfying (II.42). Moreover we choose the complex coordinates in this disc
in such a way that q = dz ⊗ dz therefore (II.45) and (II.46) hold.

The perturbed metric obtained by adding ~w to ~Φ is in these coordinates given by

h(~Φ+ ~w) = h0 + ν(~Φ + ~w) = e2λ I2 + (∇~w) (∇~Φ)t + (∇~Φ) (∇~w)t + (∇~w) (∇~w)t .

Thus






∂~wν(~Φ) = (∇~w) (∇~Φ)t + (∇~Φ) (∇~w)t

∂2~w2ν(0) = 2(∇~w) (∇~w)t
(II.50)

and

∂~wν
0(~Φ) = ∂~wν(~Φ)−

∂~wtr(ν)(~Φ)

2
I2

=







∂x1

~Φ · ∂x1
~w − ∂x2

~Φ · ∂x2
~w ∂x1

~Φ · ∂x2
~w + ∂x2

~Φ · ∂x1
~w

∂x1

~Φ · ∂x2
~w + ∂x2

~Φ · ∂x1
~w −∂x1

~Φ · ∂x1
~w + ∂x2

~Φ · ∂x2
~w







(II.51)

We can assume for the first derivative that the perturbation ~w is normal to the surface. Then we have

2
∑

i,j=1

∂~wν
0(~Φ)ij dxi ⊗ dxj = ∂~wh− 2−1 trh0∂~wh

= −~w ·
[

∂2x2

1

~Φ− ∂2x2

2

~Φ
]

[dx21 − dx22]− 2 ~w · ∂2x1x2

~Φ [dx1 ⊗ dx2 + dx2 ⊗ dx1]

= −2 ℜ
(

~h0 · ~w
)

(II.52)

Combining this identity with (II.38) and (II.39)

∂~wΠ
0
lk(~Φ) = 2 i

∫

Σ

~w · ℜ < ηal
⊗ αk,~h0 >~Φ∗gRm

dvol~Φ∗gRm
, (II.53)

and

∂~wΠ
1
lk(~Φ) = 2 i

∫

Σ

~w · ℜ < ηbl ⊗ αk,~h0 >~Φ∗gRm
dvol~Φ∗gRm

. (II.54)

where we are denoting Π0
lk(
~Φ) or Π1

lk(
~Φ) for (Π0

lk ◦ h)(~Φ) and for resp. (Π1
lk ◦ h)(~Φ).

II.3.3 Free families of periods and isothermic surfaces.

Definition II.1. A sub-familly of periods (Π0
kl,Π

1
pq)(k,l)∈K , (p,q)∈P where K and P are subsets of {1 · · · g}2

is said to be R−free at a metric h0 if the corresponding differentials

(∂νΠ
0
kl, ∂νΠ

1
pq)(k,l)∈K , (p,q)∈P

are independent for the R-vector space structure- i.e. realizes a free family. The definition extends
naturally to free families of linear combinations of periods. ✷
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Let ηal
be the harmonic 1 form representing the Poincaré dual of al and let αk be the family of

harmonic 1-form on (Σ, h0) satisfying (II.2), (II.3) and (II.4). Recall the notations ωk = αk + i ∗0 αk for
the corresponding basis of holomorphic 1-forms and introduce σl = i (ηal

+i ∗0 ηal
) to be the holomorphic

1-forms associated to ηal
. We have already denoted αk = Xk

1 dx1 +Xk
2 dx2 and ηal

= Al
1 dx1 + Al

2 dx2.
Observe that we have locally in conformal charts for ∗0

ωk = (Xk
1 − iXk

2 ) dz and σl = i (Al
1 − iAl

2) dz .

Hence
ωk ⊗ σl = i [(Xk

1 A
l
1 +Xk

2 A
l
2)− i (Xk

1 A
l
2 +Xk

2 A
l
1)] dz

2 .

Let ν be a variation of the metric : h = h0 + t ν. ν is an arbitrary symmetric tensor of T ∗Σ ⊗ T ∗Σ.
Denotes locally in a given conformal charts ν :=

∑2
i,j=1 νij dx

i ⊗ dxj . A short computation gives

ν0 = ν − 2−1 trh0ν h0 = e2λ ℜ(v0 dz2)

where v0 = v0ℜ + i v0ℑ and v0ℜ = 2−1e−2λ (ν11 − ν22) and v0ℑ = e−2λν12. Denote also µ0 := e2λ v0 dz2.
Observe that µ0 is an arbitrary section of the bundle of 1− 0⊗ 1− 0 forms as ν describes a neighborhood
of metrics around h0. Locally in these coordinates, we have in one hand

ℑ(ωk ⊗ σl, µ0)wp = e−2λ ℜ
(

[(Xk
1 A

l
1 +Xk

2 A
l
2) + i (Xk

1 A
l
2 +Xk

2 A
l
1)] [v

0
ℜ + i v0ℑ]

)

= e−2λ[v0ℜ (Xk
1 A

l
1 +Xk

2 A
l
2)− v0ℑ (Xk

1 A
l
2 +Xk

2 A
l
1)]

(II.55)

In the other hand we have

< ηal
⊗ αk, ν0 >~Φ∗gRm

= ℜ < ηal
⊗ αk, µ0 >~Φ∗gRm

=

2
∑

i,j=1

e2λ Xk
i A

l
j

[

v0ℜ ℜ < dxi dxj , dz
2 > −v0ℑ ℑ < dxi dxj , dz

2 >
]

= e−2λ[v0ℜ (Xk
1 A

l
1 +Xk

2 A
l
2)− v0ℑ (Xk

1 A
l
2 +Xk

2 A
l
1)]

(II.56)

So we have proved that
ℑ(ωk ⊗ σl, µ0)wp =< ηal

⊗ αk, ν0 >h0 . (II.57)

Similarly, denoting τ l := i (ηbl + i ∗0 ηbl), we have

ℑ(ωk ⊗ τ l, µ0)wp =< ηbl ⊗ αk, ν0 >h0 . (II.58)

Now, using (II.2), we obtain that
ηal

= ∗αl

and then we have that σl = ωl. Moreover using (II.1)...(II.7) we have that

ηbl = αl +

g
∑

j=1

clj ∗0 αj

which gives

τ l = i (αl + i ∗0 α
l) +

g
∑

j=1

clj (αl + i ∗0 α
l) = i ωl +

g
∑

j=1

clj ω
j .

Hence we deduce
< ηal

⊗ αk, ν0 >h0= ℑ(ωk ⊗ ωl, µ0)wp (II.59)
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and

< ηbl ⊗ αk, ν0 >h0= ℜ(ωk ⊗ ωl, µ0)WP +

g
∑

j=1

clj ℑ(ω
k ⊗ ωj , µ0)WP (II.60)

Combining (II.59) and (II.60) with (II.38) and (II.39)

∂νΠ
0
lk(h

0) = −iℑ(ωk ⊗ ωl, µ0)WP , (II.61)

and

∂νΠ
1
lk(h

0) = −iℑ



i ωk ⊗ ωl +

g
∑

j=1

cjl ω
k ⊗ ωj , µ0





WP

. (II.62)

Again, since by varying ν, µ0 describes the full space of sections of (1−0)2−forms we obtain the following
proposition

Proposition II.4. A sub-familly of periods (Π0
kl,Π

1
pq)(k,l)∈K , (p,q)∈P where K and P are subsets of

{1 · · · g}2 is R−free if and only if the following family of holomorphic quadratic forms are R−independent

q0kl := ωk ⊗ ωl where (k, l) ∈ K together with q1pq := i ωp ⊗ ωq +

g
∑

j=1

cjq ω
p ⊗ ωj where (p, q) ∈ P

✷

Applying (II.59) and (II.60) to µ0 = h0i for i = 1 · · ·m we have using (II.53) and (II.54)

∂~wΠ
0
lk(
~Φ) = 2 i

∫

Σ

~w · ℑ(ωk ⊗ ωl,~h0)wp dvol~Φ∗gRm
= 2 i (q0kl,

~h0)WP , (II.63)

and

∂~wΠ
1
lk(~Φ) = 2 i

∫

Σ

~w · ℑ(i ωk ⊗ ωl,~h0)wp dvol~Φ∗gRm

+2 i

g
∑

j=1

cjl

∫

Σ

~w · ℑ(ωk ⊗ ωj ,~h0)wp dvol~Φ∗gRm
= 2 i (q1kl,

~h0)WP .

(II.64)

We Deduce then from these expressions the following proposition

Proposition II.5. Let Φ be a weak immersion from FΣ. Let (Π0
kl,Π

1
pq)(k,l)∈K , (p,q)∈P where K and P

are subsets of {1 · · · g}2 be a R−free sub-familly of periods at h0 = ~Φ∗gRm . Assume

(∂(Π0
kl ◦ h)(~Φ), ∂(Π

1
pq ◦ h)(Φ))(k,l)∈K , (p,q)∈P is not free

as pure imaginary one forms on W 2,2 ∩W 1,∞(Σ,Rm) then

rk
(

∂(Π0
kl ◦ h)(~Φ), ∂(Π

1
pq ◦ h)(Φ))(k,l)∈K , (p,q)∈P

)

= |K|+ |P | − 1 (II.65)

and ~Φ is isothermic. This proposition extends naturally to a free family of linear combinations of periods.
✷

Proof of proposition II.5. Under the assumption of the proposition, because of (II.63) and (II.64),
there exists a non zero holomorphic quadratic differential q such that

ℑ(q,~h0) ≡ 0 , (II.66)
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which is equivalent to the fact that ~Φ is isothermic. Because of proposition II.2 the number of independent
holomorphic quadratic differential such that (II.66) is at most 1 hence the decrease of the dimension

between
(

∂Π0
kl(h

0), ∂Π1
pq(h

0)
)

(k,l)∈K , (p,q)∈P
and

(

∂(Π0
kl ◦ h)(

~Φ), ∂(Π1
pq ◦ h)(Φ)

)

(k,l)∈K , (p,q)∈P
is at most

1. This concludes the proof of proposition II.5. ✷

A classical theorem of M.Noether asserts that if the genus of Σ satisfies g ≤ 2 or if the conformal
class on Σ defined by ~Φ∗gRm is non hyper-elliptic3 then the family ωk ⊗ ωl is of real dimension 6g −
6 and generates the space of holomorphic quadratic differentials. Then the real space generated by
∑

l,k dΠl,k ωk ⊗ ωl is equal to the real space underlying the complex space generated by ∂C in the

tangent space to the Teichmüller space at ~Φ∗gRm . Hence we have the following partial reciproque of
proposition II.4

Proposition II.6. Let ~Φ be a weak immersion from FΣ. Assume either g ≤ 2 or assume that (Σ, ~Φ)

is not hyper-elliptic if g > 2. Then ~Φ is isothermic if and only if there exists a free family of periods
(Π0

kl,Π
1
pq)(k,l)∈K , (p,q)∈P such that (∂(Π0

kl ◦ h)(
~Φ), ∂(Π1

pq ◦ h)(Φ))(k,l)∈K , (p,q)∈P is not free. ✷

II.3.4 The computation of the second derivative of the period matrix at an isothermic

surface.

We are now assuming that ~Φ is isothermic and we are working in local conformal coordinates such that
(II.46) holds. Rewriting (II.51) in terms of ~L gives

∂~wν
0(~Φ) = e2λ







∇~L · ∇~w ∇~w · ∇⊥~L

∇~w · ∇⊥~L −∇~L · ∇~w






= e2λ ∇~w · ∇~L S1 + e2λ ∇~w · ∇⊥~L S2 (II.67)

where

S1 :=





1 0

0 −1



 and S2 :=





0 1

1 0





This implies that

∂~w

(

Π0
lk ◦ h

)

(~Φ) = −i

∫

D2

∇~L · ∇~w (Al)t S1X
k
0 dx2 − i

∫

D2

∇⊥~L · ∇~w (Al)t S2X
k
0 dx2 , (II.68)

and

∂~w

(

Π1
lk ◦ h

)

(~Φ) = −i

∫

D2

∇~L · ∇~w (Bl)t S1X
k
0 dx2 − i

∫

D2

∇⊥~L · ∇~w (Bl)t S2X
k
0 dx2 , (II.69)

We have
∂2~w2

(

Π0
lk ◦ h

)

(~Φ) = ∂2(∂~wν)2Π
0
lk(h

0) + ∂∂2

~w2
νΠ

0
lk(h

0) (II.70)

3Recall that a conformal structure (Σ, c) is hyper-elliptic if the subspace of tensor products of holomorphic 1-forms in
the space of holomorphic quadratic differentials is of real dimension 4g−2 and, for g > 2 this subspace is a complex analytic
submanifold of dimension 2g − 1 to the Teichmüller space (see for instance [Na] theorem 4.1.4).
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Combining (II.36), (II.40), (II.50), (II.67) and (II.70) gives

∂2~w2

(

Π0
lk ◦ h

)

(~Φ) = 2i

∫

D2

e−4λ (Al)t ∂~wν
0 ∂~wν X

k
0 dx2

+i

∫

D2

e−4λ det(∂~wν
0) (Al)tXk

0 dx2 − 2i

∫

D2

e−2λ (Al)t ν0 ∇(∂∂~w
ϕk(h0)) dx2

−i

∫

D2

e−2λ (Al)t ∂2~w2ν0Xk
0 dx

2

(II.71)

We have

(Al)t ∂~wν
0 ∂~wν X

k
0 = (Al)t ∂~wν

0 ∂~wν
0Xk

0 +
tr(∂~wν)

2
(Al)t ∂~wν

0Xk
0 , (II.72)

and
tr(∂~wν)

2
= ∇~Φ · ∇~w . (II.73)

Thus
∫

D2

e−4λ (Al)t ∂~wν
0 ∂~wν X

k
0 dx2 =

∫

D2

e−4λ (Al)t ∂~wν
0 ∂~wν

0Xk
0 dx2

+

∫

D2

∇~L · ∇~w ∇~L · ∇~w (Al)t S1X
k
0 dx2 +

∫

D2

∇~L · ∇~w ∇⊥~L · ∇~w (Al)t S2X
k
0 dx2 ,

(II.74)

where we denote

∇f =





∂x1
f

−∂x2
f





We have also
e−4λ ∂~wν

0 ∂~wν
0 =

[

((∇~w · ∇~L)2 + (∇~w · ∇⊥~L)2
]

I2 . (II.75)

We have moreover using (II.67)

e−4λ det(∂~wν
0) = −(∇~w · ∇~L)2 − (∇~w · ∇⊥~L)2 (II.76)

Hence, combining (II.50), (II.71)...(II.76) we obtain

∂2~w2

(

Π0
lk ◦ h

)

(~Φ) = i

∫

D2

[

((∇~w · ∇~L)2 + (∇~w · ∇⊥~L)2
]

(Al)tXk
0 dx2

+2i

∫

D2

∇~L · ∇~w ∇~L · ∇~w (Al)t S1X
k
0 dx

2 + 2i

∫

D2

∇~L · ∇~w ∇⊥~L · ∇~w (Al)t S2X
k
0 dx2

−2i

∫

D2

(Al)t [∇~w · ∇~L S1 + ∇~w · ∇⊥~L S2]∇(∂∂~wνϕ
k(h0)) dx2

−i

∫

D2

e−2λ (Al)t ∂2~w2ν0Xk
0 dx2

(II.77)
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Denoting ak~w := ∂∂~wνϕ
k(h0) − ∂∂~wνϕk(h0) where ∂∂~wνϕk(h0) is the average of ∂∂~wνϕ

k(h0) on Σ for h0,
we have

−2i

∫

D2

(Al)t [∇~w · ∇~L S1 + ∇~w · ∇⊥~L S2]∇(∂∂~wνϕ
k(h0)) dx2

= −2i

∫

D2

(Al)t V ∂x1
ak~w dx2 + 2i

∫

D2

(Al)t V ⊥ ∂x2
ak~w dx2

= 2i

∫

D2

ak~w
[

∂x1
(Al)t V − ∂x2

(Al)t V ⊥
]

dx2 + 2i

∫

D2

ak~w (Al)t
[

∂x1
V − ∂x2

V ⊥
]

dx2

(II.78)

where

V :=







∇~w · ∇~L

∇~w · ∇⊥~L






and V ⊥ :=







−∇~w · ∇⊥~L

∇~w · ∇~L






.

Thus we have

∂2~w2

(

Π0
lk ◦ h

)

(~Φ) = i

∫

D2

[

((∇~w · ∇~L)2 + (∇~w · ∇⊥~L)2
]

(Al)tXk
0 dx2

+2i

∫

D2

∇~L · ∇~w ∇~L · ∇~w (Al)t S1X
k
0 dx

2 + 2i

∫

D2

∇~L · ∇~w ∇⊥~L · ∇~w (Al)t S2X
k
0 dx2

+2i

∫

D2

ak~w
[

∂x1
(Al)t V − ∂x2

(Al)t V ⊥
]

dx2 + 2i

∫

D2

ak~w (Al)t
[

∂x1
V − ∂x2

V ⊥
]

dx2

−i

∫

D2

e−2λ (Al)t ∂2~w2ν0Xk
0 dx2

(II.79)

From (II.6) we have, since ϕk(h0) = 0

∆h(ϕ
k(h)) = ∗hd(∗hα

k
0) = ∗hd





2
∑

i,j=1

J i,j(h)Xk
j (h

0) dxi



 (II.80)

Since ϕk(h0) = 0 and since d(∗h0αk
0) = 0 we have4

−∆(∂νϕ
k(h0)) = ∂x1





2
∑

j=1

∂νJ
2,j(h0)Xk

j (h
0)



− ∂x2





2
∑

j=1

∂νJ
1,j(h0)Xk

j (h
0)



 (II.81)

Hence for any f ∈ C∞(Σ) one has5

∫

Σ

∇f · ∇a dx2 =

∫

D2

(∇f)t J0∂νJ(h
0)Xk

0 dx2 =

∫

D2

e−2λ (∇f)t ν0Xk
0 dx2 (II.82)

where we have used (II.32). Using now (II.67), we obtain
∫

Σ

∇f · ∇ak~w dx2 =

∫

D2

[

∂x1
f V − ∂x2

f V ⊥
]t
Xk

0 dx2 (II.83)

4Recall that ∆
h0 is the positive Laplace Beltrami operator for the metric h0 given in the local complex charts by

∆
h0f = −e−2λ ∆f = −e−2λ [∂2

x2
1

f + ∂2

x2
2

f ] .

5Observe that the integrand ∇f · ∇a dx2 is independant of the complex coordinate we locally choose.
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or in other words
∆ak~w = ∂x1

(V tXk
0 )− ∂x2

((V ⊥)tXk
0 ) . (II.84)

Let bk~w be the function of average 0 on Σ for h0 given by

∆bk~w = V t ∂x1
Xk

0 − (V ⊥)t ∂x2
Xk

0 (II.85)

We have then

∆ak~w = ∆bk~w +
[

∂x1
V − ∂x2

V ⊥
]t
Xk

0

= ∆
(

bk~w +∆−1
[

∂x1
V − ∂x2

V ⊥
]t
Xk

0

)

− 2∇
(

∆−1
[

∂x1
V − ∂x2

V ⊥
]t
)

· ∇X0
k .

(II.86)

where we have used the fact that ∆X0
k = 0. Denote

ck~w := bk~w − 2∆−1
(

2∇
(

∆−1
[

∂x1
V − ∂x2

V ⊥
]t
)

· ∇X0
k

)

.

so that we have
ak~w = ck~w +∆−1

[

∂x1
V − ∂x2

V ⊥
]t
Xk

0 . (II.87)

We have

∂2~w2

(

Π0
lk ◦ h

)

(~Φ) = i

∫

D2

[

((∇~w · ∇~L)2 + (∇~w · ∇⊥~L)2
]

(Al)tXk
0 dx2

+2i

∫

D2

∇~L · ∇~w ∇~L · ∇~w (Al)t S1X
k
0 dx

2 + 2i

∫

D2

∇~L · ∇~w ∇⊥~L · ∇~w (Al)t S2X
k
0 dx2

+2i

∫

D2

(Al)t
[

∂x1
V − ∂x2

V ⊥
]

∆−1
[

∂x1
V − ∂x2

V ⊥
]t
Xk

0 dx2

+2i

∫

D2

ak~w
[

∂x1
(Al)t V − ∂x2

(Al)t V ⊥
]

dx2 + 2i

∫

D2

ck~w (Al)t
[

∂x1
V − ∂x2

V ⊥
]

dx2

−i

∫

D2

e−2λ (Al)t ∂2~w2ν0Xk
0 dx2

(II.88)

We write Y t = (y1, y2) = [∂x1
V − ∂x2

V ⊥] = (∂x1
v1 + ∂x2

v2, ∂x1
v2 − ∂x2

v1). Observe that

2 Y ∆−1Y t = (y1 ∆
−1y1 + y2 ∆

−1y2) I2 + (y1 ∆
−1y1 − y2 ∆

−1y2) S1

+(y1 ∆
−1y2 + y2 ∆

−1y1) S2 + (−y1 ∆
−1y2 + y2 ∆

−1y1) J0

(II.89)

Denoting y = y1 + iy2 and v = v1 + iv2 we have y = 2 ∂zv, we have moreover

2 Y ∆−1Y t = ℜ(y∆−1y) I2 + ℑ(y∆−1y)J0 + ℜ(y∆−1y)S1 + ℑ(y∆−1y)S2 (II.90)

and hence

2
[

∂x1
V − ∂x2

V ⊥
]

∆−1
[

∂x1
V − ∂x2

V ⊥
]t

= −|v|2 I2 − 4ℜ
(

v∆−1∂2z2v
)

S1 − 4ℑ
(

v∆−1∂2z2v
)

S2

+4ℜ
(

∂z
(

v∆−1∂zv
))

I2 + 4ℑ
(

∂z
(

v∆−1∂zv
))

J0

+4ℜ
(

∂z
(

v∆−1∂zv
))

S1 + 4ℑ
(

∂z
(

v∆−1∂zv
))

S2

(II.91)
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Observe that, because of (II.50), we have

∂2~w2ν0 =





∇~w · ∇~w 2 ∂x1
~w · ∂x2

~w

2 ∂x1
~w · ∂x2

~w −∇~w · ∇~w



 = ∇~w · ∇~w S1 + 2 ∂x1
~w · ∂x2

~w S2 . (II.92)

Combining (II.88), (II.91) and (II.92) gives

∂2~w2

(

Π0
lk ◦ h

)

(~Φ) =

+2i

∫

D2

[

∇~L · ∇~w ∇~L · ∇~w − 2ℜ
(

v∆−1∂2z2v
)

− 4−1 |∇~L|2 ∇~w · ∇~w
]

(Al)t S1X
k
0 dx2

+2i

∫

D2

[

∇~L · ∇~w ∇⊥~L · ∇~w − 2ℑ
(

v∆−1∂2z2v
)

− 2−1|∇~L|2 ∂x1
~w · ∂x2

~w
]

(Al)t S2X
k
0 dx2

+4i

∫

D2

ℜ
(

∂z
(

v∆−1∂zv
))

(Al)tXk
0 + 4i

∫

D2

ℑ
(

∂z
(

v∆−1∂zv
))

(Al)t J0X
k
0 dx2

+4i

∫

D2

ℜ
(

∂z
(

v∆−1∂zv
))

(Al)t S1X
k
0 + 4i

∫

D2

ℑ
(

∂z
(

v∆−1∂zv
))

(Al)t S2X
k
0 dx2

+2i

∫

D2

ak~w
[

∂x1
(Al)t V − ∂x2

(Al)t V ⊥
]

dx2 + 2i

∫

D2

ck~w (Al)t
[

∂x1
V − ∂x2

V ⊥
]

dx2

(II.93)

where we have used the fact that |∇~L|2 = 2 e−2λ and we recall that

v = ∇~w · (∇~L + i∇⊥~L) = 4 ∂z ~w · ∂z~L .

II.3.5 Some special directions in the closure of the range of ∂2(Π ◦ h) for isothermic im-

mersions.

The goal of this subsection is to establish the following theorem that will be deduced from the computa-
tions in the previous sections.

Proposition II.7. Let ~Φ be an isothermic immersion of the surface Σ. Under the above notations, for
any real function φ on C, and for almost every x0 in Σ there exists a sequence of directions ~wε such that
supp~wε ⊂ Bε(x

0), such that ‖∇~wε‖L2 is uniformly bounded and for all (l, k) ∈ {1 · · · g}2

∂~wε

(

Π0
lk ◦ h

)

(~Φ) = O(ε) and ∂~wε

(

Π1
lk ◦ h

)

(~Φ) = O(ε) (II.94)

and such that

lim
ε→0

∂2~w2
ε

(

Π0
lk ◦ h

)

(~Φ) = −4 iℑ

(

ωl ⊗ ωk(x0),

∫

C

∂φ⊗ ∂φ

)

wp

. (II.95)

and

lim
ε→0

∂2~w2
ε

(

Π1
lk ◦ h

)

(~Φ) = −4 iℑ



i ωl ⊗ ωk(x0) +

g
∑

j=1

ckj ω
l ⊗ ωj(x0),

∫

C

∂φ⊗ ∂φ





wp

. (II.96)

✷
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Proof of proposition II.7.

In the coordinates chart let

φε(x) = φ

(

x− x0

ε

)

where the point x0 = (x01, x
0
2) is a Lebesgue point for ∇~L and φ(x) is a smooth function compactly

supported in the unit ball B1(0). Let ~ν a constant unit vector perpendicular to the surface at x0. Since

x0 is chosen to be a Lebesgue point for ∇~L - which is tangent to the surface almost everywhere - we have

lim
ε→0

1

ε2

∫

D2
ε

|∇~L · ~ν| dx2 = 0 . (II.97)

Let ~wε := φε ~ν. We have, using (II.97)

∂~wε

(

Π0
lk ◦ h

)

(~Φ) = −i

∫

D2
ε

~ν · ∇~L∇φε (Al)t S1X
k
0 dx2

−i

∫

D2

~ν · ∇⊥~L∇φε (Al)t S2X
k
0 dx2 = O(ε) ,

(II.98)

and similarly we have
∂~wε

(

Π0
lk ◦ h

)

(~Φ) = O(ε) . (II.99)

Observe also that vε = ∇ ~wε · (∇~L + i∇⊥~L) = 4 ∂zφε ~ν · ∂z~L converges strongly to 0 in L2 norm due to
(II.97) again. Hence we have in particular

lim
ε→0

∫

‖∇ck~wε
‖2 + |vε∆

−1∇2vε| = 0 . (II.100)

We have also
∣

∣

∣

∣

∫

D2

[

∇~L · ∇~wε ∇~L · ∇~wε

]

dx2
∣

∣

∣

∣

≤ C ε−2

∫

D2
ε

|∇~L · ν|2 dx2 = o(1) , (II.101)

and similarly

∣

∣

∣

∣

∫

D2

[

∇~L · ∇~wε ∇⊥~L · ∇~wε

]

dx2
∣

∣

∣

∣

≤ C ε−2

∫

D2
ε

|∇~L · ν|2 dx2 = o(1) , (II.102)

Hence, combining (II.100), (II.101) and (II.102) we obtain that

∂2~w2
ε

(

Π0
lk ◦ h

)

(~Φ) = −2−1i

∫

D2

|∇~L|2 ∇φε∇φε(A
l)t S1X

k
0 dx2

−i

∫

D2

|∇~L|2 ∂x1
φε · ∂x2

φε (Al)t S2X
k
0 dx2 + o(1)

(II.103)

Since from Wente theorem the conformal factor |∇~L|2 = 2 e−2λ is continuous we have

∂2~w2
ε

(

Π0
lk ◦ h

)

(~Φ) = −i e−2λ(x0)(Al)t S1X
k
0 (x

0)

∫

R2

|∂x1
φ|2 − |∂x2

φ|2 dx2

−2 i e−2λ(x0)(Al)t S2X
k
0 (x

0)

∫

R2

∂x1
φ∂x2

φ dx2 + o(1)

(II.104)
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Let ν := 2 e2λ(x
0)
(∫

R2 ∂xi
φ∂xj

φ dx2
)

dxi ⊗ dxj , we have

∂2~w2
ε

(

Π0
lk ◦ h

)

(~Φ) = −i e−4λ(x0) (Al)t(x0) ν0Xk
0 (x

0) + o(1) (II.105)

Following the computations in previous subsections this gives

lim
ε→0

∂2~w2
ε

(

Π0
lk ◦ h

)

(~Φ) = −4 iℑ

(

ωl ⊗ ωk(x0),

∫

C

∂φ⊗ ∂φ

)

wp

. (II.106)

And similarly we have

lim
ε→0

∂2~w2
ε

(

Π1
lk ◦ h

)

(~Φ) = −4 iℑ



i ωl ⊗ ωk(x0) +

g
∑

j=1

ckj ω
l ⊗ ωj(x0),

∫

C

∂φ⊗ ∂φ





wp

. (II.107)

This closes the proof of proposition II.7. ✷

II.3.6 The infinitesimal subjectivity of the 2-jets of linear combinations of Π0
kl◦h and Π1

pq ◦h
in the corresponding span of ∂Π0

kl and ∂Π1
pq at an isothermic immersion.

For any vector space V we denote by S(V ⊗ V ) the subspace of vectors in the tensor product V ⊗ V
which are symmetric i.e. generated by v1 ⊗ v2 + v2 ⊗ v1 for any (v1, v2) ∈ V 2. The goal of this subsection
is to prove the following result

Proposition II.8. Let ~Φ be a weak branched immersion of FΣ. Let (tjkl) and (sjpq) for (k, l) ∈ {1 · · · g}2

for (p, q) ∈ {1 · · · g}2 and j = 1 · · ·n be two families of real numbers such that the family of n one forms
on the space of sections of the bundle S(T ∗Σ⊗ T ∗Σ) given by

Lj(ν) :=

g
∑

k,l=1

tjkl ∂νΠ
0
kl +

g
∑

p,q=1

sjpq ∂νΠ
1
pq ∈ iR

is a free family at ~Φ∗gRm . Assume that the family of corresponding n one forms on W 2,2 ∩W 1,∞(Σ,Rm)
given by

Lj(~w) :=

g
∑

k,l=1

tjkl ∂~w(Π
0
kl ◦ h) +

g
∑

p,q=1

sjpq ∂~w(Π
1
pq ◦ h) ∈ iR

at ~Φ is not free anymore. Then, the rank of the span of (Lj)j=1···g is n − 1. Moreover introducing the
following quadratic forms on W 2,2 ∩W 1,∞(Σ,Rm)

Qj(~w) := 2−1

g
∑

k,l=1

tjkl ∂
2
~w2(Π0

kl ◦ h) + 2−1

g
∑

p,q=1

sjpq ∂
2
~w2(Π1

pq ◦ h) ∈ iR

there exists a neighborhood U of 0 in Rn such that, for any u = (u1 · · ·un) ∈ U there exists ~w ∈
W 2,2 ∩W 1,∞(Σ,Rm)

∀ j = 1 · · ·n i uj = Lj(~w) +Qj(~w) . (II.108)

✷

Proof of proposition II.8. The first statement is a generalization of proposition II.4 to general families
of linear combination of frequencies. Each drop in the rank of the span of (Lj)j=1···n and the rank of the
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span of (Lj)j=1···n corresponds to the existence of an independent holomorphic quadratic differential q
satisfying

(q,~h0)wp ≡ 0 (II.109)

and hence, ~Φ has to be isothermic and, because of proposition II.2, there can be at most one such
independent q satisfying (II.110) and by consequence almost one drop. Thus we have

rank(Lj)j=1···n ≥ n− 1 .

If rank (Lj)j=1···n = n this implies that (Lj)j=1···n is a submersion into iRn and (II.108) is clear.

We shall assume from now on that rank(Lj)j=1···n = n − 1 and, without loss of generalities, we can
assume that

L1 = 0 and rank(Lj)j=2···n = n− 1 . (II.110)

Hence in order to prove (II.108) it suffices to find two directions ~w± such that

± i−1Q1(~w±) > 0 and ∀j = 2 · · ·n Lj(~w±) +Qj(~w±) = 0 . (II.111)

Because of formulas (II.61) and (II.62), since L1 is assumed to be non zero we have that the following
holomorphic quadratic form is non zero

q1 :=

g
∑

kl

t1k,l ω
k ⊗ ωl +

g
∑

p,q=1

s1pq i ω
p ⊗ ωq +

g
∑

p,q,r=1

s1pq cpr ω
p ⊗ ωr 6= 0 (II.112)

Using proposition II.7 we know that for any function φ on C there exists a sequence ~wε such that for any
x0 ∈ Σ

lim
ε→0

L(~wε) = 0 and lim
ε→0

Q1(~wε) = − 2 i

(

q1(x0),

∫

C

∂~Φ⊗ ∂~Φ

)

wp

. (II.113)

Since q1 is non zero q1(x0) is non-zero almost everywhere and since the expression above is invariant under
rotations we can assume that we are chosing local conformal coordinates such that q1(x0) = q11(x

0) dz2

where q11(x
0) ∈ R \ {0}. Hence we have

lim
ε→0

Q1(~wε) = − 2 i e−4λ(x0) q11(x
0)

∫

C

|∂x1
φ|2 − |∂x2

φ|2 dx2 (II.114)

Let a be a compactly supported smooth non zero function on R. Choose first φ(x1, x2) := a(2 x1) a(x2)
we get

∫

C

|∂x1
φ|2 − |∂x2

φ|2 dx2 =
3

2

∫

R

ȧ2(t) dt

∫

R

a2(t) dt > 0 ,

whereas by choosing instead φ(x1, x2) := a(x1) a(2 x2) we obtain
∫

C

|∂x1
φ|2 − |∂x2

φ|2 dx2 = −
3

2

∫

R

ȧ2(t) dt

∫

R

a2(t) dt < 0 .

Hence, since a is arbitrary in the class of compactly supported smooth non zero function on R, we can
find two sequences ~w±

ε such that

lim
ε→0

L(~w±
ε ) = 0 and lim

ε→0
Q1(~w±

ε ) = ± i . (II.115)

Let (~v2 · · ·~vn) be n independent elements of W 1,∞∩W 2,2(Σ,Rm) such that L(~vi) forms a basis of vectors
of L(W 1,∞ ∩W 2,2(Σ,Rm)) =

∑n
j=1 L

j(W 1,∞ ∩W 2,2(Σ,Rm)) εj = iRn−1 ⊂ iRn where εj denotes the
canonical basis of Rn .
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For each j = 1 · · ·n we denote by Bj the symmetric bilinear form associated to Qj . Clearly

lim sup
ε→0

|Bj(~w±
ε , ~v)| < +∞ (II.116)

Denote respectively L̂ :=
∑n

j=2 L
j εj , Q̂ :=

∑n
j=2 Q

j εj and Q̂ :=
∑n

j=2 Q
j εj . For any δ > 0 there

exists εδ > 0 such that
∀ε < εδ |L(~w±

ε )| ≤ δ .

Consider now the mapping from R
n−1 into iRn−1 given by

N̂ δ
ε : (σ2, · · · , σn) −→

n
∑

s=2

σs L̂(~vs) + δ

n
∑

s=2

σ2
sQ̂(~vs) + δQ(~w±

ε ) + L̂(~w±
ε ) + 2 δ

n
∑

s=2

σs B̂(~w±
ε , ~vs)

Since the linear map

(σ2, · · · , σn) −→
n
∑

s=2

σs L̂(~vs)

is an isomorphism, for δ small enough, δ < δ0 and for any ε < εδ the local inversion theorem gives the
existence of (σ2, · · ·σn) such that

N̂ δ
ε (σ2, · · ·σn) = 0 and (σ2, · · ·σn) = O(δ) (II.117)

Hence we have in one hand

∀ j = 2 · · ·n Lj +Qj

(

δ
n
∑

s=2

σs ~vs + δ ~w±
ε

)

= 0 (II.118)

and in the other hand

Q1

(

δ

n
∑

s=2

σs ~vs + δ ~w±
ε

)

= ± i δ2 (1 +O(δ)) (II.119)

The two assertions (II.118) and (II.119) imply (II.111) for δ small enough, which concludes the proof of
proposition II.8. ✷

II.4 Writing arbitrary tangent directions in W 1,∞ ∩ W 2,2(Σ,Rm) to the pre-

image in EΣ of a sub-manifold of the Teichmüller space as a combination

of derivatives of paths of weak immersions within the sub-manifold.

Combining now proposition II.8 together with lemma A.2 we are going to obtain theorem II.2 which is
one of the main achievement of the present work.

Theorem II.2. Let N be a non degenerate smooth Rn valued function on the Teichmüller space of Σ,
closed 2-manifold - i.e. N−1{0} is a submanifold of TΣ. Let τ0 be a point in N−1{0} such that there exist

n independent linear combinations of periods whose derivative are generating Tτ (N−1{0}). Let ~Φ be a

weak immersion of Σ into Rm such that τ(~Φ∗gRm) = τ0 and let ~w be an element of W 1,∞ ∩W 2,2(Σ,Rm)
tangent to τ−1

(

N−1{0}
)

:
d

dt
N (τ((~Φ + t ~w)∗gRm))(0) = 0 .
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then there exist two paths in W 1,∞ ∩ W 2,2(Σ,Rm), ~Φ1(t) and ~Φ2(t) for t ∈ (−1,+1), continuous and
differentiable at t = 0 such that

~Φ1(0) = ~Φ2(0) = ~Φ , ~w =
d

dt
(~Φ1 + ~Φ2)(0)

and ∀ t ∈ (−1,+1) N (τ(~Φ1(t)
∗gRm)) = N (τ(~Φ2(t)

∗gRm)) ≡ 0 .

(II.120)

✷

Proof of theorem II.2.

Let (tjkl) and (sjpq) for (k, l) ∈ {1 · · · g}2 for (p, q) ∈ {1 · · · g}2 and j = 1 · · ·n be two families of real
numbers such that the family of n one forms on the space of sections of the bundle S(T ∗Σ⊗ T ∗Σ) given
by

Lj(ν) :=

g
∑

k,l=1

tjkl ∂νΠ
0
kl +

g
∑

p,q=1

sjpq ∂νΠ
1
pq ∈ iR

is a free family generating the tangent space to N−1{0} :

n
⋂

j=1

Ker(Lj) = Th0((N ◦ τ)−1{0}) .

Let

Lj(~w) :=

g
∑

k,l=1

tjkl ∂~w(Π
0
kl ◦ h) +

g
∑

p,q=1

sjpq ∂~w(Π
1
pq ◦ h)

be the corresponding family at the level of the immersion ~Φ. If the rank of (Lj)j=1···n is also n then we

easily construct by local inversion theorem a smooth path ~Φ(t) such that

~Φ(0) = ~Φ ~w =
d

dt
~Φ(0) and N (τ(~Φ(t)∗gRm)) ≡ 0

and the conclusion of the theorem are obtained by taking ~Φ1(t) := ~Φ(t) and ~Φ2(t) :≡ ~Φ.

Assume now that rank(Lj) < n hence we know from proposition that rank(Lj) = n− 1 and ~Φ has to
be a weak isothermic immersion of EΣ. The given direction ~w ∈ W 2,2 ∩W 1,∞(Σ,Rm) satisfies

∀ j = 1 · · ·n Lj(~w) :=

g
∑

k,l=1

tjkl ∂~w(Π
0
kl ◦ h) +

g
∑

p,q=1

sjpq ∂~w(Π
1
pq ◦ h) = 0

We are then in a position to apply lemma A.2 to the smooth map given by

~Ψ ∈ EΣ −→ N ◦ τ ◦ h(~Ψ) = N (τ(~Ψ∗gRm)) ∈ R
n .

Indeed the Banach manifold EΣ is in fact an open set ofW 2,2∩W 1,∞(Σ,Rm). From the lemma A.2 there

exist two elements ~w1, ~w2 in W 2,2 ∩W 1,∞(Σ,Rm) and two paths ~Φ1(t), ~Φ2(t) in W 2,2 ∩W 1,∞(Σ,Rm)
which are continuous and differentiable at 0 such that for i = 1, 2 one has

~Φi(0) = ~Φ
d~Φi

dt
(0) = ~wi ~w = ~w1 + ~w2 (II.121)

and
∀ t ∈ (−1,+1) N (τ(~Φ1(t)

∗gRm)) = N (τ(~Φ1(t)
∗gRm)) ≡ 0 . (II.122)

This concludes the proof of theorem II.2. ✷
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III Variations of various energies, Area, Willmore, framed Will-

more energies... for weak immersions evolving within a sub-

manifold of the Teichmüller Space.

III.1 Proof of theorem I.2.

We present the theorem in the case of the Willmore energy only since the proof is identical for any other
smooth lagrangian. It is proved in [Ri3], [MR2] that W is Frechet differentiable at any point in the

Banach manifold EΣ and that for any C1 path ~Φ1 in EΣ

dW (~Φ) · ~w =

∫

Σ

d∗g

[

d ~H − 3 π~n(d ~H) + ⋆Rm(∗gd~n~Φ ∧ ~H)
]

· ~w dvolg (III.123)

where d~Φ/dt(0) = ~w. Let (Lj)j=1···n be a free family of linear combination of periods

Lj(ν) :=

g
∑

k,l=1

tjkl ∂νΠ
0
kl +

g
∑

p,q=1

sjpq ∂νΠ
1
pq ∈ iR

generating the tangent space to N at τ(~Φ) : i.e. TτN = ∩n
j=1KerL

j. Assume first that the corresponding

family of n one-forms on W 2,2 ∩W 1,∞(Σ). Let

Lj(~w) :=

g
∑

k,l=1

tjkl ∂~w(Π
0
kl ◦ h) +

g
∑

p,q=1

sjpq ∂~w(Π
1
pq ◦ h)

be the corresponding family at the level of the immersion ~Φ. If the rank of (Lj)j=1···n is also n then the
constraint is not degenerate and for any ~w satisfying

Lj(~w) = 0 ∀j = 1 · · ·n (III.124)

we easily construct by local inversion theorem a smooth path ~Φ(t) such that

~Φ(0) = ~Φ ~w =
d

dt
~Φ(0) and τ(~Φ(t)) ∈ N ∀t .

Hence, combining (II.63), (II.64) and (III.123) we obtain (I.3) and the theorem is proved in the non
degenerate case.

Assuming now that the rank of (Lj)j=1···n is less than n, then we use theorem II.2 and we deduce

that for any ~w satisfying (III.124) there exist two paths in N , ~Φ1 and ~Φ2, differentiable at t = 0 and
satisfying

~Φ1(0) = ~Φ2(0) and ~w =
d

dt
(~Φ1 + ~Φ2)(0)

. Hence (III.123) holds for such an arbitrary ~w satisfying (III.124) and we deduce (I.3) in the degenerate
case which closes the proof of theorem I.2. ✷

III.2 Proof of theorem I.3 and theorem I.5.

Once the PDE’s (I.3) and (I.4) are derived, their weak solutions in FΣ are known to be smooth away
from the branched points (see [Ri2], [Ri3] and [MR3]). Hence theorem I.3 is proved. Now theorem I.5
follows from theorem I.3 and theorem I.4 (see such an argument in a similar context in [Ri3] and [MR2]
or in [Ri1]). ✷
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A Appendix

We shall need the following elementary analysis lemma which is well known but that we recall with a
proof for the convenience of the reader.

Lemma A.1. Let N = (N 1, · · ·Nn) be a C∞ map from a Banach space E into Rn. Denote N̂ =
(N 2, · · · Nn) and assume

i) N (0) = 0

ii) The linear map ∂N̂ (0) on E is a submersion into R
n−1.

iii) The linear form ∂N 1 is equal to zero.

iv) There exist 2 vectors ~w± ∈ E such that

∂2~w2

±

N 1(0) = ±1 and ∂~w±
N̂ (0) = 0.

Let ~w ∈ E such that
∂2~w2N 1(0) = 0 and ∂~wN̂ (0) = 0 .

Then there exists a path ~w(t) ∈ E for t in a neighborhood of zero, continuous and differentiable at the
origin, such that

~w(0) = 0 ,
d~w

dt
(0) = ~w and ∀ t N (~w(t)) ≡ 0 .

Proof of lemma A.1. Let ~v2 · · ·~vn be family of n−1 independent vectors of E such that (∂~vsN̂ (0))s=2···n

realizes a basis of the image of E by ∂N̂ (0). Denote by F the sub-vector space in E generated by the ~vi.
We shall look for a path ~w(t) of the form

~w(t) := t ~w +

n
∑

s=2

σs(t) ~vs + σ+(t) ~w+ + σ−(t) ~w− .

with
∑

s |σs(t)| + |σ+(t)| + |σ−(t)| = o(t). Denotes by L̂−1 to be the inverse of L̂ the restriction to
F = Span{~v2 · · ·~vn} into Rn−1. For t, σ+ and σ− given and small enough we denote by σs(t, λ+, λ−)
the unique solution obtained by fixed point method of

n
∑

s=2

σs(t, σ+, σ−) ~vs = −L̂−1

(

N̂

(

t ~w +

n
∑

s=2

σs(t, σ
+, σ−) ~vs + σ+ ~w+ + σ− ~w−

)

−
n
∑

s=2

σs(t, λ+, λ−) ~vs

)

where we are using that ∂~w±
N (0) = 0 and ∂~wN (0) = 0. The fixed point argument - local inversion

theorem - gives a solution which is smooth w.r.t. (t, σ+, σ−) and satisfying

N̂

(

t ~w +
n
∑

s=2

σs(t, σ
+, σ−) ~vs + σ+ ~w+ + σ− ~w−

)

≡ 0 , (A.1)

and
|σs(t, σ

+, σ−)| = O(t2 + |σ+|2 + |σ−|2) . (A.2)

It remains to adjust σ+ and σ− depending on t in such a way that

N 1

(

t ~w +
n
∑

s=2

σs(t, σ
+(t), σ−(t)) ~vs + σ+(t) ~w+ + σ−(t) ~w−

)

≡ 0 (A.3)
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and such that
|σ+(t)|+ |σ−(t)| = o(t) . (A.4)

Let ~S(t, σ+, σ−) :=
∑n

s=2 σs(t, σ
+, σ−) ~vs. Because of (A.2) we have |~S(t, σ+, σ−)| = O(t2+|σ+|2+|σ−|2).

With the help of this notation we have

N 1

(

t ~w +
n
∑

s=2

σs(t, σ
+, σ−) ~vs + σ+ ~w+ + σ− ~w−

)

= Q1(t ~w + σ+ ~w+ + σ− ~w−) + 2 B1
(

t ~w + σ+ ~w+ + σ− ~w−, ~S(t, σ
+, σ−)

)

+R1(t, σ+, σ−)

(A.5)

where Q1 is the quadratic form given by Q1 := 2−1∂2N 1(0) and B1 is the associated bilinear form. We
have moreover

|R1(t, σ+, σ−)| ≤ C [|t|3 + |σ+|3 + |σ−|3] .

Consider now

T (t, σ+, σ−) = 2 B1
(

t ~w + σ+ ~w+ + σ− ~w−, ~S(t, σ
+, σ−)

)

+R1(t, σ+, σ−) .

We have
T (t, σ+, σ−) = T (t, 0, 0) +

∑

±

a±(t)σ
± +

∑

±

b±,±(t)σ
±σ± + U(t, σ+, σ−)

where

|T (t, 0, 0)|+
∑

±

t |a±(t)|+
∑

±

t2 |b±,±(t)| = O(|t|3) and |U(t, σ+, σ−)| ≤ C [|σ+|3 + |σ−|3] (A.6)

We have then

N 1 (t ~w +
∑n

s=2 σs(t, σ
+, σ−) ~vs + σ+ ~w+ + σ− ~w−) = Q1(σ+ ~w+ + σ− ~w−)

+2
∑

±

σ± B1(~w, ~w±) + T (t, 0, 0) + 2
∑

±

a±(t)σ
± +

∑

±

b±,±(t)σ
±σ± + U(t, σ+, σ−)

(A.7)

In order to chose σ±(t) such that (A.3) and (A.4) hold we are going to consider two alternatives separartly.

1st case : either B1(~w, ~w+) 6= 0 or B1(~w, ~w−) 6= 0.

Assume for instance a0+ = 2B1(~w, ~w+) 6= 0. In this case we choose σ−(t) ≡ 0. and in order to ensure
(A.3) we are looking for σ+(t) satisfying

0 = (1 + b++(t))(σ
+)2 + (t a0+ + 2 a+(t)) σ

+(t) + T (t, 0, 0) + U(t, σ+, 0) ,

or in other words

σ+ = −(a0+ + 2 t−1a+(t))
−1 t−1T (t, 0, 0)

−(a0+ + 2 t−1 a+(t))
−1
[

t−1(1 + b++(t))(σ
+)2 + U(t, σ+, 0)

]

.

(A.8)

Since
∣

∣(a0+ + 2 t−1a+(t))
−1 t−1T (t, 0, 0)

∣

∣ = O(t2)

and since
∣

∣(a0+ + 2 a+(t))
−1
[

t−1(1 + b++(t))(σ
+)2 + t−1U(t, σ+, 0)

]∣

∣ = O(t−1 (σ+)2)
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There is a unique solution to (A.8) satisfying σ+(t) = O(t2) and by taking this σ+(t) we just constructed
and σ−(t) ≡ 0, (A.3) and (A.4) is satisfied and the lemma A.1 is proved in this case.

2nd case : B1(~w, ~w+) = B1(~w, ~w−) = 0.

For any t such that T (t, 0, 0) = 0 we take σ+(t) = σ−(t) = 0. For t such that T (t, 0, 0) > 0 we take
σ+(t) = 0 and we look for σ− solution to

0 = −
(

1− b−−(t)− (σ−)−2U(t, 0, σ−)
)

(σ−)2 + 2 a−(t) σ
− + T (t, 0, 0) (A.9)

Since (σ−)−2 U(t, 0, σ−) = O(σ−), a straightforward argument gives a unique solution to (A.10) as being
1 + o(t) times

σ−(t) := (1 + o(t))

[

−a−(t) + ε(t)
√

a2−(t) + (1 − b−−(t)) T (t, 0, 0)

]

(1− b−−(t))
−1

= O(|t|3/2)

where ε(t) = sign(a−(t)) if a−(t) 6= 0 or ε(t) = 1 otherwise, which is one of the 2 solutions of

0 = − (1− b−−(t)) (σ
−)2 + 2 a−(t) σ

− + T (t, 0, 0) . (A.10)

If T (t, 0, 0) < 0 we exchange the roles of σ− and σ+. Observe that the path ~w(t) constructed in this way
can have discontinuities at the non zero t such that a±(t) vanish. However it fulfills all the conclusions
of lemma A.1 in this second and last case ✷

Form lemma A.1 we deduce the following

Lemma A.2. Let N = (N 1, · · ·Nn) be a C∞ map from a Banach space E into Rn. Denote N̂ =
(N 2, · · · Nn) and assume

i) N (0) = 0

ii) The linear map ∂N̂ (0) on E is a submersion into Rn−1.

iii) The linear form ∂N 1 is equal to zero.

iv) There exist 2 vectors ~w± ∈ E such that

∂2~w2

±

N 1(0) = ±1 and ∂~w±
N̂ (0) = 0.

Let ~w ∈ E such that
∂~wN̂ (0) = 0 .

Then there exists two vectors ~w1 and ~w2 such that

∂~w1
N̂ (0) = ∂~w2

N̂ (0) = 0 , ∂2~w1
N 1(0) = ∂2~w1

N 1(0) = 0 , and ~w = ~w1 + ~w2 (A.11)

furthermore there exists 2 paths ~wi(t) ∈ E for t in a neighborhood of zero, continuous and differentiable
at the origin, such that for i = 1, 2

~wi(0) = 0 ,
d~wi

dt
(0) = ~wi and ∀ t N (~wi(t)) ≡ 0 .

Proof of lemma A.2. Assume ∂2~w2N 1(0) = 0 the we take ~w1 = ~w and we apply lemma A.1 to this
vector. ~w2(t) is then chosen to be the trivial path ~w2(t) ≡ 0.

Assume now ∂2~w2N 1(0) 6= 0 and consider for instance the case ∂2~w2N 1(0) > 0. Consider then the

2-dimensional vector space given by Span{~w, ~w−} ⊂ Ker(∂N̂ ) - the two vectors ~w and ~w− cannot be
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parallel to each other since ∂2~w2N 1(0) and ∂2
~w2

−

N 1(0) have opposite sign. The quadratic form on this

2−plane given by ∂2N 1(0) has signature (+,−) and therefore Span{~w, ~w−} is generated by a basis
of two isotropic vectors ~e1 and ~e2 satisfying then ∂2

~e2i
N 1(0) = 0. There exist w1, w2 ∈ R such that

~w = w1 ~e1 + w2 ~e2. Then ~w1 := w1 ~e1 and ~w2 := w2 ~e2 satisfy (A.11). We then apply lemma A.1 to each
of the two ~wi and lemma A.2 is proved in this case.

The last case ∂2~w2N 1(0) < 0 is solved identically to the previous one after having replaced ~w− by ~w+.
This concludes the proof of the lemma A.2. ✷
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