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• Convexity, convex functions, conditions for convex differentiable functions, and optimization prob-
lems – Notes “Convex optimization” of [2].

• Duality – Section 6.1. of [1]

• Lagrangian (and duality) – Notes “Convex optimization” of [2].

• Gradient Descent – Notes “Optimization Methods” of [2].

• Newton’s Method – See Page 484 in [3] or page 44 in [5]. You can also take a look at [4], and
at Quasi Newton methods such as BFGS (see, e.g. Page 136 in [5]) or L-BFGS (Limited Memory
BFGS; see Page 177 in [5]).
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