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These are not meant to be Lecture Notes. They are simply extended syllabi with the most
important definitions and results from the lecture. As such, they lack the intuition and motivation
and so they are not a good place to learn the material the first time, just to briefly review it. These
extended syllabi will also have references.

There are many amazing books about linear algebra and virtually all of them will contain the
material for the first part of this particular lecture (examples include the book suggested for the
course [3]). For the second half I have written lecture notes that I reference here, Section 1.1-1.1.4
of these notes [1]

Please let me know if you find any typos!

• Given A ∈ Rn×m, the Frobenius norm of A, ‖A‖F is defined as

‖A‖2F =

n∑
i=1

m∑
j=1

A2
ij .

• (shown in the homework): Given A ∈ Rn×m, ‖A‖2F = Tr(ATA) = Tr(AAT ).

• (shown in the homework): Given A ∈ Rn×m, ‖A‖2F =
∑min{n,m}

k=1 σ2k(A), where σk(A) is the k-th
singular value of A.

• (shown in the homework): If A ∈ Rn×n symmetric, then ‖A‖2F =
∑n

k=1 λ
2
k(A), where λk(A) is the

k-th eigenvalue of A.

• Given A ∈ Rn×m the operator (or spectral) norm of A, ‖A‖s is defined as

‖A‖s = max
x∈Rm\{0}: ‖x‖2=1

‖Ax‖
‖x‖

.

• (shown in the homework): Given A ∈ Rn×m, ‖A‖2s = max1≤k≤min{n,m} σk(A)2, where σk(A) is the
k-th singular value of A.

• (shown in the homework): If A ∈ Rn×n symmetric, then ‖A‖2s = max1≤k≤n |λk(A)|2, where λk(A)
is the k-th eigenvalue of A.
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• (shown in the homework): For A ∈ Rn×n, we have

‖A‖s ≤ ‖A‖F ≤
√
n‖A‖s.

• Given A ∈ Rn×n invertible, the condition number of A, κ(A), is defined as

κ(A) = ‖A‖s‖A−1‖s.

• The condition number measures sensability to errors on the input, when solving linear systems.

• Given A ∈ Rn×n invertible, we have

κ(A) =
maxk σk(A)

minj σj(A)

• Given A ∈ Rn×n invertible and symmetric, we have

κ(A) =
maxk |λk(A)|
minj |λk(A)|

• Principal Component Analysis: I have written lecture notes for this part, see Section 1.1-1.1.4 in [1].
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