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1 Introduction

We will start this paper by introducing the Weierstrass ℘-function and the j-invariant
and giving a couple of useful properties, which will be mainly tied to the theory of
complex multiplication. We want to show that the values of the j-invariant at CM-
points α (i.e. singular moduli) are algebraic integers. For this we will recall some
necessary tools from class field theory. That will occupy Chapter 2, where we mainly
follow [C], but also rely on [EF] and [J]. Some useful prerequisites for introducing
class field theory in Chapter 2 can also be found in the Appendix 5.

We will also see that the j-invariants of the set of Γ-equivalence classes (where
Γ = PSL2(Z)) of CM-points of a fixed discriminant d < 0 are Galois conjugates and
hence we can take their sum to be the trace. This weighted trace,

t(d) =
∑

Q∈Qd/Γ

1

|ΓQ|
(j(αQ)− 744),

1



is called the modular trace function. Here we take Qd to be the set of positive
definite integral binary quadratic forms of discriminant d, ΓQ is the stabilizer and
αQ is the root of Q(z, 1) = 0. Also, note that the sum is finite, moreover it has
h(−d) summands, where h(−d) denotes the class number of −d. For example,
h(−3) = h(−7) = 1, h(−15) = 2 and

j

(
1 + i

√
3

2

)
= 0, j

(
1 + i

√
7

2

)
= −3375,

and

j

(
1 + i

√
15

2

)
=

−191025− 85995
√
5

2
, j

(
1 + i

√
15

4

)
=

−191025 + 85995
√
5

2
.

This gives

t(3) =
0− 744

3
= −248,

t(7) = −3375− 744 = −4119,

t(15) = −191025− 2 · 744 = −192513.

We will see that t(d) can be used to compute coefficients of a modular form of
weight 3/2:

g(τ) = θ1(τ)
E4(4τ)

η(4τ)6
=
∑
d≥−1

B(d)qd =
1

q
− 2 + 248q3 − 492q4 + 4119q7 + . . . ,

where q = e2πiτ , E4 is the normalised Eisenstein series, η is the Dedekind eta function
and

θ1(z) =
∑
n∈Z

(−1)nqn
2

.

In Chapter 3 we will make sense of modular forms of half-integral weight and recall
the operator U4 on modular forms. Here we rely on [K], [KH], [Kohl] and [AL].

Now, to the main chapter. The main result (Theorem 4.0.1) is the following:

Theorem 1.0.1. For all d > 0

t(d) = −B(d).

To prove this we directly follow Zagier’s paper [Z] and put together all the results
established in previous chapters. This will occupy the first two sections of Chapter 4.
The proof idea is to compute and then compare recursion formulas for both B(d)
and t(d). For B(d) we use properties from modular forms of half-integral weight,
while for t(d) we will write out the "modular polynomial"

Φn(X, j(τ)) =
∏

M∈Γ\Mn

(X − j(Mτ)), τ ∈ H,

(where Mn is the set of 2× 2 integral matrices with determinant n) in two different
ways and then compare coefficients.
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The last two sections of Chapter 4 are concerned with two (simple) "byproducts"
of Theorem 1.0.1. In Section 4.3 we will show how to obtain Kronecker’s class
number relations from the proof of Theorem 1.0.1:

Proposition 1.0.2 (Kronecker’s class number relations). Let d ∈ N with
d ≡ 0 or 3 (mod 4). Then

∑
|r|<2

√
n

H
(
4n− r2

)
=
∑
d|n

max{d, n/d}+

{
1/6, if n is a square
0, otherwise,

∑
|r|<2

√
n

(
n− r2

)
H
(
4n− r2

)
=
∑
d|n

min(d, n/d)3 −

{
n/2, if n is a square
0, otherwise,

where H(d) is the Hurwitz-Kronecker class number

H(d) =
∑

Q∈Qd/Γ

1

wQ

,

for wQ = |ΓQ|.

Proposition 1.0.2 was also obtained by Zagier in [Z]. Finally, in Section 4.4,
following [Kan], we prove formulas for computing the Fourier coefficients of the
j-invariant that only rely on t(d):

Theorem 1.0.3. For all n ≥ 1 and

j(τ) =
1

q
+ 744 +

∞∑
n=1

cnq
n,

one has

cn =
1

n

(∑
r∈Z

t(n− r2)−
∑

r≥1, odd

(
(−1)nt(4n− r2)− t(16n− r2)

))
.
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2 An introduction to the j-invariant and
the theory of complex multiplication

2.1 Complex multiplication

In this section we will first recall some necessary properties of the Weierstrass ℘-
function and the j-invariant (mainly without proof and with references). The main
goal is to give an explicit construction for the Abelian extensions of a given imag-
inary quadratic field K, and for that we will introduce complex multiplication. In
this section we will mainly follow [C] chapter 7,10 and 11, and [EF].

For the remainder of this chapter we let L := [w1, w2] = w1Z⊕ w2Z be a lattice
in C, generated by w1, w2 linearly independent over R.

Definition 2.1.1. An elliptic function for L is a function f defined on C such
that

(i) f is meromorphic on C,

(ii) f(z + w) = f(z), for every w ∈ L.

Note that (ii) is equivalent to f(z+w1) = f(z+w2) = f(z), where L = [w1, w2],
hence an elliptic function is a doubly periodic meromorphic function. Elements of
L are often referred to as periods of f .

Lemma 2.1.2. An elliptic function of order r has precisely r roots in any period
parallelogram P , where

P := {aw1 + bw2, 0 ≤ a, b < 1}.

Proof: See [EF] Chapter 1.

Definition 2.1.3 (Weierstrass ℘-function). Take z ∈ C\L. Then we define the
Weierstrass ℘-function as follows:

℘(z;L) :=
1

z2
+

∑
w∈L−{0}

(
1

(z − w)2
− 1

w2

)
.

Next, we will give a few useful properties of the Weierstrass ℘-function. Before
that we have to introduce two important functions, called Weierstrass invariants on
a lattice L: 

g2(L) := 60
∑

w∈L−{0}

1

w4
,

g3(L) := 140
∑

w∈L−{0}

1

w6
.

(1)

Proposition 2.1.4. Let L be a fixed lattice and ℘(z) denote the Weierstrass ℘-
function for L. Then for any z, w, z + w ∈ C \ L one has

(i) ℘ is an even elliptic function for L whose singularities are double poles at the
points of L.

(ii) ℘′(z)2 = 4℘(z)3 − g2(L)℘(z)− g3(L).

(iii) ℘(z + w) = −℘(z)− ℘(w) +
1

4

(
℘′(z)− ℘′(w)

℘(z)− ℘(w)

)2

.
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Proof: See [C] pg. 200-205.

Then by writing

Gr(L) :=
∑

w∈L−{0}

1

wr
, r > 2

for the Eisenstein series of weight r, one can obtain the following expression for the
℘-function in a neighbourhood of the origin:

℘(z) =
1

z2
+

∞∑
n=1

(2n+ 1)G2n+2(L)z
2n,

℘′(z) =
−2

z3
+

∞∑
n=1

2n(2n+ 1)G2n+2(L)z
2n−1,

(2)

where the first expression is the Laurent expansion of ℘. For the proof of this we
refer to [C] chapter 10.

Definition 2.1.5. Two lattices L,L′ are called homothetic if L′ = λL, for some
λ ∈ C− {0}.

Remark 2.1.6. Homothety is an equivalence relation.

Note that for the Weierstrass ℘-function one has

℘(λz;λL) = λ−2℘(z;L). (3)

Moreover, if f(z) is an arbitrary elliptic function for L, then f(λz) is an elliptic
function for 1/λL.

Next we would like to classify lattices up to homothety. This will be one of the
main motivations for introducing the j-invariant.

Definition 2.1.7 (j-invariant). The j-invariant of a lattice L is given by

j(L) := 1728
g2(L)

3

g2(L)3 − 27g3(L)2
= 1728

g2(L)
3

∆(L)
,

where ∆(L) := g2(L)
3 − 27g3(L)

2.

Remark 2.1.8. If L is a lattice, then ∆(L) ̸= 0.

Let L,L′ be two lattices. Using equation (1) for λL instead of L one can see
that g2(λL) = λ−4g2(L) and similarly g3(λL) = λ−6g3(L). Using these expressions
we deduce that:

j(L) = j(L′) ⇐⇒ L and L′ are homothetic. (4)

So far we have discussed the j -invariant of a lattice, but we can also consider the
j -invariant of a complex number z ∈ H = {z ∈ C : Im(z) > 0}. By that we mean
to consider the lattice generated by 1 and z, namely [1, z] and then we define the
j-function j(z) as

j(z) := j([1, z]).

Now we are equipped to introduce complex multiplication. For that we recall Ap-
pendix 5 for definition of order O.
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Let K be an imaginary quadratic field, and O an order in K. Furthermore, let
a be a proper fractional O-ideal. Then a is a free Z-module of rank 2, hence there
exist α, β ∈ K such that a = [α, β].

Now, we consider j(a). Note that this expression makes sense because K is imag-
inary quadratic and is a subset of C, so α and β are linearly independent over R.
The values of the j-invariant at those quadratic irrationalities are called singular
moduli.

To introduce complex multiplication, we turn our attention to the Weierstrass
℘-function. Recall the formula from Proposition 2.1.4 (iii) for z ∈ C−L and w := z

℘(2z) = −2℘(z) +
1

4

(
℘′′(z)

℘′(z)

)2

. (5)

Using Proposition 2.1.4 (ii) and the second derivative ℘′′(z) = 6℘(z)2− 1

2
g2, equation

(5) transforms to

℘(2z) = −2℘(z) +
(12℘(z)2 − g2)

2

16(4℘(z)3 − g2℘(z)− g3)
. (6)

The main takeaway from the computation above is that ℘(2 · z) can be expressed as
a rational function in ℘(z). If we replace the 2 by any other integer n ∈ N, one can
similarly show that ℘(nz) is again a rational function in ℘(z).
Now, what if n was not an integer but a complex number, can it again be written as
a rational function in j(z)? The next Theorem gives an answer to that question.

Theorem 2.1.9 (complex multiplication). Let L be a lattice and ℘(z) the
℘-function for L. For every α ∈ C− Z the following are equivalent:

(i) ℘(αz) is a rational function in ℘(z),
(ii) αL ⊂ L,
(iii) there exists an order O in an imaginary quadratic field K such that α ∈ O

and L is homothetic to a proper fractional O-ideal.
If the above holds, then

℘(αz) =
A(℘(z))

B(℘(z))
,

where A(x), B(x) are relatively prime polynomials such that

deg(A(x)) = deg(B(x)) + 1 = [L : αL] = N(α).

Before proving this we will show a useful Lemma, which will also be neccessary
for the proof of Theorem 2.1.9.

Lemma 2.1.10. Every even elliptic function f for L is a rational function of ℘.

Proof: If f has a zero or a pole at the origin, it must be of even order, since f
is an even function. Therefore there exists an integer m such that f℘m has no zero
or pole at the lattice points. Thus, we may assume that f itself has no zero or pole
on L = [w1, w2].
Next, we want to count the zeros and poles of f . By Proposition 2.1.4 ℘ is an elliptic
function, so ℘ is meromorphic with periods w1 and w2 which generate a lattice L.
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Consider the period parallelogram

P := {aw1 + bw2, 0 ≤ a, b < 1}.

Note that every point in C is congruent modulo L to a unique point in P . Moreover,
we can tile the complex plane using the lattice L:

C =
⋃

n,m∈Z

(nw1 +mw2 + P ).

Then ℘ is completely determined by its values in P . Completely analogously we see
that f is also determined by its values in P .
Now, we would like to use ℘ to construct a doubly-periodic function g with the same
zeros and poles as f . For that we have to find the zeros of ℘.

Since ℘ is even (by Proposition 2.1.4 (i)), we get that ℘′ is odd. Moreover, ℘′ is
also periodic with periods w1 and w2, so

℘′
(w1

2

)
= ℘′

(w2

2

)
= ℘′

(
w1 + w2

2

)
= 0.

Using Lemma 2.1.2 together with the fact that ℘′ is elliptic and has order 3, we get
that the three points w1/2, w2/2 and (w1 +w2)/2 are the only roots of ℘′ in P , and
they have multiplicity 1. We call these points half-periods . Therefore, if we define

℘
(w1

2

)
= e1, ℘

(w2

2

)
= e2, ℘

(
w1 + w2

2

)
= e3,

we get that the equation ℘(z) = e1 has a double root at w1/2. Since ℘ has order 2,
there are no other solutions for this equation in P .
Analogously, ℘(z) = e2 and ℘(z) = e3 have only double roots at w2/2 and (w1 +
w2)/2, respectively. In particular, e1, e2 and e3 are distinct. Otherwise ℘ would have
at least 4 roots in P , contradicting Lemma 2.1.2, since ℘ has order 2.

For a ∈ P consider the function

℘(z)− ℘(a).

By the discussion above, this has a single zero of order 2 if a is a half-period, and
otherwise two distinct zeros at a and −a.

Let a be a zero of f . Then −a is also a zero, since f is even. Moreover, we have
seen that a is congruent to −a if and only if it is a half-period, in which case the
zero is of even order. Let a1,−a1, . . . , am,−am be all the zeros of f , counted with
multiplicities. If ai is not a half-period, then ai and −ai have the multiplicity of f
at these points. Otherwise, if ai is a half-period, then ai and −ai are congruent and
each has multiplicity half of the multiplicity of f . then

m∏
i=1

(℘(z)− ℘(ai))

has precisely the same roots as f .
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Let b1,−b1, . . . , bm,−bm be all the poles of f with multiplicities. A similar argument
shows that

g(z) =
m∏
i=1

℘(z)− ℘(ai)

℘(z)− ℘(bi)
(7)

is periodic and has the same zeros and poles as f .
Finally, since f

g
is holomorphic and doubly-periodic, it is constant.

Corollary 2.1.11. Every elliptic function f for L is a rational function of ℘ and ℘′.

Proof: First, note that since ℘ is even, ℘′ is odd as a derivative of an even
function. Next, write f as a sum of an even and an odd function:

f(Z) = feven(z) + fodd(z),

where
feven(z) =

f(z) + f(−z)

2
, fodd(z) =

f(z)− f(−z)

2
.

Then, since fodd/℘
′ is even, we can apply Lemma 2.1.10 to feven and fodd/℘

′ to get
that f is indeed a rational function of ℘ and ℘′.

Next we will return to Theorem 2.1.9 and give a proof using Lemma 2.1.10.

Proof of Theorem 2.1.9: "(i) =⇒ (ii)" Let ℘(αz) be a rational function in ℘(z),
i.e. there exist polynomials A(x), B(x) ∈ C[x] such that

B (℘(z))℘(αz) = A (℘(z)) . (8)

Now, for n := deg(B(x)), m := deg(A(x)) let
B(℘(z)) =

(
1

z2
+
∑

w∈L−{0}

(
1

(z − w)2
− 1

w2

))n

+ lower degree terms,

A(℘(z)) =

(
1

z2
+
∑

w∈L−{0}

(
1

(z − w)2
− 1

w2

))m

+ lower degree terms.

(9)
Substituting these expressions into equation (8) one obtains

1

α2(z2)n+1
+ · · · = 1

(z2)m
+ . . . , (10)

where we ignore the lower degree terms. Since ℘(z) and ℘(αz) have double poles at
the origin, we get from equation (10) that

deg(A(x)) = deg(B(x)) + 1.

Let w ∈ L. If w is a pole of ℘(αz), then by (8) ℘(z) has a pole at αw. Since the poles
of ℘(z) are exactly the period lattice L, this shows that αw ∈ L. Hence αL ⊂ L.

"(ii) =⇒ (i)" Let αL ⊂ L. Then ℘(αz) is meromorphic and has L as a lattice
of periods. Since ℘(z) is an even function, also ℘(αz) is even. Then Lemma 2.1.10
implies that ℘(αz) is a rational function in ℘(z).

"(iii) =⇒ (ii)" This implication is trivial.
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"(ii) =⇒ (iii)" Assume that αL ⊂ L. We can assume L = [1, τ ], for some
τ ∈ C−R, since we can replace L by λL for a suitable λ. Then αL ⊂ L means that
ατ = a+ bτ and α = c+ dτ for some a, b, c, d ∈ Z. Taking the quotient we get

τ =
a+ bτ

c+ dτ
,

which gives the quadratic equation

dτ 2 + (c− b)τ − a = 0.

Since τ /∈ R, we must have b ̸= 0, and thus K = Q(τ) is an imaginary quadratic
field. Therefore

O = {β ∈ K : βL ⊂ L}

is an order of K for which L is a proper fractional O-ideal, and since α is already
in O, we are done.

For the proof that N(α) = [L : αL], we refer to [C] pg. 210-211.

Remark 2.1.12. Theorem 2.1.9 tells us that, if an elliptic function has multiplication
by some α ∈ C−R, then it has multiplication by an entire order O in an imaginary
quadratic field.

Corollary 2.1.13. Let O be an order in an imaginary quadratic field. Then there
exists a one-to-one correspondence between the ideal class group C(O) and the
homothety classes of lattices with O as their full ring of complex multiplications.

Proof: Let O be an order in an imaginary quadratic field. Let L ⊂ C be a
lattice which has O as its full ring of complex multiplication. By Theorem 2.1.9 (iii)
L is a proper fractional O-ideal.
Conversely, every proper fractional O-ideal is a lattice with O as its ring of complex
multiplications.
If a, b are proper fractional O-ideals (for O an order in an imaginary quadratic field),
then a and b determine the same class in the ideal class group C(O) if and only if
they are homothetic as lattices in C.

If h(O) is the class number, then by Corollary 2.1.13 it is equal to the number of
homothety classes of lattices having O as their full ring of complex multiplication.

2.2 A crash course in class field theory

The goal of this section is to introduce the necessary tools from class field theory
in order to prove that the j-invariant defined in (2.1.7) is an algebraic integer. We
advise the reader to look at Appendix 5.2 to recall some useful properties of primes
in number fields and ramification. In this section we mainly follow [C] Chapters
5,7,8 and 11, and [J] Chapter IV and V.

Let OK be a maximal order in a quadratic field K.

Definition 2.2.1. Let K be a number field. A modulus of K is given by

m :=
∏
p

pnp , (11)
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where the product is taken over all primes in K and the following three conditions
hold:

(i) np ≥ 0 and at most finitely many are non-zero,

(ii) np = 0 whenever p is a complex infinite prime,

(iii) np ≤ 1 whenever p is a real infinite prime.

A modulus m may be considered as a product m = m0m∞ with

m0 :=
∏

p finite

pnp , m∞ :=
∏
p real

pnp (12)

We will refer to m0 as the finite part of m, and m∞ as the infinite part of m.

Next, for a given modulus m, define IK(m) as the set of fractional OK-ideals rel-
atively prime to m. Let PK,1(m) be a subgroup of IK(m) generated by the principal
ideals αOK , where we take α ∈ OK such that α ≡ 1 (mod m0) and such that for
every infinite prime σ dividing m∞ we have σ(α) > 0.
These two groups allow us to introduce congruence subgroups, which are sub-
groups H ⊂ IK(m) such that

PK,1(m) ⊂ H ⊂ IK(m). (13)

Finally, the generalised class group is defined as:

IK(m)/H.

Definition 2.2.2 (Artin symbol). Let L/K be an Abelian extension L ⊃ K and
m a modulus divisible by all ramified primes of L/K. Given a prime p not dividing
m, the Artin symbol [

L/K

p

]
∈ Gal(L/K)

is given by the unique element σ ∈ Gal(L/K) such that for every α ∈ OK we have

σ(α) ≡ αN(p) (mod p),

and N(p) = |OK/p|.

The Artin symbol allows us to define the Artin map:

φm : IK (m) −→ Gal (L/K) . (14)

This map will be useful in the Existence theorem (2.2.6), but one has to show that
it is a homomorphism. For that we refer to [C] Chapter 5. Then Artin’s reciprocity
theorem ([J] pg. 187, Theorem 5.8) shows that Gal(L/K) is a generalised ideal class
group for certain modulus m and that there exists an isomorphism:

IK(m)
/

ker(φm)
∼−→ Gal(L/K).

We will only give references for this here, namely [J] Chap. V, Section 5.

Next, we want to define the conductor. An equivalence class of congruence
subgroups is called an ideal group.

10



Let H be an ideal group and let m be a modulus such that there is some congruence
subgroup defined (mod m) which belongs to H. Then there is only one subgroup in
H defined (mod m) and we denote it by Hm.
One can show that whenever Hm and Hn belong to H, then also Hgcd(m,n) ∈ H. This
tells us that there is a unique modulus f such that{

Hf ∈ H,

Hm ∈ H =⇒ f | m,
(15)

where we take f to be the greatest common divisor of all m for which H contains a
congruence subgroups defined (mod m). We call the modulus f the conductor of
H.

Definition 2.2.3 (reciprocity law). Let m = m0m∞ be a modulus of a number
field K. Let Km,1 be the ray mod m (see [J] Chap. IV, pg. 137). Also denote by φm

the Artin map.
We say that the reciprocity law holds for the triple (L,K,m) if L is an Abelian
extension of K and m is a modulus for K such that ι(Km,1) ⊂ ker(φL/K). Here ι
sends an element of the group of units of K to the principal ideal it generates in the
ring of integers of K.

Definition 2.2.4 (class field). Let L be a finite dimensional, Abelian extension
of the number field K. Let H(L/K) be the ideal group consisting of all congruence
subgroups Hm(L/K) = ker(φL/K) | IK(m), where we let φL/K act on IK(m), with
m selected so that the reciprocity law holds for (L,K,m).
We call H(L/K) the class group of the extension L of K and L is called the class
field to the ideal group H(L/K). The conductor of H(L/K) is denoted by f(L/K)
and is called the conductor of the extension L of K.

Theorem 2.2.5. Let f(L/K) be the conductor of the Abelian extension L of K.
Then f(L/K) is divisible by every prime of K that ramifies in L and moreover, the
reciprocity law holds for the triple (L,K, f(L/K)).

Proof: See [J] Chapter V, 11.11 (a).

Proposition 2.2.6. Let K ⊂ L be an Abelian extension. Let m be a modulus of
K, and let H be a congruence subgroup for m. Then there exists a unique Abelian
extension L of K, all of whose ramified primes (finite or infinite), divide m, such
that if

φm : IK (m) −→ Gal (L/K) (16)

is the Artin map of K ⊂ L, then

H = ker (φm) .

Proposition 2.2.6 is a consequence of one of the main theorems in class field
theory, namely the Existence theorem:

Theorem 2.2.7 (The existence theorem). Let K be any algebraic number field.
The correspondence

L −→ H(L/K)

is a one-to-one, inclusion preserving, correspondence between finite dimensional,
Abelian extensions L of K and ideal groups of K.
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As the proof of Theorem 2.2.7 is quite complex and not the main topic of this
paper, we omit it here and only give a reference: [J] Chapter V, Theorem 9.9, pg.
215.

Corollary 2.2.8. Let L and M be Abelian extensions of K. Then L ⊂ M if and
only if there is a moduls m, divisible by all primes of K ramified in either L or M ,
such that

PK,1(m) ⊂ ker(φM/K,m) ⊂ ker(φL/K,m). (17)

Proof: See [C] pg. 163, Corollary 8.7.

Let O be an order of conductor f in an imaginary quadratic field K. Let PK,Z(f)
be the subgroup of IK(f) generated by ideals of the form αOK , where α ∈ OK

satisfies α ≡ a (mod f) for some integer a relatively prime to f. Then the ideal class
group can be written as:

C (O) ≃ IK(f)
/
PK,Z(f) ,

and moreover one has

PK,1(f) ⊂ PK,Z(f) ⊂ IK(f).

By the Existence theorem (2.2.6) we know that the above data yields a unique
Abelian extension L of K, and we will call that extension the ring class field of
the order O.

The following two theorems will be useful in section 2.3.

Theorem 2.2.9 (Čebotarev density theorem). Let L be a Galois extension of
K, and let ⟨σ⟩ be the conjugacy class of an element σ ∈ Gal(L/K). Then the set

S =

{
p ∈ PK : p is unramified in L and

[
L/K

p

]
= ⟨σ⟩

}
(18)

has Dirichlet density

δ(S) = |⟨σ⟩|
|Gal(L/K)|

=
|⟨σ⟩|

[L : K]
.

Proof: See [J] Chapter V, Theorem 10.4.

Given two sets M and L, we say that M ⊂̇ L is M ⊂ L ∪ Σ for some finite set
Σ. Similarly, we say that L =̇M if both L ⊂̇M and M ⊂̇ L. Also, given a finite
extension K ⊂ L, we set

SL/K = {p ∈ PK : p splits completely in L} .

Proposition 2.2.10. Let L and M be finite extensions of K.
(i) If M is Galois over K, then L ⊂ M ⇐⇒ SM/K ⊂̇ SL/K .
(ii) If L is Galois over K, then L ⊂ M ⇐⇒ S̃M/K ⊂̇ SL/K , where S̃M/K is

defined by

S̃M/K :=
{
p ∈ PK : p unramified in M, fb|p = 1 for some prime b of M

}
.

Proof: Let’s start with (ii). Let L ⊂ M . Since L is Galois over M we have that
S̃L/K = SL/K . Then the two sets S̃M/K and S̃L/K differ by the set of p ∈ PK that
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are unramified in M but not in L. Hence S̃M/K ⊂̇ SL/K .
Conversely, assume that S̃M/K ⊂̇ SL/K , and let N be a Galois extension of K con-
taining both L and M . By Galois theory, it suffices to show that Gal(N/M) ⊂
Gal(N/L). Thus, given σ ∈ Gal(N/M), we have to prove that σ|L is the identity.
By Čebotarev’s density theorem 2.2.9 there exists a prime p in K, unramified in N ,
such that [(N/K)/p] is the conjugacy class of σ. Thus, there is some prime b of N
containing p such that [(N/K)/b] = σ.
Claim: p ∈ S̃M/K .
Let b′ := b ∩ OM . Then for α ∈ OM one has

α ≡ σ(α) ≡ αN(p) (mod b′).

The first congruence follows from σ|M= 1, and the second follows by the definition
of the Artin symbol. Thus OM/b′ ≃ OK/p, so that fb′|p = 1. This shows that
p ∈ S̃M/K .

Čebotarev’s theorem implies that there are infinitely many such p’s. Thus the
hypothesis S̃M/K ⊂̇ SL/K allows us to assume that p ∈ SL/K , i.e.[

L/K

p

]
= 1.

Now, since [
L/K

p

]
=

[
N/K

b

]∣∣∣∣
L

,

and σ = ((N/K)/b), we conclude that σ|L= 1, as desired.

Now we turn our attention to part (i). Using a similar argument as before one
can see that L ⊂ M implies SM/L ⊂̇ SL/K . To prove the other direction, let L′ be the
Galois closure of L over K. It is a standard fact that a prime of K splits completely
in L if and only if it splits completely in L′.
This implies that SL/K = SL′/K . Since M is Galois over K, and we already have
seen that S̃M/K = SM/K . Thus we can rewrite our hypothesis SM/K ⊂̇ SL/K as
S̃M/K ⊂̇ SL′/K . Then by part (ii) we get L′ ⊂ M , which implies L ⊂ M .

Next, we will give a couple of useful properties about ring class fields.

Lemma 2.2.11. Let L be the ring class field of an order O in an imaginary quadratic
field K. Then L is a Galois extension of Q, and its Galois group can be written as
a semidirect product

Gal(L/Q) ≃ Gal(L/K)⋊ (Z/2Z)

where the nontrivial element of Z/2Z acts on Gal(L/K) by sending σ to its inverse
σ−1.

Proof: See [C] Lemma 9.3.

Proposition 2.2.12. Let n ∈ N, and let L be the ring class field of the order
Z[
√
−n] in the imaginaty quadratic field K = Q(

√
−n). If p is an odd prime not

dividing n, then

p = x2 + ny2 ⇐⇒ p splits completely in L.

13



Proof: See [C] Theorem 9.4.

2.3 The j-invariant is an algebraic integer

The goal of this section is to prove that the j -invariant defined in (2.1.7) is an alge-
braic integer. In this section we will mainly follow [C] Chapter 8 and 11.

We start by giving a few useful properties of the j-invariant. The proof of these
can be found in [C] Chapter 11. First, recall that for τ ∈ H we define a lattice as
[1, τ ] and subsequently the j-function is given by j(τ) = j([1, τ ]).

Theorem 2.3.1. Let τ ∈ H. Then the following statements hold:
(i) j(τ) is a holomorphic function on H,
(ii) if τ, τ ′ ∈ H, then j(τ) = j(τ ′) if and only if τ ′ = γτ for some γ ∈ SL(2,Z);

in particular j(τ) is SL(2,Z)-invariant,
(iii) j : H −→ C is surjective,
(iv) for τ ∈ H one has j′(τ) ̸= 0, except in the following cases:

(a) τ = γi, γ ∈ SL(2,Z), where j′(τ) = 0 but j′′(τ) ̸= 0,
(b) τ = γω, ω = e2πi/3, γ ∈ SL(2,Z), where j′(τ) = j′′(τ) = 0 but j′′′(τ) ̸= 0.

Moreover, one can show that the q-expansion of j(τ) is given by

j(τ) =
1

q
+ 744 + 196884q + 21493760q2 + 864299970q3 . . .

=
1

q
+

∞∑
n=0

cnq
n,

where q := q(τ) = e2πiτ , cn ∈ Z for all n ≥ 0.

The q-expansion of j(τ) actually gives us another useful property of the j-
invariant, namely that j(τ) is meromorphic at infinity. This means that its Fourier
expansion has only finitely many non-zero coefficients for negative exponents. This
shows that j(τ) is a modular function for Γ0(m),m ∈ N, where:

Definition 2.3.2 (modular function). For m ∈ N let

Γ0(m) :=

{(
a b
c d

)
∈ SL(2,Z) : c ≡ 0 (mod m)

}
. (19)

A complex-valued function f(τ) defined on the upper-half plane H, except for iso-
lated singularities, is called a modular function for Γ0(m) if the following hold:

(i) f(τ) is meromorphic on H,

(ii) f(τ) = f(γτ), for all τ ∈ H, γ ∈ Γ0(m),

(iii) f(τ) is meromorphic at ∞, ∀γ ∈ SL(2,Z).

Remark 2.3.3. We say that f(τ) is holomorphic at ∞ if its q-expansion has only
non-negative powers of q.

Note that j(τ) satisfies conditions (i) and (ii) by Theorem 2.3.1.
The j-invariant has an even stronger connection to general modular functions for
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both SL(2,Z) and Γ0(m). Namely, its the main building block for constructing all
modular functions:

Theorem 2.3.4. Let m ∈ N. Then
(i) j(τ) is a modular function for SL(2,Z), and every modular function for

SL(2,Z) is a rational function in j(τ),
(ii) j(τ) and j(mτ) are modular functions for Γ0(m), and every modular function

for Γ0(m) is a rational function of j(τ) ad j(mτ).

Proof: (We follow [C] Proof of Theorem 11.9.) We start by proving the following
lemma:

Lemma 2.3.5. The following two statements hold:
(i) A holomorphic modular function for SL(2,Z) which is holomorphic at ∞ is

constant.
(ii) A holomorphic modular function for SL(2,Z) is a polynomial in j(τ).

Proof: Part (i). Let f(τ) be a modular function as in as in part (i) of the Lemma.
Since f(τ) is holomorphic at ∞, we know that f(∞) = limIm(τ)→∞ f(τ) exists as
a complex number. We will show that f(H ∪ {∞}) is compact. By the maximum
modulus principle, this will imply that f(τ) is constant.
Let f (τk) be a sequence of points in the image. We want to find a subsequence
that converges to a point of the form f(τ) for some τ ∈ H. Since f(τ) is SL(2,Z)-
invariant, we can assume that the τk ’s lie in the region

R = {τ ∈ H : |Re(τ)|≤ 1/2, |Im(τ)|≥ 1/2}.

If the imaginary parts of the τk ’s are unbounded, then by the above limit, a sub-
sequence converges to f(∞). If the imaginary parts are bounded, then the τk ’s lie
in a compact subset of H, and the desired subsequence is easily found. This proves
(i).

Part (ii). Let f(τ) be a holomorphic modular function for SL(2,Z). Its q-
expansion has only finitely many terms with negative powers of q. Since the q-
expansion of j(τ) begins with 1/q, one can find a polynomial A(x) such that
f(τ)−A(j(τ)) is holomorphic at ∞. Since it is also holomorphic on H, it is constant
by (i). Hence f(τ) is a polynomial in j(τ).

We return to Theorem 2.3.4. Now, let f(τ) be an arbitrary modular function
for SL(2,Z), possibly with poles on H. If we can find a polynomial B(x) such that
B(j(τ))f(τ) is holomorphic on H, then the lemma above will imply that f(τ) is a
rational function in j(τ). Since f(τ) has a meromorphic q-expansion, it follows that
f(τ) has only finitely many poles in the region

R = {τ ∈ H : |Re(τ)|≤ 1/2, |Im(τ)|≥ 1/2},

and since f(τ) is SL(2,Z)-invariant, Lemma 11.4 implies that every pole of f(τ) is
SL( 2,Z)-equivalent to one in R. Thus, if B(j(τ))f(τ) has no poles in R, then it is
holomorphic on the upper half-plane.
So, suppose that f(τ) has a pole of order m at τ0 ∈ R. If j′ (τ0) ̸= 0, then
(j(τ)− j (τ0))

m f(τ) is holomorphic at τ0. In this way we can find a polynomial
B(x) such that B(j(τ))f(τ) has no poles in R, except possibly for those where
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j′ (τ0) = 0. When this is the case, by Theorem 2.3.1 we can assume that τ0 = i or
ω = e2πi/3.
When τ0 = i, we claim that m is even. To see this, note that in a neighborhood of
i, f(τ) can be written in the form

f(τ) =
g(τ)

(τ − i)m

where g(τ) is holomorphic and g(i) ̸= 0. Now
(

0 1
−1 0

)
∈ SL(2,Z) fixes i, so that

f(τ) = f(−1/τ) =
g(−1/τ)

(−1/τ − i)m
.

Comparing these two expressions for f(τ), we get

g(−1/τ) =
1

(iτ)m
g(τ)

Setting τ = i implies that g(i) = (−1)mg(i), and since g(i) ̸= 0, it follows that
m is even. By Theorem 2.3.1, j(τ) − 1728 has a zero of order 2 at i, and hence
(j(τ) − 1728)m/2f(τ) is holomorphic at i. The argument for τ0 = ω is similar and
will be avoided here. This completes the proof of part (i) of Theorem 2.3.4.

Next, we turn to part (ii). We will assume that j(τ) and j(mτ) are both modular
functions for Γ0(m). For the proof of that fact, we refer to [C] Chapter 11, pg. 228.

Next we will study the following set of matrices

C(m) =

{(
a b
0 d

)
: ad = m, a > 0, 0 ≤ b < d, gcd(a, b, d) = 1

}
.

The matrix σ0 =

(
m 0
0 1

)
∈ C(m) has two properties of interest: first, σ0τ = mτ ,

and second,
Γ0(m) =

(
σ−1
0 SL(2,Z)σ0

)
∩ SL(2,Z).

For the number of elements in C(m) one can compute the formula:

|C(m)|= m
∏
p|m

(
1 +

1

p

)
. (20)

Note that these two properties account for the Γ0(m) invariance of j(mτ) proved
above. More generally, we have the following lemma:

Lemma 2.3.6. For σ ∈ C(m), the set(
σ−1
0 SL(2,Z)σ

)
∩ SL(2,Z)

is a right coset of Γ0(m) in SL(2,Z). This induces a one-to-one correspondence
between right cosets of Γ0(m) and elements of C(m).

This lemma implies that [SL(2,Z) : Γ0(m)] = |C(m)|. By equation (20) the in-
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dex of Γ0(m) is SL(2,Z) is m
∏

p|m(1+ 1/p).

We can now compute some q-expansions. Fix γ ∈ SL(2,Z), and choose σ ∈ C(m)
so that γ lies in the right coset corresponding to σ in Lemma 2.3.6. This means that
σ0γ = γ̃σ for some γ̄ ∈ SL(2,Z), and hence j(mγτ) = j (σ0γτ) = j(γ̃στ) = j(στ)
since j(τ) is SL(2,Z)-invariant. Hence

j(mγτ) = j(στ) (21)

Suppose that σ =

(
a b
0 d

)
. The q-expansion of j(τ) is

j(τ) =
1

q
+

∞∑
n=0

cnq
n, cn ∈ Z,

and since στ = (aτ + b)/d, it follows that

q(στ) = e2πi(aτ+b)/d = e2πib/dqa/d.

If we set ζm = e2πi/m, we can write this as

q(στ) = ζabm
(
q1/m

)a2
since ad = m. This gives us the q-expansion

j(mγτ) = j(στ) =
ζ−ab
m

(q1/m)
a2

+
∞∑
n=0

cnζ
abn
m

(
q1/m

)a2n
, cn ∈ Z. (22)

Next, we want to introduce the modular equation Φm(X, Y ). Let the right cosets
of Γ0(m) in SL(2,Z) be Γ0(m)γi, i = 1, . . . , |C(m)|. Then consider the polynomial
in the variable X

Φm(X, τ) =

|C(m)|∏
i=1

(X − j (mγiτ))

We will prove that this expression is a polynomial in X and j(τ). To see this,
consider the coefficients of Φm(X, τ). Being symmetric polynomials in the j (mγiτ)’s,
they are also holomorphic. To check invariance under SL(2,Z), pick γ ∈ SL(2,Z).
Then the cosets Γ0(m)γiγ are a permutation of the Γ0(m)γi’s, and since j(mτ) is
invariant under Γ0(m), the j (mγiγτ)’s are a permutation of the j (mγiτ)’s. This
shows that the coefficients of Φm(X, τ) are invariant under SL(2,Z).
Next, we will show that the coefficients are meromorphic at infinity. Rather than
expanding in powers of q, it suffices to expand in terms of q1/m = e2πiτ/m and show
that only finitely many negative exponents appear.
By (21), we know that j (mγiτ) = j(στ) for some σ ∈ C(m), and then (22) shows
that the q-expansion for j (mγiτ) has only finitely many negative exponents. Since
the coefficients are polynomials in the j (mγiτ)’s, they clearly are meromorphic at
the cusps.
This shows that the coefficients of Φm(X, τ) are holomorphic modular functions,
and thus, by Lemma 2.3.5, they are polynomials in j(τ). This means that there is
a polynomial

Φm(X, Y ) ∈ C[X, Y ]

17



such that

Φm(X, j(τ)) =

|C(m)|∏
i=1

(X − j (mγiτ)) .

The equation Φm(X, Y ) = 0 is called the modular equation or modular polyno-
mial. Using some simple field theory, it can be proved that Φm(X, Y ) is irreducible
as a polynomial in X.

By (21), each j (mγiτ) can be written as j(στ) for a unique σ ∈ C(m). Thus we
can also express the modular equation in the form

Φm(X, j(τ)) =
∏

σ∈C(m)

(X − j(στ)). (23)

Note that j(mτ) is always one of the j(στ) ’s since
(
m 0
0 1

)
∈ C(m). Hence

Φm(j(mτ), j(τ)) = 0, and the degree of Φm(X, Y ) in X is |C(m)|.

Next, let f(τ) be an arbitrary modular function for Γ0(m). To prove that f(τ)
is a rational function in j(τ) and j(mτ), consider the function

G(X, τ) = Φm(X, j(τ))

|C(m)|∑
i=1

f (γiτ)

X − j (mγiτ)

=

|C(m)|∑
i=1

f (γiτ)
∏
j ̸=i

(X − j (mγjτ)) . (24)

This is a polynomial in X, and one can show that its coefficients are modular
functions for SL(2,Z) (see [C] Chap. 11). Once the coefficients are modular functions
for SL(2,Z), they are rational functions of j(τ) by what we proved above. Hence
G(X, τ) is a polynomial G(X, j(τ)) ∈ C(j(τ))[X].

We can assume that γ1 is the identity matrix. By the product rule, we obtain

∂Φm

∂X
(j(mτ), j(τ)) =

∏
j ̸=1

(j(mτ)− j (mγjτ)) .

Thus, substituting X = j(mτ) in (24) gives

G(j(mτ), j(τ)) = f(τ)
∂Φm

∂X
(j(mτ), j(τ))

Now Φm(X, j(τ)) is irreducible and hence separable, so that

∂

∂X
Φm(j(mτ), j(τ)) ̸= 0.

Thus we can write
f(τ) =

G(j(mτ), j(τ))
∂Φm

∂X
(j(mτ), j(τ))

,

which proves that f(τ) is a rational function in j(τ) and j(mτ).

Theorem 2.3.7. Let m ∈ N. Then:
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(i) Φm(X, Y ) ∈ Z[X, Y ],
(ii) Φm(X, Y ) is irreducible when regarded as a polynomial in X,
(iii) Φm(X, Y ) = Φm(Y,X) if m > 1,
(iv) if m is not a perfect square, then Φm(X, Y ) is a polynomial of degree > 1

whose leading coefficient is ±1,
(v) if m is a prime p, then Φp(X, Y ) ≡ (Xp − Y )(X − Y p) mod pZ[X, Y ].

Proof: See [C] Theorem 11.18.

Lemma 2.3.8. If m is a perfect square, then Φ1(X, Y ) divides Φm(X, Y ).

Proof: Let m be a perfect square. Then σ̃ :=

(√
m √

m

)
∈ C(m) and

(X − j(σ̃τ))
∣∣∣ ∏
M∈C(m)

(X − j(στ)) = Φm(X, j(τ)).

Since j(σ̃τ) = j(τ), we get that Φ1(X, Y ) = X − Y divides Φm(X, Y ).

Proposition 2.3.9. Let m ∈ N. If u, v ∈ C, then Φm(u, v) = 0 is and only if there
is a lattice L and a cyclic sublattice L′ ⊂ L of index m such that u = j(L′) and
v = j(L).

Proof: See [C] Theorem 11.23.

Theorem 2.3.10 (j-invariant is an algebraic integer). Let O be an order in
an imaginary quadratic field K and a a proper fractional O-ideal. Then j(a) is an
algebraic integer and K (j(a)) is the ring class field of the order O.

Proof: Let O be an order in an imaginary quadratic field. Let α ∈ O be primitive.
Then αO is primitive as an ideal and N(α) = N(αO).
By looking at the exact sequence

0 −→ a /αa −→ O /αa −→ O /αO −→ 0

we get
[a : αa]N(a) = N(αa) = N(αO)N(a).

Thus N(α) = [a : αa].
Then αa is a cyclic sublattice of a of index m := N(α). By Theorem 2.3.9 we know
that

0 = Φm(j(αa), j(a)) = Φm(j(a), j(a)) = 0,

since j(αa) = j(a). Thus j(a) is a root of the polynomial Φm(X,X). Since Φm(X, Y )
has integer coefficients (by 2.3.7), this shows that j(a) is an algebraic number. More-
over, if we choose α such that m = N(α) is not a perfect square, then the leading
coefficient of Φm(X, Y ) is ±1 (again by 2.3.7). Thus j(a) will be an algebraic integer.
By Lemma 5.1.3 O = [1, fwK ] and wK = (dK +

√
dK)/2. Then α = fwK is primitive

in O, and one can compute that the norm N(α) is not a perfect square.

Let L denote the ring class field of O. We want to show that L = K(j(a)).
Let SL/Q be the set of primes that split completely in L.
Claim:

SL/Q =̇ {p prime | p = N(α), for some α ∈ O} . (25)
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Assume D ≡ 0 (mod 4), then O = Z[
√
−n] for some n ∈ N. Thus N(α) =

N(x+ y
√
−n) = x2+ny2, so that (25) says, with finitely many exceptions, that the

primes splitting completely in L are those represented by x2 + ny2. We have seen
that in Proposition 2.2.12. Similarly one can prove the case when D ≡ 1 (mod 4),
but for the details we only reference [C] Section 11. This shows (25).

Let M = K(j(a)). By Lemma 2.2.11 L is Galois over Q. Then by Proposition
2.2.10

M ⊂ L ⇐⇒ SL/Q ⊂̇ SM/Q.

Let p ∈ SL/Q be such that p is unramified in M . By (25) p = N(α) for some α ∈ O.
Then αa ⊂ a is a sublattice of index N(α) = p, and it is cyclic since p is prime.
Thus

0 = Φp(j(αa), j(a)) = Φp(j(a), j(a)).

Using part (v) of Theorem (2.3.7), this implies that

0 = Φp(j(a), j(a)) = −(j(a)p − j(a))2 + pβ,

for some β ∈ OM .
Let b be any prime of M containing p. The above equation implies that

j(a)p ≡ j(a) (mod b). (26)

Since M = K(j(a)) one can show that OK [j(a)] ⊂ OM has finite index.

Next, we claim: If p does not divide [OM : OK [j(a)]], then equation (26) implies
that αp ≡ α (mod b) for all α ∈ OM .
To prove the claim, first note that p splits completely in L, so that it splits com-
pletely in K, and hence p ∈ p ⊂ b for some ideal p of norm p. This implies that
αp ≡ α (mod b) holds for all α ∈ OK . Subsequently, the congruence holds for all
α ∈ OK [j(a)] by (26). Thus the claim follows.

From the claim above we get that fb|p = 1, and since this holds for any b con-
taining p, we get that p splits completely in M . This shows that SL/Q ⊂̇ SM/Q, and
finally M ⊂ L. The inclusion M = K(j(a)) ⊂ L shows that the ring class field L
contains the j-invariants of all proper fractional O-ideals. Let h = h(O), and let
ai, i = 1, . . . , h be class representatives for C(O). It follows that any j(a) equals
one of j(a1), . . . , j(ah) and furthermore they are distinct.
Thus

∆ =
∏
i<j

(j(ai)− j(aj)) (27)

is a nonzero element of OL.

To prove the opposite inclusion L ⊂ M , we will use the criterion S̃M/Q ⊂̇ SL/K

from part (ii) of Proposition 2.2.10. Let p ∈ S̃M/Q. Then p is unramified in M and
fb|p = 1 for some prime b of M containing p. This implies that p splits completely in
K, and thus there exists a prime ideal p ∈ O with p = N(p). We can assume that p
does not divide f (this excludes finitely many primes). Since O /p ∩ O injects into
OK

/
p and N(p) is prime to f, so is N(p ∩O), which proves that p ∩O is prime to
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f. Now, consider the natural map

O /p ∩ O −→ OK
/
p .

It is injective, and since p is prime to f, multiplication by f induces an isomorphism
of OK

/
p . But fOK ⊂ O, and surjectivity follows. Hence

p = N(p ∩ O).

If we can show that p ∩ O is a principal ideal αO, then p = N(α) implies that
p ∈ SL/Q by (25). We may assume that p is relatively prime to the element ∆ of
(27).
Let a′ := (p ∩ O)a. Since p ∩ O has norm p, a′ ⊂ a is a sublattice of index p, and
it is cyclic since p is prime. Thus Φp(j(a

′), j(a)) = 0. Using Theorem 2.3.7 (v) one
rewrite this a

0 = Φp(j(a
′), j(a)) = (j(a′)p − j(a))(j(a′)− j(a)p) + pQ(j(a′), j(a)),

for some polynomial Q(X, Y ) ∈ Z[X, Y ]. Let b̃ be a prime of L containing b. Since
j(a′) and j(a) are algebraic integers lying in L, the above equation implies that
pQ(j(a′), j(a)) ∈ b̃. Hence

j(a′)p ≡ j(a) (mod b̃) or j(a)p ≡ j(a′) (mod b̃). (28)

However, we also know fb|p = 1, which shows that j(a)p ≡ j(a) (mod b̃), and since
b ⊂ b̃, we obtain

j(a)p ≡ j(a) (mod b̃). (29)

Finally, (28) and (29) imply

j(a)p ≡ j(a′) (mod b̃).

If a and a′ lay in distinct ideal classes of C(O), then j(a) − j(a′) would be one of
the factors of ∆ from (27), and p and ∆ would not be relatively prime. This is a
contradiction to our choice of p, so that a and a′ = (p∩O)a must lie in the same ideal
class in C(O). This forces p ∩ O to be a principal ideal, which (as showed above)
implies p ∈ SL/Q. Thus S̃M/Q ⊂̇ SL/Q, which completes the proof that L = M .

Definition 2.3.11 (singular modulus). The j-invariant j(L) of a lattice with
complex multiplication is called a singular j-invariant or a singular modulus.
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3 Modular forms of half-integral weight

The aim of the next section section is to briefly recall the theory of modular forms
of half-integral weight and introduce the operator U4. Here we mainly rely on [K],
[KH], [Kohl] and [AL].

We start by recalling the definition of the Jacobi theta function

θ(z) =
∑
n∈Z

qn
2

, q = e2πiz,

for z ∈ H.

Definition 3.0.1. For z ∈ H, k ∈ N and γ =

(
a b
c d

)
∈ Γ0(4) the automorphy

factor J(γ, z) is given by j(γ, z)k, where

j(γ, z) :=
θ(γz)

θ(z)
.

Remark 3.0.2. For
(
c
d

)
the Legendre symbol and

ϵd =

√(
−1

d

)
=

{
1, d ≡ 1 (mod 4)

i, d ≡ 3 (mod 4)
(30)

one has
j(γ, z) =

θ(γz)

θ(z)
=
( c
d

)
ϵ−1
d

√
cz + d.

Note that we take the branch of the square-root
√
z with argument in

(−π
2
, π
2

]
.

Then for any k ∈ Z we define z
k
2 = (

√
z)k.

Furthermore, for T := {±1,±i} we define

G :=

{
(α, ϕ(z))

∣∣∣∣ α ∈ GL+
2 (Q), ϕ holom. on H, ϕ(z)2 = t

cz + d√
detα

, for some t ∈ T 2

}
,

where α =

(
a b
c d

)
and T 2 = {±1}.

We can equip G with a group structure by defining a product

(α, ϕ(z))(β, ρ(z)) = (αβ, ϕ(βz)ρ(z)).

For ζ := (α, ϕ(z)) ∈ G and k ∈ N, we define the operator [ζ] k
2

on functions f on H
as

f(z)|[ζ] k
2
:= f(αz)ϕ(z)−k.

This gives an action of the group G on functions on H.
Now, let Γ = Γ0(4). Define

Γ̃ := {(γ, j(γ, z)) | γ ∈ Γ} .

Definition 3.0.3. Let k ∈ Z. Let f be a meromorphic function on H which is
invariant under [γ̃] k

2
, for all γ̃ ∈ Γ̃. We say that f(z) is a modular function of
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weight k/2 for Γ̃ if f is meromorphic at every cusp of Γ. Such an f is called a
modular form if it is holomorphic on H and at every cusp. A modular form f is
a cusp form if it vanishes at all cusps.

We will write for the space of modular forms (resp. cusp forms) of weight k/2
M k

2
(Γ) (resp. S k

2
(Γ)).

Proposition 3.0.4. Let θ(z) =
∑∞

n=−∞ qn
2 , F (z) =

∑
n>0 odd σ1(n)q

n, q = e2πiz.
Assign weight 1/2 to θ and weight 2 to F . Then M k

2
(Γ) is the space of all polyno-

mials in C[θ, F ] having pure weight k/2.

Proof: See [K] Chap. IV pg. 184.

Corollary 3.0.5. dim M k
2
(Γ) = 1 + ⌊k

4
⌋.

Next, recall that Γ∞ := {γ ∈ Γ | γ∞ = ∞} =

{
±
(
1 j

1

)}
.

Definition 3.0.6. Let k be an odd integer, k ≥ 5.

E k
2
(z) :=

∑
γ∈Γ∞\Γ0(4)

j(γ, z)−k.

As representatives γ of γ ∈ Γ∞ \ Γ0(4) we take one matrix
(
a b
m n

)
∈ Γ0(4) for

each (m,n) with 4 | m, gcd(m,n) = 1. Thus

E k
2
(z) =

∑
m,n∈Z

4|m, n>0
gcd(m,n)=1

j

((
a b
m n

)
, z

)−k

=
∑

4|m, n>0
gcd(m,n)=1

(m
n

)
ϵkn(mz + n)

−k
2 ,

where
(m
n

)
and ϵn were defined in Remark 3.0.2.

It is a classical result that for k = 8,

E4(z) = 1 + 240
∞∑
n=1

n3qn

1− qn

is a modular form of weight 4. Additionally, for z ∈ H, we define the following two
series:

θ1(z) :=
∑
n∈Z

(−1)nqn
2

, η(z) := q
1
24

∞∏
n=1

(1− qn). (31)

The one on the left is (one of) the Jacobi theta function(s), and the one on the right
is called the Dedekind eta function.

Proposition 3.0.7. For any γ =

(
a b
c d

)
∈ SL2(Z) and G2(z) = 2ζ(z)−8π2

∑∞
n=1 σ(n)q

n

one has
(G2[γ]2)(z) = G2(z)−

2πic

cz + d
.
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Proof: See [DS] pg. 18.

Consider the weight 2 Eisenstein series E2(z) =
G2(z)

2ζ(2)
.

By choosing γ =

(
−1

1

)
in Proposition 3.0.7 one obtains the identity

z−2E2

(
−1

z

)
= E2(z) +

12

2πiz
. (32)

Next, we consider the Dedekind eta function η(z). It satisfies the following
transformation law:

η

(
−1

z

)
=

√
−izη(z), ∀z ∈ H. (33)

We obtain this by computing the logarithmic derivative

d

dz
log(η(z)) =

πi

12
− 2πi

∞∑
d=1

dqd

1− qd

=
πi

12
− 2πi

∞∑
d=1

d
∞∑

m=1

qdm

=
πi

12
− 2πi

∞∑
m=1

∞∑
d=1

dqdm

=
πi

12
− 2πi

∞∑
n=1

 ∞∑
0<d|n

d

 qn

=
πi

12
E2(z).

Hence
d

dz
log

(
η

(
−1

z

))
=

πi

12
z−2E2

(
−1

z

)
,

and
d

dz
log(

√
−izη(z)) =

1

2z
+

πi

12
E2(z) =

πi

12

(
E2(z) +

12

2πiz

)
.

By equation (32) these two are equal. Therefore the equation (33) holds up to a
multiplicative constant. Setting z = i shows that the constant is 1.

Next, note that

η(z + 1) = e
2πi
24 · e

2πiz
24

∏
n∈N

(1− e2πizn) = e
2πi
24 η(z). (34)

It is well-known that the matrices

T =

(
1 1

1

)
and S =

(
−1

1

)
generate the modular group SL2(Z). The relations (33) and (34) are transformation
formulae for η(z) with respect to the generators T and S of SL2(Z). They can be
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written as η(Tz) = e
(

1
24

)
η(z) and η(Sz) = e

(−1
8

)√
zη(z) (where e(z) := e2πiz).

Moreover, note that the function

j̃ :

((
a b
c d

)
, z

)
7→ cz + d

satisfies
j̃(L1L2, z) = j̃(L1, L2z)j̃(L2, z),

for all Möbius transformations L1, L2 ∈ SL2(R) of H. It follows that the eta function
satisfies the relations

η(Lz) = vη(L)(cz + d)
1
2η(z), (35)

for all L =

(
a b
c d

)
∈ SL2(Z), with vη(L) only depending on L (and not on z).

One can also compute vη(L) explicitly:

Proposition 3.0.8. For L =

(
a b
c d

)
∈ SL2(Z) the multiplier system vη(L) of the

Dedekind eta function is given by

vη(L) =


(

c

|d|

)
e

(
1

24
((a+ d)c− bd(c2 − 1)− 3c)

)
, c odd,(

c

|d|

)
r(c, d) · e

(
1

24
((a+ d)c− bd(c2 − 1) + 3d− 3− 3cd)

)
, c even,

where r(c, d) := (−1)
1
4
(sgn(c)−1)(sgn(d)−1).

Proof: See [Knopp] Section 1.1.

Proposition 3.0.9. The Jacobi theta function θ1(z) is a modular form of weight
1/2 for Γ0(4).

Proof: We start by giving the following more general statement:

Theorem 3.0.10 (Jacobi triple product identity). Suppose that q, w ∈ C and
|q|< 1, w ̸= 0. Then

∞∏
n=1

(1− q2n)(1 + q2n−1w)(1 + q2n−1w−1) =
∑
n∈Z

qn
2

wn. (36)

Proof: See [Kohl] Section 1, Theorem 1.1.

Now, choose w := −1 and multiply and divide the left side of (36) by (1− q2n)
to obtain

∞∏
n=1

(1− q2n)2(1− q2n−1)2(1− q2n)−1 =
∑
n∈Z

(−1)nqn
2

.

Since
∏∞

n=1(1− q2n)(1− q2n−1) =
∏∞

n=1(1− qn), we obtain

η(z)2

η(2z)
=

∞∏
n=1

(1− qn)2(1− q2n)2 =
∑
n∈Z

(−1)nqn
2

= θ1(z).
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Using transformation laws we obtained for the eta function above, we get

θ1

(
−1

z

)
=

η(−1/z)2

η(−2/z)
=

−izη(z)2√
−izη(2z)

= (−iz)
1
2 θ1(z)

θ1(z + 1) =
η(z + 1)2

η(2(z + 1))
=

e
4πi
24 η(z)2

e
4πi
24 η(2z)

= θ1(z).

Hence θ1(z) is a modular form of weight 1/2.

3.1 The operator U4

Definition 3.1.1. Define the following operator on formal q-expansions
∑

anq
n: let

q = e2πiz, and define
(f |U4)(z) =

∑
a4nq

n.

Lemma 3.1.2. If f =
∑∞

n=0 anq
n is a modular form of weight k ∈ 1

2
Z,
((

1 j
4

)
, ϕ(z)

)
=

γ ∈ G, then

(f |U4)(z) =
1

4

3∑
j=0

f

(
z + j

4

)
=

3∑
j=0

f(z)|[γ]k

Proof: Note that if ζp = e
2πi
p , p ∈ Z, then

p−1∑
j=0

ζnjp =

{
p, p | n
0, p ∤ n

Now

3∑
j=0

f |[γ]k = 4k−14−kt−
k
2

4−1∑
j=0

f

(
z + j

4

)

=
1

4

3∑
j=0

∞∑
n=0

ane
2πin z+j

4

=
∞∑
n=0

ane
2πinz

4

(
1

4

3∑
j=0

ζnj4

)
= (f |U4)(z).

For the modular forms θ and g, where

θ(z) =
∑
n∈Z

qn
2

,

and g is a modular form of weight 3/2, we define the Cohen bracket as

[g, θ](z) = 2 (g′(z)θ(z)− 3θ(z)g′(z)) , (37)

where ′ := d
2πidz

.
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Theorem 3.1.3 (Derivatives of modular forms of different weight). Let
m ≥ 2 and let Mm be the vector space of modular forms of weight m for SL2(Z).
Then for f ∈ Mk and g ∈ Ml one has that

lf ′g − kgf ′ ∈ Ml+k+2. (38)

Proof: See [Zag] pg. 60.

Thus [g, θ] is a holomorphic modular form of weight 4 on Γ0(4).
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4 Traces of singular moduli

In this section we will introduce Zagier’s result on traces of singular moduli. We
mainly follow [Z] and rely on the results from previous chapters.

Let d ∈ N with d ≡ 0 or 3 (mod 4). Let Qd be the set of positive definite
binary quadratic forms Q = [a, b, c] = aX2 + bXY + cY 2, a, b, c ∈ Z (so a > 0), of
discriminant b2 − 4ac = −d. To each Q ∈ Qd we associate its unique root αQ in H
and we say that this root is the CM-point associated with Q.
Denote Γ = PSL(2,Z). Then the j-invariant of αQ, j(αQ) only depends on the Γ
equivalence class of Q (by equation (4)). Moreover, recall from Section 2.3 that
j(αQ) is an algebraic integer.
Let h(−d) denote the class number of −d. Then, h(−d) is the number of Γ-
equivalence classes of primitive quadratic forms (such that gcd(a, b, c) = 1) in Qd.
From the discussion in Chapter 2 we know that each of the corresponding h(−d)
values of j(αQ) is an algebraic integer of degree h(−d) and that they form a full
set of Galois conjugates (by Theorem 2.3.10). Then we can take the sum of those
j(αQ)’s and it will be the trace.

Computing a ’weighted’ sum of the trace leaves us with integers that are equal
(up to a sign) to coefficients of the Fourier expansion of a certain modular form of
weight 3/2; and proving that relation is the main goal of this chapter.

On one hand we consider the function

t(d) :=
∑

Q∈Qd/Γ

1

|ΓQ|
(j(αQ)− 744), (39)

called the modular trace function, where |ΓQ| is equal to 2 or 3 if Q is Γ equiva-
lent to [a, 0, a] or [a, a, a], and 1 otherwise.

On the other hand, we consider the modular form

g(z) := θ1(z)
E4(4z)

η(4z)6
=

1

q
− 2 + 248q3 − 492q4 + 4119q7 − 7256q8 + . . . (40)

constructed from the modular forms E4, θ1 and η introduced in the previous Section.
We will write

g(z) =
∑
d∈Z

B(d)qd,

where B(d) are the coefficients of the Fourier expansion of g(z) and B(d) = 0 for
d < −1.
Next, we want to show that g(τ) is a modular form of weight 3/2. Recall that E4

has weight 4 and θ1 has weight 1/2. We will now compute g(γτ), for γ = S, T .
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Using equation (33) for γ = S one obtains

η

(
4 · −1

z

)6

= −i3z3η(z)6,

θ1

(
−1

z

)
=

η(−1/z)2

η(−2/z)
= (−i)

1
2 z

1
2 θ1(z),

E4

(
4 · −1

z

)
= z4E4(4z).

Putting it all together:

g

(
−1

z

)
= θ1(z)

E4(4z)

η(4z)6
= (−i)

3
2 z

3
2 θ1(z)

E4(4z)

η(4z)6
= (−i)

3
2 z

3
2 g(z).

Now we turn to γ = T .

η(4(z + 1))6 = i · η(4z)6,
θ1(z + 1) = θ1(z).

Thus

g (z + 1) = θ1(z + 1)
E4(4(z + 1))

η(4(z + 1))6
= −iz

3
2 g(z) = (−1)

3
2 z

3
2 g(z).

Hence, g(z) is a modular form of weight 3/2 on Γ0(4).

Theorem 4.0.1. Let B(d) and t(d) be defined as above. Then for all d > 0

t(d) = −B(d).

4.1 A recursion formula for B(d)

The idea is the following. First, using some properties from the theory of modular
forms, we deduce recursion formulas for the coefficients B(d) of g(z). The idea is to
then show that t(d) can be computed using the same recursion formulas.

We start by considering the theta series

θ(z) =
∑
n∈Z

qn
2

,

and g(z), given in (40). By comparing the exponents of the Fourier expansion of
η(4z)−6, E4(z) and θ1(z) one can see that g(z) has non-zero Fourier coefficients only
for qk, where k ≡ 0 or 3 (mod 4). To see this write

g(τ) = θ1(τ)
E4(4τ)

η(4τ)6

=

(∑
n∈Z

(−1)nqn
2

)(
1 + 240

∞∑
n=1

(4n)3q4n

1− q4n

)
q−1

∞∏
n=1

(1− q4n)−6

=

(∑
n∈Z

(−1)nqn
2−1

)(
1 + 240

∞∑
n=1

(4n)3q4n
∞∑
l=0

q4l

)
∞∏
n=1

(
∞∑

m=0

q4lm

)6

.
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All coefficients qk in the product have the form k = 4n, 4l or 4lm (so are ≡ 0
(mod 4)), except qn2−1. Since n2 − 1 ≡ 0 or 3 (mod 4), we see that the exponent qd
in the Fourier expansion of g(τ) is non-zero only for d ≡ 0 or 3 (mod 4).

Then gθ is a modular form of weight 2 and (gθ)|U4 is also a modular form of
weight 2 on the full modular group PSL(2,Z), thus identically zero. Writing this in
terms of Fourier coefficients yields:

(gθ)|U4 =

(∑
d≥−1

B(d)qd
∑
r∈Z

qr
2

)∣∣∣∣∣ U4

=

( ∑
d≥−1, r∈Z

B(d)qd+r2

)∣∣∣∣∣ U4, d+ r2 =: n

=

(∑
n, r

B(n− r2)qn

)∣∣∣∣∣ U4

=
∑
n

qn

(∑
r∈Z

B(4n− r2)

)
.

Thus we obtain the identity∑
r∈Z

B(4n− r2) = 0, ∀n ≥ 0 (41)

Next, we consider the image of the Cohen bracket

[g, θ](z) = 2(g′(z)θ(z)− 3θ(z)g′(z))

under U4. Since [g, θ]|U4 is a holomorphic modular form of weight 4, it is a multiple
of E4. We again compute the Fourier expansion:

[g, θ]|U4(z) = 2(g′(z)θ(z)− 3g(z)θ′(z))|U4

= 2

∑
d≥−1

dB(d)qd
∑
r∈Z

qr
2 − 3

∑
d̃≥−1

d̃B(d̃)qd̃
∑
r̃∈Z

r̃2qr̃
2

∣∣∣∣∣ U4

= 2

(∑
d,r

(d− 3r2)B(d)qd+r2

)∣∣∣∣∣ U4, d+ r2 =: n

= 2

(∑
n,r

(n− 4r2)B(n− r2)qn

)∣∣∣∣∣ U4

= 8

(∑
n

∑
r∈Z

(n− r2)B(4n− r2)qn

)
.

Since
∑

n nq
n
∑

r∈ZB(4n− r2) = 0, we get that

−16
∑
n

qn
∑
r>0

r2B(4n− r2)
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is a multiple of E4(z) = 1 + 240
∑∞

n=1 σ3(n)q
n. Finally∑

r>0

r2B(4n− r2) = 240σ3(n). (42)

One can rewrite equations (41) and (42) as

B(4n− 1) = 240σ3(n)−
∑

2≤r≤
√
4n+1

r2B(4n− r2), (43)

B(4n) = −2
∑

1≤r≤
√
4n+1

B(4n− r2). (44)

which allow us to determine all the B(d)’s by recursion.
Note that B(−1) = 240σ3(0) = 1, B(0) = −2B(−1) = −2 and B(3) = 248. Then∑

|r|<2
√
n

B(4n− r2) = 2
∑

1≤r≤
√
4n+1

B(4n− r2) +B(4n)− 2
∑

√
4n≤r≤

√
4n+1

B(4n− r2)

= −2
∑

√
4n≤r≤

√
4n+1

B(4n− r2)

=


−2B(0) = 4, if n is a square,

−2B(−1) = −2, if 4n+ 1 is a square,
0, otherwise.

Similarly one computes∑
1≤r<2

√
n

r2B(4n− r2) = 2
∑
2≤r

≤
√
4n+1

B(4n− r2) +B(4n− 1)− 2
∑

√
4n≤r

≤
√
4n+1

r2B(4n− r2)

= 240σ3(n)− 2
∑

√
4n≤r≤

√
4n+1

r2B(4n− r2)

= 240σ3(n) +


8n, if n is a square,

−4n− 1, if 4n+ 1 is a square,
0, otherwise.

4.2 A recursion formula for t(d)

Next, we want to show that the same recursion formulas hold for t(d).

Theorem 4.2.1. For all n ∈ N one has

∑
|r|<2

√
n

t(4n− r2) =


−4, if n is a square,
2, if 4n+ 1 is a square,
0, otherwise,

(45)

and

∑
1≤r<2

√
n

r2t(4n− r2) = −240σ3(n) +


−8n, if n is a square,
4n+ 1, if 4n+ 1 is a square,

0, otherwise.
(46)
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For that we consider the modular polynomials (recall (23))

Φn(X, j(τ)) =
∏

σ∈C(n)

(X − j(στ)) =
∏

M∈Γ\Mn

(X − j(Mτ)), τ ∈ H,

where Mn denotes the set of 2× 2 integral matrices of determinant n, with M and
−M being identified. Also, recall from Section 2.3 the set

C(n) =

{(
a b
0 d

)
: ad = n, a > 0, 0 ≤ b < d, gcd(a, b, d) = 1

}
.

To prove equation (45) the idea is to compare Fourier coefficients of two different
formulas for the modular polynomial Φn(j(τ), j(τ)). In the case where n is a square
Φn is divisible by Φ1, so we will consider Φn/Φ1 instead of Φn. For equation (46)
the idea is to take the logarithmic derivative of Φn.

Proof: We start with equation (45). First assume n ∈ N is not a square. Then
Φn(j(τ), j(τ)) vanishes exactly at the points τ ∈ H which are fixed by some M ∈
Mn. These are the points αQ with Q a positive definite quadratic form (disc(Q) >
0). We can write disc = r2 − 4n for some integer r = tr(M) satisfying |r|< 2

√
n.

Define for d > 0, d ≡ 0 or 3 (mod 4)

Hd(X) :=
∏

Q∈Qd/Γ

(X − j(αQ))
1

wQ ,

where wQ := |ΓQ|. This function is X1/3 times a polynomial in X if d/3 is a square,
(X − 1728)1/2 times a polynomial in X if d is a square, and a polynomial otherwise.
On one hand we get the identity

Φn(X,X) = C ·
∏

|r|<2
√
n

H4n−r2(X), (47)

with C := ±1. We have the q-expansion

Hd(j(τ)) =
∏

Q∈Qd/Γ

(q−1 + 744− j(αQ) +O(q))
1

wQ (48)

= q−H(d)(1− t(d)q +O(q2)), H(d) :=
∑

Q∈Qd/Γ

1

wQ

. (49)

On the other hand, take as representatives for Γ \Mn the matrices
(
a b

d

)
, with
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ad = n and 0 ≤ b < d:

Φn(j(τ), j(τ)) =
∏
ad=n

d∏
b=1

(
j(τ)− j

(
aτ + b

d

))

=
∏
ad=n

d∏
b=1

(
1

q
− e−2πib/dq−a/d +O(q>0)

)
=
∏
ad=n

(q−d − q−a)(1 +O(q>1))

=
∏
ad=n

±q−max{a,d}(1− ϵaq +O(q2)),

where ϵa = 1 if |a− d|= 1 and 0 otherwise. Since

|a− d|= 1 ⇐⇒ a2 − n = ±a ⇐⇒ 4n+ 1 = (2a± 1)2,

ϵa = 1 if and only if 4n+ 1 is a perfect square. Then d = a± 1 and −max{a, d} =
−a− 1 or d = −a. Expanding the product

q−(2a+1)(1− q +O(q2))2 ·
∏

ad=n, |a−d|̸=1

q−max{a,d}(1 +O(q2))

we see that the coefficient in front of q is −2. Comparing this to (48) we get the
first recursion formula (45) for t(d) and non-square n.
Now, let n be a square. Then Φn(X, Y ) is divisible by Φ1(X, Y ) = X − Y and we
replace Φn(X, Y ) by Φn(X, Y )/Φ1(X, Y ):

Φn(j(τ), Y )

Φ1(j(τ), Y )

∣∣∣∣
Y=j(τ)

= C ·
∏

|r|<2
√
n

H4n−r2(j(τ))

∏
|r|<2

H4−r2(j(τ))

−1

= C ·
∏

|r|<2
√
n

q−H(4n−r2)(1− t(4n− r2)q +O(q2))

·
(
q−2H(3)−H(4)(1− t(3)q +O(q2))2(1− t(4)q) +O(q2))

)−1
.

Similarly as before

Φn(j(τ), Y )

Φ1(j(τ), Y )

∣∣∣∣
Y=j(τ)

=
∏
ad=n

a̸=
√
n, d̸=

√
n, b̸=0

±qmax{a,d}(1− ϵaq +O(q2)), (50)

but ϵa = 0, since 4n+ 1 is not a square. Comparing the coefficients we obtain

∑
|r|<2

√
n

t(4n− r2)

∑
|r|<2

t(4− r2)

−1

= 1,

and finally ∑
|r|<2

√
n

t(4n− r2) = 2t(3) + t(4) = 2 · (−248) + 492 = −4.
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Next, we will show the second recursion formula (42) for t(d). For d ∈ N such
that d ≡ 0 or 3 (mod 4) define

Λd(τ) =
d

dτ
logHd(j(τ)) =

∑
Q∈Qd/Γ

1

wQ

j′(τ)

j(τ)− j(αQ)
. (51)

The j-invariant has weight 0, so its derivative has weight 2 (simply by the chain
rule; one can compute that j′/j is proportional to −E6/E4). Hence Λd is a modular
form of weight 2, holomorphic at infinity and with a simple pole of residue 1/|Γα|
for α ∈ H satisfying a quadratic equation over Z of discriminant −d. Since there
are no holomorphic modular forms of weight 2 on Γ, Λd is uniquely characterised
by these properties. Now, we would like to compute the logarithmic derivative of
equation (47).

Proposition 4.2.2. Let n ∈ N not a square, τ ∈ H. Then

E4(τ)E6(τ)

∆(τ)

∑
M∈Γ\Mn

(E4|M) (τ)

j(τ)− j(Mτ)
=

1

4πi

∑
|r|<2

√
n

(
r2 − n

)
Λ4n−r2(τ) (52)

where Mτ := aτ+b
cτ+d

and (E4|M) (τ) := n3(cτ + d)−4E4(Mτ) for M =

(
a b
c d

)
∈ Mn

With the help of Proposition 4.2.2 we can proceed similarly as before. Let
C0 + C1q + . . . denote the expansion of the left hand side of (52) at infinity. From

− 1

2πi
Λd(τ) =

∑
Q∈Qd/Γ

1

wQ

q−1 +O(q)

q−1 + 744− j(τ) +O(q)

= H(d) + t(d)q +O(q2),

we see

C0 =
1

2

∑
|r|<2

√
n

(n− r2)H(4n− r2), C1 =
1

2

∑
|r|<2

√
n

(n− r2)t(4n− r2). (53)

On the other hand, we can again take as a set of representatives for Γ \Mn the set
C(n). Then the left hand side of (52) equals to∑

ad=n

a3 · E4(τ)E6(τ)

∆(τ)

1

d

∑
0≤b<d

j((aτ + b)/d)

j(τ)− j((aτ + b)/d)
=:
∑
ad=n

a3 · Sa,d(τ).

Next, we write out Sa,d(τ):

(Case I ) Assume a < d.

Sa,d(τ) = (q−1 − 240 +O(q)) · 1
d

∑
ζd=1

1 + 240ζqa/d + 240σ3(2)ζ
2q2a/d + . . .

q−1 − ζ−1q−a/d +O(qa/d)

= A(q) · 1
d

∑
ζd=1

1

1− (ζ−1q1−a/d +O(q>1))
·

(
1 + 240

∞∑
l=1

σ3(l)ζ
lql

a
d

)
,
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where we write A(q) := 1− 240q +O(q2). Then expand the geometric series as

Sa,d(τ) = A(q) · 1
d

∑
ζd=1

(
∞∑

m=0

ζ−mqm(1−a
d
) +O(q>1)

)
·

(
1 + 240

∞∑
l=1

σ3(l)ζ
lql

a
d

)

= A(q) · 1
d

∑
ζd=1

 ∞∑
m=0

ζ−mqm(1−a
d
) +

∞∑
m=0
l=1

σ3(l)ζ
l−mqm+(l−m)a

d +O(q>1)

 .

To avoid the expression being 0, we need the powers of q to be integral, and hence
l ≡ m (mod d). Then ζ l−m = 1, for all 0 ≤ b < d. Thus

Sa,d(τ) = (1− 240q +O(q2)) ·
∞∑

m=0, l=0
l≡m (mod d)

240σ3(l)q
m+(l−m)a

d +O(q2)

= 1 + (240δa,1σ3(n) + δa,d−1)q +O(q2),

since the only pairs (l,m) which contribute to the powers q0 and q1 are (0, 0), (1, 1), (d, 0)
for a = 1 and (0, d) for a = d− 1.

(Case II ) Assume a > d.
A similar computation gives

Sa,d(τ) = (1− 240q +O(q2)) ·
∞∑

m=0, l=0
l≡−m (mod d)

240σ3(l)q
−m+(l−m)a

d +O(q2)

= −δa,d+1q +O(q2),

since only the pair (l,m) = (0, d) contributes to the sum.
Summing over all divisors a of d, we see that the first two coefficients C0 and C1 are
given by

C0 =
∑

0<a<
√
n

a|n

a3, C1 = 240σ3(n)−

{
3n+ 1, 4n+ 1 is a square,

0, otherwise,

where the last term comes from the two ways of factorising n = ad, where |a−d|= 1.

Comparing these formulas with the ones computed above (53) we obtain equa-
tion (46) in Theorem 4.2.1 for when n is not a square. When n is a square, we
can proceed the same way, except that we have an additional case for the Fourier
expansion of Sa,d when a = d.

Now it only remains to show Proposition 4.2.2.

Proof: Let M ∈ Mn, τ ∈ H. We want to show

E4(τ)E6(τ)

∆(τ)

∑
M∈Γ\Mn

(E4|M) (τ)

j(τ)− j(Mτ)
=

1

4πi

∑
|r|<2

√
n

(
r2 − n

)
Λ4n−r2(τ).
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Since E4 has weight 4, E6 weight 6 and j weight 0, the left side of the equation is a
modular form of weight 4+6−12+4−0 = 2 (just like the right hand side). Moreover,
both sides are holomorphic at infinity, and with only simple poles, so we only need

to compare residues. Let α ∈ H with Mα = α. Write as usual M =

(
a b
c d

)
and

suppose c > 0. Then cα2 + (d− a)α− b = 0 and λ := cα+ d is an algebraic integer
satisfying λ2 − (a + d)λ− (ad− bc) = 0. We write r := tr(M) and n = det(M) for
the norm of λ.
Now compute the residue

Resτ=α

(
E4(τ)E6(τ)

∆(τ)

(E4|M) (τ)

j(τ)− j(Mτ)

)
= B(α)·Resτ=α

(
1

j(τ)− j(α) + j(α)− j(Mτ)

)
,

where B(α) :=
E4(α)E6(α)

∆(α)
n3E4(α)λ

−4. Using j(α) = j(Mα) we compute

Resτ=α

(
1

j(τ)− j(Mτ)

)
= lim

τ→α

(
1

j(τ)−j(α)
τ−α

− j(Mτ)−j(Mα)
τ−α

)
=

1

j′(α)− (j ◦M)′(α)

=
1

(1− det(M)(cz + d)−2)j′(α)
,

since j′(τ) has weight 2. Finally, using j′ = −2πiE2
4E6/∆, r = λ+ λ̄ and n = λλ̄

Resτ=α

(
E4(τ)E6(τ)

∆(τ)

(E4|M) (τ)

j(τ)− j(Mτ)

)
=

E4(α)E6(α)

∆(α)

n3E4(α)λ
−4

(1− nλ−2)j′(α)
=

1

2πi

−λ̄3

λ− λ̄
.

Since the matrices M and nM−1 have the same fixed points, but conjugate values of
λ, we replace the expression −λ̄3/(λ− λ̄) by 1

2
(λ3− λ̄3)/(λ− λ̄) = 1

2
((λ+ λ̄)2−λλ̄) =

1
2
(r2 − n). Then the residue of the left hand side of equation (52) has the form

1

4πi

∑
r2<4n

α∈Γ\Q4n−r2

(r2 − n),

which equals to the residue on the right hand side.

4.3 Kronecker’s class number relations

In the computations of Fourier coefficients above we stumbled upon a ’byproduct’
result, namely:

Proposition 4.3.1 (Kronecker’s class number relation). Let d ∈ N with d ≡ 0
or 3 (mod 4). Then

∑
|r|<2

√
n

H
(
4n− r2

)
=
∑
d|n

max{d, n/d}+

{
1/6, if n is a square
0, otherwise,
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where H(d) is the Hurwitz-Kronecker class number

H(d) =
∑

Q∈Qd/Γ

1

wQ

,

for wQ = |ΓQ|.

For non-square n the proof follows by comparing the exponent of q−H(d) in (48)
to
∏

ad=n q
−max{a,d} =

∏
d|n q

−max{d,n/d}. For n a square we are off by 2H(3)−H(4) =

2 · 1
3
− 1

2
= 1

6
.

Considering the proof of the second recursion formula (46) for t(d), one can very
similarly deduce another identity for the Hurwitz-Kronecker class numbers:

Proposition 4.3.2. Let n ∈ N. Then

∑
|r|<2

√
n

(
n− r2

)
H
(
4n− r2

)
=
∑
d|n

min(d, n/d)3 −

{
n/2, if n is a square
0, otherwise.

4.4 Fourier coefficients of the j-invariant

The aim of this section is to show a formula for computing the coefficients of the
j-invariant using Zagier’s result on traces of singular moduli. Here we follow [Kan],
but also rely on the results from [Z] established in previous sections.

Let again

θ1(τ) =
∑
n∈Z

(−1)nqn
2

, θ(τ) =
∑
n∈Z

qn
2

, g(τ) = θ1(τ)
E4(4τ)

η(4τ)6
.

Consider the function

K(τ) := g(τ)θ(τ)− 1

4
((gθ1)|U4)

(
τ +

1

2

)
+

1

4
((gθ1)|U2

4 )(τ),

which is a weakly holomorphic modular form of weight 2 on Γ0(4), since the transla-
tion τ 7→ τ + 1

2
sends a modular form to a modular form of the same weight. Using

recursion formulas (4.2.1) for the Fourier expansion

g(τ) =
∑
d≥−1

d≡0,3 (4)

t(d)qd,
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we compute explicitly

g(τ)θ(τ) =
∑
d,r

t(d)qd+r2 =
∑
r,n

t(n− r2)qn, d+ r2 = n,

1

4
((gθ1)|U4)

(
τ +

1

2

)
=

1

4

((∑
d,r

t(d)(−1)rqd+r2

)∣∣∣∣∣U4

)(
τ +

1

2

)

=
1

4

((∑
n,r

t(n− r2)(−1)rqn

)∣∣∣∣∣U4

)(
τ +

1

2

)
=

1

4

∑
n,r

t(4n− r2)(−1)re2πinτ+πin

=
∑
n,r

(−1)n+r

4
t(4n− r2)qn,

and finally

1

4
((gθ1)|U2

4 )(τ) =
1

4

((∑
n,r

t(n− r2)(−1)rqn

)∣∣∣∣∣U2
4

)
(τ)

=
∑
n,r

(−1)r

4
t(16n− r2)qn.

Now, we consider the Fourier coefficients of K(τ), and we set for n ∈ N

c̃n :=
1

n

∑
r∈Z

(
t(n− r2)− (−1)n+r

4
t(4n− r2) +

(−1)r

4
t(16n− r2)

)
. (54)

Note that in each sum in equation (54) only finitely many terms are not 0. we can
then rewrite c̃n as

c̃n :=
1

n

(∑
r∈Z

t(n− r2)−
∑

r≥1, odd

(
(−1)nt(4n− r2)− t(16n− r2)

))
. (55)

Example 4.4.1. We can use equation (55) to compute a couple of c̃n’s:

c̃1 = 2t(0)− t(3)− t(15)− t(7)

= 4− (−248)− (−192513)− (−4119)

= 196884,

c̃2 =
1

2
(t(7) + t(−1)− t(31)− t(23)− t(7))

=
1

2
(−1− (−39493539)− (−3493982))

= 21493760.

As the reader might have already realised, these values of c̃n’s look suspiciously
similar to coefficients of the j-invariant.
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Theorem 4.4.2. For all n ≥ 1 and

j(τ) =
1

q
+ 744 +

∞∑
n=1

cnq
n,

one has cn = c̃n (for c̃n given in (54), resp. (55)).

Proof: Compute the derivative of the j-invariant:

1

2πi

∂

∂τ
j(τ) =

−1

q
+196884q+2·21493760q2+3·864299970q3+4·20245856256q4+. . .

Now compare the first few Fourier coefficients with values of nc̃n. The derivative of
j is a weakly holomorphic modular form of weight 2, which starts with −1

q
. Since

K(τ) also starts with −1
q

, their difference is a holomorphic modular form of weight
2, hence vanishes identically.
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5 Appendix

5.1 Order in a quadratic field

Definition 5.1.1. An order O in a quadratic field K is a subset O ⊂ K such that
the following hold:

(i) O is a subring of K containing 1,
(ii) O is a finitely-generated Z-module,
(iii) O contains a Q-basis of K .

Remark 5.1.2. The maximal order will be denoted by OK .
Next, recall that the ideal class group C is defined as the quotient of proper

fractional ideals (denoted I) over principal ideals (denoted P). Hence for an order
O one has

C(O) = I(O)/P(O),

where the quotient is taken over all principal (resp. fractional) O-ideals.

Lemma 5.1.3. Let O be an order in a quadratic field K of discriminant dK . Then
O has finite index in OK , and if we set f = [OK : O], then

O = Z+ fOK = [1, fwK ],

with

wK =
dK +

√
dK

2

being the discriminant of K.

Proof: First, note that O and OK are free Z-modules of rank 2, so [OK : O] <
∞. Setting f = [OK : O], we have fOK ⊂ O, and then Z + fOK ⊂ O follows.
However, since OK = [1, wK ], we get that Z + fOK = [1, fwK ]. Hence, to prove the
lemma, we have to show that [1, fwK ] has index f in OK = [1, wK ]. This last fact is
obvious, so we are done.

Definition 5.1.4. Given an order O in a quadratic field K, the index f = [OK : O]
is called the conductor of the order.

5.2 Primes

Let K be any field and consider a valuation | · | on K such that for all x, y ∈ K we
have the inequality:

|x+ y| ≤ Cmax{x, y}, C ∈ R≥0. (56)

We say that the valuation | · | is nonarchimedian if C = 1, and that it is archi-
median if C is not equivalent to 1.

Definition 5.2.1. An equivalence class of valuations on a filed K is called a prime
of K. An equivalence class of archimedian valuations is called an infinite prime
and an equivalence class of nonarchimedian valuations is called a finite prime of
K.

Theorem 5.2.2 (Ostrowski). Let K be a field complete with respect to an archi-
median valuation | · |. Then K is isomorphic to either the real or complex field and
the valuation is equivalent to the usual absolute value.
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Ostrowski’s theorem lets us deduce all the archimedian valuations of an algebraic
number field.

Definition 5.2.3. Let K be a field. An infinite prime of K is called a real prime
if the completion of K at the prime is the real field. An infinite prime is called a
complex prime if the completion of K at the prime is the complex field.

Let K be an algebraic number field and let p be a prime of K. Let L be a finite
dimensional Galois extension with Galois group G = G(L/K) and let b1, . . . , bg be
primes of L extending p so we may write

p = (b1 . . . bg)
e,

where e = (bi/p) if the ramification index.

If b is one of the primes of L extending p, we set

G(b) := {σ ∈ G(L/K) : σ(b) = b} ,

and we will cal G(b) the decomposition group of b. We also define

T (b) := ker
(
G(b) −→ G(R

′/b
/
R/p), σ 7→ σ̄

)
as the inertia group of b, where p is a finite prime of K, R is the valuation ring
corresponding to p (p the maximal ideal of R), R′ is the integral closure of R in L
and b is a prime ideal of R′ with p ⊂ b so that we have a map σ̄(x+ b) = σ(x) + b.

Proposition 5.2.4 (conjugate primes). Let τ ∈ G(L/K). Then G(τ(b)) =
τG(b)τ−1 and [

L/K

τ(b)

]
= τ

[
L/K

τ(b)

]
τ−1. (57)

Proof: Any element in the ring of algebraic integers of L can be written as
τ−1(x) with x an algebraic integer.
Consider the automorphism

y 7→ yq, y ∈ L.

Then there is a unique coset σT (b) ⊂ G(b) all of whose elements satisfy[
L/K

b

]
τ−1(x) ≡ τ−1(x)q (mod b).

Apply τ to conclude

τ

[
L/K

τ(b)

]
τ−1(x) ≡ xq (mod τ(b)).

The uniqueness of the Frobenius automorphism implies the equality (57).

Definition 5.2.5. A prime p of K splits completely in an extension L if

e(b/p) = f(b/p) = 1,

for any prime b of L extending p.
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Remark 5.2.6. An equivalent statement when L/K is Galois is that p splits com-
pletely in L if p has [L : K] distinct extensions to primes of L.

Proposition 5.2.7 (splitting). The unramified prime p splits completely in L if
and only if [

L/K

p

]
= 1.

Proof: See [J] Chapter III, 2.5.
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