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The set-up

One statement which is either true or false. A correct answer (by checking T or F) will give 1 point,
an incorrect answer -1 point (and no answer 0 point).

Lasso for linear models.
Consider a high-dimensional linear model
Y = X8+, e ~ N(0,0%,, ) with p > n.

We always assume that the n x p design matrix X is fixed (deterministic).

1. Consider the Lasso estimator S(\) with regularization parameter \. If Bj()\) # 0 then Bj(/\’) #
0 for all X < \.

2. Without assuming anything on the design matrix X but making some sparsity assumptions
on [, the Lasso is consistent, saying that

X(8—pB) =0 (p>n— o) in probability.

4. Consider the case where the error variables in the linear model satisfy:
€1, ..,En jointly independent with E[e;] = 0 and Var(g;) = 07 < Cypp < 00 Vi.
This situation is known as “heteroscedastic error structure”.

All the probabilistic error bounds for the Lasso still hold in such a setting (where instead of
the variance o2 one can simply plug-in the upper bound Clpp)-

The de-biased Lasso for linear models.

5. The de-biased Lasso by achieves a convergence rate for BY of order O(1/4/n), asymptotically
as both p > n tend to infinity (assuming reasonable regularity conditions, e.g. sufficient
sparsity of 3°, compatibility condition on the design X and the regression of X; versus X_;
is sufficiently sparse).

Graphical models.

6. In a Gaussian graphical model (G, P) with X ... X®) ~ P an edge (i,j) € E (where E
is the edge set) implies that X () is conditionally dependent on X9) given all other variables
{(X®): ke V\{i,j}} (where V = {1,...,p}).



