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1. Introduction

Roughly speaking, a passport option allows the holder, against paying a premium
at the beginning of the contract, to take, during a predetermined time interval,
positions in an underlying asset. These positions can be long or short, but are
bounded. If at the end of the contract (maturity), the holder made a benefit, she
can keep it. If on the contrary the holder made a loss, than he does not have to pay
for these losses. That means the holder can keep the benefits but is not liable for
the losses. The passport option is in some sense a generalisation of the American
option. In the latter the holder can exercise the option only once. In the case of
the passport option, the holder can ”exercise” the option many times. Passport
options were introduced by Bankers Trust, see [HLP].
There are different problems related to the passport option. First of all, there is the
pricing problem. Since the holder can change the position many times, the price is
given through an optimisation problem. The hedging problems are, at least in the
complete market case, easily solved by standard methods. We will mainly focus on
the pricing problem.
As said, the pricing problem is the result of an optimisation problem. The first
paper on the subject was by Hyer, Lipton-Lifschitz and Pugachevsky, [HLP]. They
were using methods from control theory in its relation with PDE’s. The paper by
Andersen, Andreasen and Brotherton-Ratcliffe, [ABB] treats the case of geometric
Brownian motion through the use of stochastic control theory. Both papers cal-
culate the price of the passport option as a solution to a PDE. The closed form
solution however was not interpreted as an integral over a known distribution. In
a series of talks between January 98 and January 99 (in Zurich, Tokyo, New York,
Hong Kong, Toronto) the first named author presented the price calculation as an
easy consequence of Skorohod’s lemma and the use of local time. The idea was
independently developed by Vicky Henderson and Hobson, [HH], and was then
used to treat the more general Markov case. Numerical work in the so-called non
symmetric case was developed by Nagayama, [Na]. She also treated the symmetric
case using stochastic calculus and made a careful analysis of the smoothness of the
value function. The discretisation procedure used in [Na] is different from ours as
will be pointed out in section 7. A more recent paper on passport options is Shreve
and Večeř, [SV].
The present paper picks up earlier results, but goes further in two directions. One is
the relation with general martingale theory, the other direction deals with geometric
Brownian motion, but in the presence of interest rate. This case is handled through
time transforms in order to bring it back to a hitting time problem for Bessel
processes. The techniques are similar to the ones developed by Geman and Yor
and used to price Asian options, [GY] and [Y].
We do not handle the non-symmetric case. The optimal solution as calculated by
Nagayama in [Na], shows that the switching boundary of the optimal strategy is
non-trivial and its interpretation as a known curve is still open.
The paper is divided into several sections. This section will introduce some (stan-
dard) notation. Section 2 gives a description of different contracts and states the
pricing problem as an optimisation problem. Section 3 relates the finiteness of the
price to a characterisation problem of H1 semi-martingales. In section 4, the pric-
ing problem is reduced to the calculation of the expected value of the one sided
maximal function. This section is based on the relation between local time and
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the maximum functions. The basic ingredient is Skorohod’s lemma. Section 5 is
quite technical and mainly shows that for continuous martingales there is equal-
ity between two norms. This equality is related to the Davis inequality for H1

martingales. Section 6 deals with the discrete time optimisation problem for the
geometric Brownian motion. Although stated in elementary terms, the proof of the
main result is quite technical. Section 7 deals with the continuous time optimisation
for the geometric Brownian motion. Here we pay attention to the non-existence of
an optimal strategy. This non-existence is related to the non-existence of a strong
solution for Tanaka’s equation and to the difference between the filtrations gener-
ated by a Brownian motion B and its absolute value |B|. We also quickly discuss
the relation with other approaches. Section 8 then treats the generalisation when
interest rate is present. Although basically the same as the easy case treated in
section 7, the solution requires more advanced technology. The basic ingredient
is the fact that the geometric Brownian motion is a time transform of a Bessel
process. To keep the paper as self contained as possible, we give full proofs of the
intermediate results on Bessel processes. The main ingredient is the characterisa-
tion of the distribution of the hitting time of a Bessel process with a square root
boundary.
The notation we use is standard. The structure

(
Ω,F = (Ft)t≥0 ,P

)
denotes a

filtered probability space. The final sigma-algebra, if ever needed, is F∞ =
∨
t≥0 Ft.

The filtration is supposed to satisfy the usual conditions, i.e. it is right continuous
and F0 contains all the null sets of F∞. Processes are defined on the time set [0, t0].
The horizon t0 is finite although we will never explicitly use this. Sometimes we
will need Brownian motion. In that case it is not necessarily assumed that the
filtration is generated by this Brownian motion. If so, we will explicitly say this. If
B is a Brownian motion with respect to F , then the geometric Brownian motion
is the process defined as St = exp (Bt − t/2), i.e. the stochastic exponential of B.
In applications to mathematical finance, this exponential plays a fundamental role.
In order to simplify the notation, we have assumed that the price volatility is equal
to 1. This can be achieved easily through an elementary time-transform. We invite
the reader to apply the necessary changes.
The basic reference for martingale problems, Brownian motion and Bessel processes
is Revuz-Yor, [RY].

2. Different contracts

There are many versions of a passport option. We just give a few examples. Al-
though they differ, in at first sight only minor details, their price calculation can
be completely different. The explicit analytic solution can (for the moment) only
be given in some very specific cases. The underlying asset has a price evolution de-
noted by the semi-martingale S0. The bank account is supposed to pay an interest
rate given by the process r. The underlying S0 pays out dividends at the rate f .
In many applications, such as options on indices or the insurance of positions taken
in mutual funds, the process f is identically zero. Both r and f are supposed to
be sufficiently regular in order for the integrals

∫ t0
0
rt dt and

∫ t0
0
ft dt to exist a.s..

These assumptions do not play a special role in this paper, so we do not comment
on them, the reader may well assume that both processes r and f are continuous
and nonnegative. More important for us is the assumption of no arbitrage on the
process S0. From the general theory it follows that in order to be economically
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feasible, the discounted process, defined as

St = exp
(
−
∫ t

0

(ru − fu) du
)
S0
t ,

should possess a local-martingale measure. For simplicity we already suppose the
original measure P to be such that the process S is a local-martingale. For precise
conditions on the existence of local-martingale measures and in the most general
context, sigma-martingale measures, we refer the reader to [DS94] and [DS98]. We
are now in a position to give some examples of passport options. Before doing so,
we need one more notation. For each t ∈ [0, t0], we suppose that there is a set
Qt ⊂ R that describes the positions an investor can take in the asset S0 at time t.
This set should change in a measurable way with respect to t, more precisely:

Q = {(t, ω, x) | x ∈ Q(t, ω)} ∈ P ⊗R,

where P is the class of predictable sets and R is the class of Borel subsets of R.
Of course an investor should be able to take other positions as well, but these are
then not covered by the passport option. A typical example would be when for all
ω and all t we have that Qt = [−1, 1], or a little bit more general when Qt = [a, b]
where a < b. We now give some examples:

(1) The investor receives dividends from the asset and receives interests on
the bank account. The reference portfolio X0 and its discounted value Xt

defined as Xt = exp
(
−
∫ t

0
ru du

)
X0
t , are then described as

qt ∈ Qt
dX0

t = qt dS
0
t + qtS

0
t ft dt+

(
X0
t − qtS0

t

)
rt dt

dXt = qt exp
(
−
∫ t

0

fu du

)
dSt.

(2) The reference portfolio is described as if the investor would not collect the
interest rate, but would collect the dividends. Such a passport option is
probably not traded. In this case we find

qt ∈ Qt
dX0

t = qt dS
0
t + qtS

0
t ft dt

dXt = qt exp
(
−
∫ t

0

fu du

)
dSt − rt

(
Xt − qtSt exp

(
−
∫ t

0

fu du

))
dt.

(3) Similar to the previous one but this time the investor is entitled to the
interest rate but not to the dividends. Contrary to the previous example
this passport option seems to be traded. The description is:

qt ∈ Qt
dX0

t = qt dS
0
t +

(
X0
t − qtS0

t

)
rt dt

dXt = qt exp
(
−
∫ t

0

fu du

)
dSt − qtSt exp

(
−
∫ t

0

fu du

)
ft dt

= qt d

(
exp

(
−
∫ t

0

fu du

)
St

)
.
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(4) Similar example, but this time there are no dividends and no interest rate.
Also this version seems to exist only in theory.

qt ∈ Qt
dX0

t = qt dS
0
t

dXt = qt d

(
exp

(∫ t

0

ru du

)
exp

(
−
∫ t

0

fu du

)
St

)
.

(5) If we suppose that dividends are reinvested in the asset, then it makes
sense to adapt the bounds on the position, to this situation. This reduces
to a change of the set Qt in the following way. If the investor reinvests
the dividends in the asset, then at time t he needs exp

(∫ t
0
fu du

)
copies in

order to obtain the same position as compared to a situation where one copy
is held and where the asset would not pay out any dividends, but would
itself reinvest these in the “world economy”. In such a case it makes sense
to replace the condition qt ∈ Qt by the condition qt ∈ exp

(∫ t
0
fu du

)
Qt.

Compared to example 1 above, this gives, the easier to handle

qt ∈ Qt

dXt = qt dSt.

(6) The investor can only rebalance its portfolio a limited number of times.
(7) The investor can only rebalance its portfolio once a day/week/month.
(8) the interest rate can be different when the portfolio is negative or when it

is positive.
Needless to say that all these restrictions give rise to different problems in the
calculation of the option price. In order to avoid more problems, similar to the
calculation of an American option in an incomplete market, we make the following,
loosely stated, assumptions.

Assumptions. The market is supposed to satisfy the following properties
(1) The local martingale S is continuous.
(2) There is only one local martingale measure, e.g. the market is complete.

We assume, for notational ease, that this measure is the given measure P.

In order to prepare for more general applications we will give some theorems that
are valid for not necessarily continuous martingales. The appropriate assumptions
will then clearly be stated and the notation will be adapted.
The price of a passport option can now be defined mathematically as follows. If
the reference portfolio X0(q) and the discounted value X(q), with starting point
x0, are defined as being dependent on the strategy q, then we are interested in the
quantity

sup
{

EP
[
(x0 +Xt0(q))+

]
| qt ∈ Qt

}
.

As the reader can check, this situation covers the examples above. For instance the
case 6 is given by:

sup

{
EP

[(
x0 +

∫ t0

0

qu dSu

)+
]
| qt ∈ Qt

}
.
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A special case is then

sup

{
EP

[(
x0 +

∫ t0

0

qu dSu

)+
]
| |qt| ≤ 1

}
.

There is a close relationship with the theory of H1 martingales and as we will see,
if S is supposed to be the stochastic exponential of Brownian motion, then the
quantity above can be calculated easily.

3. The relation with H1 Semi-Martingales

As seen in the examples, in the traded cases the reference portfolio is of the form

dXt = qt d (MtAt) ,

where M was a (local) martingale and where A was a process of finite variation.
The following theorem describes under which conditions we can expect the passport
option to have a finite price.

Theorem 3.1. Suppose that Z = MA is a (not necessarily continuous) semi-
martingale where M is a local martingale and where A is a predictable process of
finite variation. If we define

‖Z‖Q = sup
{

EP
[
(q · Z)+

t0

]
| q predictable and |q| ≤ 1

}
and recall the definition of the H1 norm

‖Z‖H1 = EP

[(∫ t0

0

A2
u d[M,M ]u

)1/2

+
∫ t0

0

|Mu−| |dAu|
]
,

then
c ‖Z‖H1 ≤ ‖Z‖Q ≤ C ‖Z‖H1 ,

where c and C are two universal constants.
The condition ‖Z‖Q <∞ is equivalent to the condition (V ar means total variation):

EP

√∫ t0

0

A2
u d[M,M ]u

 <∞ and EP

[∫ t0

0

|Mu−| |dAu|
]
<∞

In case M is a nonnegative, uniformly integrable martingale the latter requirement
can be rewritten as E [Mt0V ar(A)t0 ] <∞.

Proof. Using Itô-calculus, the multiplicative Doob-Meyer decomposition can be
transformed into an additive Doob-Meyer decomposition:

d(MA)t = At dMt +Mt− dAt.

The theorem can now be proved along the same lines as the development of the
Hp theory for semi-martingales, see [DM] and [Pr]. We prefer to include a proof
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since the translation is not always that easy. The existence of the two universal
constants will follow from the rest of the proof.
SinceM is a local martingale andA is predictable, we may localise by stopping times
T , such that MT is an H1 martingale and AT is a process of bounded variation.
We then find that for each predictable process q, such that |q| ≤ 1:

E

[∫ T

0

quMu− dAu

]
= E

[∫ T

0

qu dZu

]
≤ K = sup

{
EP
[
(q · Z)+

t0

]
| q predictable and |q| ≤ 1

}
<∞.

This also means that for all q, predictable and bounded by 1 we have:

E

[
MT

∫ T

0

qu dAu

]
= E

[∫ T

0

Mu−qu dAu

]
≤ K.

In particular we may take q so that we get
∫ T

0
quMu− dAu =

∫ T
0
|Mu−| |dAu|. This

yields

E

[∫ T

0

|Mu−| |dAu|
]
≤ K.

We then also find that for q predictable and bounded by 1:

E

(∫ T

0

quAu dMu

)+
 ≤ E

[
(q · Z)+

]
+ E

[∫ T

0

|Mu−| |dAu|
]
≤ 2K.

Of course this yields that

E

[∣∣∣∣∣
∫ T

0

quAu dMu

∣∣∣∣∣
]
≤ 4K.

This implies that the martingale A · M is in H1, proving the first item of the
theorem. A simple passage to the limit allows us to get rid of the localisation. The
last statement follows easily since, by the predictability of A and hence of V ar(A):

E
[∫ t0

0

Mu−|dAu|
]

= E
[
Mt0

∫ t0

0

|dAu|
]

= E [Mt0V ar(A)t0 ] .

¤

Remark. The previous theorem shows that in order for the passport option to be
meaningful, we have to require that the discounted price process S is in H1.

4. An Application of Skorohod’s lemma.

In this section we will use the following lemma, due to Skorohod, see [RY], Chap
VI.
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Lemma 4.1. If s:R+ → R is a continuous function such that s(0) ≥ 0, then we
can write z = s+ l where

(1) The function z is nonnegative and continuous.
(2) The continuous function l is increasing, l(0) = 0 and the measure dl is

supported by the (closed) set {z = 0}.
Furthermore this decomposition is unique and the function l is given by

l(t) = sup
u≤t

(−min (0, s(u))) = sup
u≤t

s(u)−.

There are many applications of this lemma to problems related to local time. The
reader can check [RY] for details. In the following theorem as well as in the rest
of the paper we will frequently use the notation Z∗ for the one sided maximal
function of a stochastic process Z, i.e.:

Z∗t = sup
0≤u≤t

Zu.

Theorem 4.2. If S is a continuous semi-martingale, if the process X satisfies
X0 ≥ 0 and

dXt = − sign(Xt)dSt,

then
|Xt| = sup

u≤t
(Su − S0 −X0)+ +X0 + S0 − St.

For X0 = 0 this simplifies into

|Xt| = sup
u≤t

Su − St = S∗t − S0.

If moreover the process S is a uniformly integrable martingale and X0 = 0, then

E [|Xt|] = E [S∗t ]− S0.

Proof. The proof follows the proof of Lévy’s theorem, see [RY] p. 230. Tanaka’s
formula gives us that

d|X|t = −dSt + dLt(X),

where L is the local time of X at 0. It follows that

|X|t = X0 − (St − S0) + Lt(X).

Because X0 ≥ 0, the process S−S0+X0 starts at a nonnegative value. Furthermore
the process L is increasing, satisfies L0 = 0 and the measure dL is supported by
the set {X = 0}. Skorohod’s lemma tells us that

Lt = sup
u≤t

(X0 − Su + S0)− = sup
u≤t

(Su − S0 −X0)+
.

The last statement of the theorem is obvious since E [St − S0] = 0. ¤
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5. An equality for the maximum of continuous martingales.

The aim of this section is to prove the following theorem:

Theorem 5.1. If M is a continuous H1-martingale on [0, t0], if M0 = 0, then

sup
{
E
[
(q ·M)∗t0

]
| q predictable and |q| ≤ 1

}
=

sup {E [|(q ·M)t0 |] | q predictable and |q| ≤ 1} .

If the local martingale M is not in H1, then the equality remains valid in the sense
that both quantities are +∞.

Proof. We first deal with the easy case, i.e. where M is a local martingale that is
not in H1. Clearly we have that

sup
u≤t0
|Mu| ≤M∗t0 + (−M)∗t0 .

By the Davis’ inequality, see [RY] or [Pr], the two norms

E
[

sup
u≤t0
|Mt|

]
and sup {E [|(q ·M)t0 |] | q predictable and |q| ≤ 1} ,

are equivalent. Hence we find that

sup {E [|(q ·M)t0 |] | q predictable and |q| ≤ 1}

and
sup

{
E
[
(q ·M)∗t0

]
| q predictable and |q| ≤ 1

}
are at the same time finite or infinite. The amazing thing is that, in case both
quantities are finite, they are equal. This is more precise than what the Davis’
inequality shows.
The usual convexity arguments allow us to restrict the analysis to predictable pro-
cesses q such that |q| = 1. This is done as follows. The unit ball of the Ba-
nach space L∞ (Ω× [0, t0],P, dP⊗ d〈M,M〉), seen as the dual of the Banach space
L1 (Ω× [0, t0],P, dP⊗ d〈M,M〉), is the set of all predictable processes, bounded by
1. The extreme points are the processes q such that |q| = 1. By weak∗ compactness
and the Krein-Milman theorem, the unit ball is also the weak∗-closed convex hull
of its extreme points, and hence the convex hull of the extreme points is dense in
the unit ball for the convergence in measure. The latter follows from the fact that
on the unit ball, the topology of convergence in measure is precisely the Mackey
topology of the dual pair (L1, L∞). Hence the closed convex hull for the weak∗

topology coincides with the closed convex hull for the convergence in measure. The
rest now follows from the dominated convergence theorem for stochastic integrals.
We get that

sup
{
E
[
(q ·M)∗t0

]
| q predictable and |q| ≤ 1

}
=

sup
{
E
[
(q ·M)∗t0

]
| q predictable and |q| = 1

}
as well as

sup {E [|(q ·M)t0 |] | q predictable and |q| ≤ 1} =

sup {E [|(q ·M)t0 |] | q predictable and |q| = 1} .
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One inequality is almost trivial and follows from Tanaka’s formula and Skorohod’s
lemma. Indeed for q predictable and of modulus 1 we obtain that

d|q ·M |t = sign((q ·M)t) qt dMt + dLt,

where L is the local time of q ·M at 0. Skorohod’s lemma tells us that

Lt = sup
u≤t

(h ·M)u where hu = − sign((q ·M)u) qu.

It follows that

E [|(q ·M)t0 |] = E [Lt0 ] ≤ sup
{
E
[
(p ·M)∗t0

]
| p predictable and |p| ≤ 1

}
.

The other inequality is less trivial. For given h, predictable and |h| = 1, we put
N = h ·M . One way to prove the remaining inequality could consist in finding a
solution to the equation

dXu = − sign(Xu) dNu.

In the case where N (or M) is a Brownian motion, such equations have in general
only weak solutions. In the case of general continuous martingales, the concept of
weak solution is not easily understood. Our proof uses discrete time approxima-
tions. It has an interest in itself. In accordance with stochastic practice, we put
sign(0) = −1.

Lemma 5.2. Let N be a continuous H1-martingale, defined on the time interval
[0, t0] and starting at 0. For each n let there be given a finite sequence of stopping
times,

0 = τn0 ≤ τn1 ≤ . . . ≤ τnKn = t0.

Let the martingale Xn be defined as the solution of

Xn
0 = 0 and dXn

t = − sign(Xτnk
) dNt for τnk < t ≤ τnk+1.

If max1≤k≤Kn
(
τnk+1 − τnk

)
tends to zero in probability, then E[|Xn

t0 |] tends to the
quantity E[supt≤t0 Nt]. More precisely the predictable process α defined on ]]τnk , τ

n
k+1]]

as αt = sign
(
Xτnk

)
sign (Xt) tends to 1 on [0, t0]× Ω.

Proof of lemma 5.2. We first show how the statement on the sequence αn leads to
the other result. We introduce the σ-finite measure µ on the R⊗ Ft0 measurable
sets P of [0, t0]× Ω as follows:

µ(P ) = EP

[∫
[0,t0]

1P d〈N,N〉
]
.

What we claim is that on sets of finite µ-measure, the sequence of predictable
processes αn tends to 1 in µ-measure , i.e. for each predictable set P such that
µ(P ) <∞ we have that µ ({αn 6= 1} ∩ P )→ 0. Now the Itô-Tanaka formula gives
that

d|Xn
t | = −αnt dNt + dLnt ,
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where Ln is the local time at zero of the process Xn. Skorohod’s lemma implies
that Lnt = sup0≤s≤t(αn ·N)s. But the convergence of αn implies that∫

[0,t0]

(αnt − 1)2 d〈N,N〉 → 0,

in probability P. Since N is an H1 martingale we get that αn ·N tends to N in H1

and hence we get that, in L1:

sup
t≤t0

(αn ·N)t → sup
t≤t0

Nt.

But then we also have that

E
[

sup
t≤t0

Nt

]
= lim

n
E
[

sup
t≤t0

(αn ·N)t

]
= lim

n
E[|Xn

t0 |].

So we only have to prove the statement about the sequence αn. We will do this
through a time-transform of the martingale N into a Brownian motion. To have
the transform well defined, we continue the martingale N , beyond t0 with an in-
dependent Brownian motion. This is standard as can be seen from [RY] p. 174.
In order to do this we first time-transform, in case t0 =∞, the interval [0, t0] into
[0, 1]. The filtration is extended in the obvious way, see RY, p 174. The extension
will still be denoted by N . The DDS time changes Cu are now defined as

Cu = inf{t | 〈N,N〉t ≥ u}.

Because we reduced the problem to t0 < ∞ and continued N with an indepen-
dent Brownian motion, these stopping times are finite almost surely. The process
βu = NCu defines a Brownian motion with respect to the filtration (FCu)u≥0. In
particular for t ≥ u we have that the process (βt − βu)t≥u is independent of FCu .
We also extend, in the same way the measure µ to the sigma-algebra R⊗F∞.
We next fix δ > 0 as well as A > 0 and we will show that there is an absolute
constant c such that for all n big enough we have

µ ({αn 6= 1} ∩ [[0, CA]]) ≤
(
A+ c

√
A
)√

δ.

This will then end the proof of the lemma.
We observe that by continuity of N we have that

P
[
max
k

(
〈N,N〉τnk+1

− 〈N,N〉τnk
)
> δ

]
→ 0.

So for n big enough this quantity will be smaller than δ. This is the only bound on n
we need. So from now on we assume that n is big enough and fixed. For notational
ease we also define new families of stopping times. First we extend the family of
stopping times

(
τnj
)

1≤j≤Kn
by defining τnj for j > Kn as follows. The stopping time

τnKn+1 is the first time t, after t0, for which 〈N,N〉t−〈N,N〉t0 ≥ δ. Recursively we
define τnj+1, j ≥ Kn + 1 as the first time t ≥ τnj we have 〈N,N〉t − 〈N,N〉τnj ≥ δ.
To keep notation consistent and for notational ease we also extend the processes
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Xn beyond the interval [0, t0]. This is done using the same differential equation. A
very important fact is that the DDS-time change of the processes Xn and N are
the same, namely the family (Cu)0≤u. In particular the variables Xn

Cu
are gaussian

with variance u.
We now define the sequence of stopping times Vk (they depend also on n, but we
drop the index for notational ease) as follows.

V0 = 0
V1 = τnj ,

where j is the first index for which τj ≥ Cδ. Having defined Vk we define the next
stopping time Vk+1 as:

Vk+1 = τnj ,

where j is the first index such that τnj ≥ Vk and such that τj ≥ C(k+1)δ.
We observe that on the set

{
max1≤j≤Kn

(
τnj − τnj−1

)
≤ δ
}

=
{

max1≤j
(
τnj − τnj−1

)
≤ δ
}

we have that for all k: Ckδ ≤ Vk ≤ C(k+1)δ and hence maxk (Vk+1 − Vk) ≤ 2δ. Fur-
thermore for all ω ∈ Ω the number of elements in the set {k | Vk(ω) ≤ CA(ω)} is
bounded by (A/δ + 1).
The next step is to find sets that are bigger than {αn 6= 1} ∩ [[0, CA]] and for which
the µ-measure can be calculated easily. This is done as follows:

{αn 6= 1} ∩ [[0, CA]] = {(t, ω) | 0 ≤ t ≤ CA;αnt (ω) 6= 1}

⊂
⋃
j≥0

{
(t, ω) |

0 ≤ t ≤ CA(ω); τnj (ω) ≤ t ≤ τnj+1(ω);

sign(Xn
t (ω)) 6= sign(Xn

τnj
(ω)

}

⊂
⋃
j≥0

{
(t, ω) |

0 ≤ t ≤ CA(ω); τnj (ω) ≤ t ≤ τnj+1(ω);

sign(Xn
s (ω)) not constant on [τnj (ω), τnj+1(ω)]

}

⊂
⋃
k≥0

{
(t, ω) |

0 ≤ t ≤ CA(ω);Vk(ω) ≤ t ≤ Vk+1(ω);

sign(Xn
s (ω)) not constant on [Vk(ω), Vk+1(ω)]

}

⊂
{

(t, ω) | max
0≤j≤Kn−1

(τnj+1 − τnj )(ω) > δ; 0 ≤ t ≤ CA(ω)
}

⋃ ⋃
0≤k≤Aδ

{
(t, ω) |

Ckδ(ω) ≤ t ≤ C(k+2)δ(ω);

sign(Xn
s (ω)) not constant on [Ckδ(ω), C(k+1)δ(ω)]

}
.

The µ measure of the first set is bounded as follows:

µ

({
(t, ω) | max

0≤j≤Kn−1
(τnj+1 − τnj )(ω) > δ; 0 ≤ t ≤ CA(ω)

})
≤ Aδ.

12



For each k = 0, . . . , Aδ we have

µ

({
(t, ω) |

Ckδ(ω) ≤ t ≤ C(k+2)δ(ω);

sign(Xn
s (ω)) not constant on [Ckδ(ω), C(k+1)δ(ω)]

})

≤ µ

(t, ω) |
Ckδ(ω) ≤ t ≤ C(k+2)δ(ω);

sup
0≤s≤2δ

∣∣Xn
s+Ckδ

−Xn
Ckδ

∣∣ > ∣∣Xn
Ckδ

∣∣



≤ 2δP
[

sup
0≤s≤2δ

∣∣Xn
s+Ckδ

−Xn
Ckδ

∣∣ > ∣∣Xn
Ckδ

∣∣] .
The latter probability can be calculated using the independence properties of the
Brownian motion together with an estimate on the probability that a Brownian
motion crosses a level within a time interval of length 2δ, see [RY] page 70, Exercise
3.14 as well as p.320, exercise 1.21. We get that (c is a constant that can change
from one line to another)

P
[

sup
0≤s≤2δ

∣∣Xn
s+Ckδ

−Xn
Ckδ

∣∣ > ∣∣Xn
Ckδ

∣∣]

≤ cE

[
exp

(
−
(
Xn
Ckδ

)2
4δ

)]

≤ c
∫ +∞

−∞
e−

y2

4δ
1√

2πkδ
e−

y2

2kδ dy

≤ c
∫ +∞

−∞
e−

u2
2 −u

2kδ
4 du

≤ c√
k + 1

.

Putting together all the estimates gives us that

µ ({αn 6= 1} ∩ [[0, CA]])

≤ Aδ + cδ
∑

0≤k≤Aδ

1√
k + 1

≤ Aδ + cδ

√
A

δ

≤ (A+ c
√
A)
√
δ.

This completes the proof of the lemma 5.2. ¤
We now continue the proof of theorem 5.1. For given |q| = 1 predictable, we define
N = q ·M and apply the lemma 5.2 to the grid defined by

(
jt0
2n

)
0≤j≤2n

. With the
notation of the lemma we get that

E
[

sup
0≤t≤t0

(q ·M)t

]
= lim E

[∣∣Xn
t0

∣∣] ≤ sup {E [|(h ·M)t0 |] | q predictable and |h| ≤ 1} .

This ends the proof of the theorem. ¤
13



6. The Discrete Time Optimal Solution

In this section we suppose that the process St = exp
(
Wt − 1

2 t
)

is a geometric

Brownian motion defined on some filtered probability space
(

Ω, (Ft)t≤t0 ,P
)

. We do
not suppose that the filtration F is generated by the Brownian motion W . Suppose
that a trader can only trade at given fixed dates 0 = t0 ≤ t1 ≤ t2 . . . ≤ tN = t0.
He/she then wants to select a predictable strategy q, |q| ≤ 1, that is constant on
the intervals ]]tk, tk+1]] and that maximises, for given x ∈ R, the quantity

EP

∣∣∣∣∣∣x+
∑

0≤k≤N−1

qtk
(
Stk+1 − Stk

)∣∣∣∣∣∣
 .

Theorem 6.1. If the process X and the process q are defined as

X0 = x ∈ R and q0 = −1 if x = 0

Xt = Xtk + qt (St − Stk) ; qt = − sign(Xtk) for tk < t ≤ tk+1,

Then q is the optimal strategy. This means that for every sequence of functions
(fk)0≤k≤N−1, such that |fk| ≤ 1 and fk being Ftk measurable, we have

EP

∣∣∣∣∣∣x+
∑

0≤k≤N−1

fk
(
Stk+1 − Stk

)∣∣∣∣∣∣
 ≤ EP

∣∣∣∣∣∣x+
∑

0≤k≤N−1

qtk
(
Stk+1 − Stk

)∣∣∣∣∣∣
 .

The proof of this statement is not obvious and will be divided into several lemmata.
The idea is to use dynamic programming. That means we first try to calculate the
optimal solution when N = 1 as well as the corresponding value function and then
we proceed by backward recursion. The one time step case is easy and is solved in
the following lemma.

Lemma 6.2. For each t ∈ R+, x ≥ 0 and s ≥ 0 we have that

E [|x+ s (St − 1)|] ≤ E [|x− s (St − 1)|]

Proof of lemma 6.2. We distinguish two cases.
case 1: x ≥ s. This is the easy case since

|x+ s (St − 1)| = x+ s (St − 1) ,

and therefore x = E [|x+ s (St − 1)|]. However the random variable x− s (St − 1)
has mean x and may assume negative values. Therefore we have that

x < E [|x− s (St − 1)|] .

case 2: 0 ≤ x < s. This requires a better reasoning. Let us define the measure Q
14



as dQ = St dP. We then have that∫
|x+ s (St − 1)| dP

=
∫ ∣∣xS−1

t + s− sS−1
t

∣∣St dP
=
∫ ∣∣x− (s− x)

(
S−1
t − 1

)∣∣ dQ
and since S−1

t under Q has the same law as St under P

=
∫
|x− (s− x) (St − 1)| dP

≤
(

1− x

s

)∫
|x− s (St − 1)| dP+

x

s

∫
x dP

≤
(

1− x

s

)∫
|x− s (St − 1)| dP+

x

s

∫
|x− s (St − 1)| dP

≤
∫
|x− s (St − 1)| dP.

¤
Remark. Of course this lemma could have been proved by direct calculation, using
the density of the lognormal distribution. We preferred to give a more structural
proof.
We now recursively define functions Ψk:R× R+ → R+. These functions (so called
value functions) are defined as

Ψ0(x, s) = |x|

Ψk+1(x, s) = max


E
[
Ψk

(
x+ s

(
StN−k
StN−k−1

− 1
)
, s

StN−k
StN−k−1

)]
E
[
Ψk

(
x− s

(
StN−k
StN−k−1

− 1
)
, s

StN−k
StN−k−1

)]
In order to show that in the maximum above, the greater value is attained for
− sign(x), we have to look for properties of Ψk. The relevant properties are listed
in the following lemma.

Lemma 6.3. The functions Ψk defined above satisfy the following properties
(1) Ψk(−x, s) = Ψk(x, s)
(2) Ψk(λx, λs) = λΨk(x, s) for all λ > 0
(3) they are convex on R× R+

(4) Ψk(x, s) ≥ |x|
(5) limx→∞

Ψk(x,s)
|x| = 1

(6) Ψk(x, s) ≤ Ψk(0, s) + |x|
(7) If Ψ′k(x, s) denotes the left (or right) derivative of Ψ with respect to the first

variable, then limx→−∞Ψ′k(x, s) = −1 and limx→+∞Ψ′k(x, s) = +1
(8) lims→0 Ψk(x, s) = |x| uniformly on R.

Proof of lemma 6.3. The proof is done by induction on k. The reader can check that
properties 1, 2 follow from the definition and by induction the convexity in property

15



3 can be verified by direct inspection. We now prove property 4 by induction. Let
us fix a time t ≥ 0 and have a look at the functions

Ψ+
k (x, s) = E [Ψk−1 (x+ s(St − 1), sSt)]

Ψ−k (x, s) = E [Ψk−1 (x− s(St − 1), sSt)] .

An application of Jensen’s inequality immediately yields that Ψ±k (x, s) ≥ Ψk−1(x, s) ≥
|x|, where the last step is the induction hypothesis. If we apply the above reasoning
for t = tN−k+1− tN−k and observe, as will be done several times below, that St has
the same law as

StN−k+1
StN−k

, we get that Ψk(x, s) = max
(
Ψ+
k (x, s),Ψ−k (x, s)

)
≥ |x|.

We now prove the remaining properties. Remark that they are obvious for k = 0.
So we concentrate on the induction step. Let us start with property 6.

Ψ+
k (x, s) = E [Ψk−1 (x+ s(St − 1), sSt)]

≤ E [Ψk−1 (0, sSt) + |x|+ s |St − 1|]
≤ sE [StΨk−1(0, 1) + |St − 1|] + |x|

So it follows that there is a constant a such that Ψ+
k (x, s) ≤ as+|x|. This inequality,

by the way, also implies (by induction) that Ψk < +∞. But now convexity implies
that for each n we have Ψ+

k (x, s) ≤ n−1
n Ψ+

k (0, s) + 1
nΨ(nx, s) ≤ n−1

n Ψ+
k (0, s) +

1
n (as+ n|x|). If we let n tend to infinity this gives Ψ+

k (x, s) ≤ Ψ+
k (0, s) + |x|.

The same reasoning applies to Ψ−k and hence the inequality remains true for Ψk.
Property readily follows from properties 4 and 6. The last property 8 will follow
from 6 and the property Ψk(0, s)→ 0 as s→ 0. The latter can be checked easily:

Ψk(0, s) = sΨk(0, 1)→ 0 since Ψk(0, 1) < +∞.

¤
Lemma 6.4. If a function ψ:R→ R+ satisfies the properties

(1) ψ is convex
(2) ψ(x) = ψ(−x)
(3) ψ(x) ≥ |x| and limx→+∞

ψ(x)
x = 1,

then there exists a real number α as well as a probability measure λ on R+ such
that

ψ(x) = α+
∫
R+

max(|x|, a)λ(da).

Proof of lemma 6.4. The proof of this is a slight adaptation of the representation
theorem for convex functions, see e.g. [RY], appendix. For completeness we give
a sketch. The convexity relation ψ(y)− ψ(x) ≥ ψ′+(x)(y − x) yields the following.
We fix x, divide by y and let y tend to −∞. This gives −1 ≤ ψ′+(x) for all x.
Now we divide by x and let x tend to −∞. This gives that limψ′+(x) ≤ −1.
I.e. limx→−∞ ψ′+(x) = −1 . The function ψ(x) + x is decreasing for x tending to
−∞ and is bounded below by 0 (because of the hypothesis). Let the limit be a.
All this allows us to write ψ(x) = a − x + g(x), where g is convex, nonnegative,
tends to 0 for x→ −∞. Furthermore the measures ψ′′ and g′′ coincide. Write now
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g(x) =
∫

(−∞,x]
g′+(u) du, substitute g′+(u) =

∫
(−∞,u]

g′′(dy), apply Fubini’s theorem
to get

ψ(x) = a− x+
∫

(−∞,x]

ψ′′(dy)(x− y) =
∫
R
ψ′′(dy)(x− y)+.

An analysis of the behaviour of ψ near +∞ yields a similar result and this gives
the existence of a number b such that

ψ(x) = b+ x+
∫

[x,+∞)

ψ′′(dy)(y − x) =
∫
R
ψ′′(dy)(y − x)+.

Adding the two expressions yields the existence of a number c such that

ψ(x) = c+
1
2

∫
R
|x− y|ψ′′(dy).

Until now we did not use the symmetry of the function ψ and the analysis could have
been given for convex functions, having linear behaviour at ±∞. The symmetry of
ψ now gives that

ψ(x) = c+
∫
R

1
2
ψ′′(dy)

|x− y|+ |x+ y|
2

.

Furthermore |x−y|+|x+y|
2 = max (|x|, |y|) and by symmetry

ψ(x) = c+
1
2

∫
R
ψ′′(dy) max (|x|, |y|) = c+

∫
R+\{0}

ψ′′(dy) max (|x|, y)+
1
2
ψ′′({0})|x|.

Since ψ′′(R) = ψ′(+∞)− ψ′(−∞) = 2, we rewrite this as

ψ(x) = c+
∫
R+

λ(dy) max (|x|, y) ,

where λ is a probability measure on R+. ¤
Before we can solve the main technical difficulty in the optimisation problem, we
need one more lemma, which is an easy application of elementary analysis. We do
not aim for the most general form of this lemma.

Lemma 6.5. Let f :R+ → R be a continuous function that is everywhere differen-
tiable on the open interval ]0,∞[. Suppose that

(1) limx→∞ f(x) = 0
(2) for z big enough we have that f(z) ≥ 0
(3) f(0) ≥ 0
(4) there is at most one y0 ∈]0,∞[ such that f ′(y0) = 0

then f(x) ≥ 0 for all x ≥ 0.

Proof of lemma 6.5. We extend the function f to the closed interval [0,∞] by
putting f(∞) = 0. By compactness there is at least one point z0 where f attains its
minimum, of course f(z0) ≤ 0. If z0 is either 0 or ∞ then clearly f(z) ≥ f(z0) ≥ 0
for all z ∈ R. So we may suppose that z0 ∈]0,∞[. Since f is differentiable we get
that f ′(z0) = 0. Let now z1 be a point where f attains its maximum on [z0,∞).

17



Since f(z) ≥ 0 for z big enough, we may suppose that z1 6= ∞. If z1 = z0,
then clearly f(z0) = f(z1) ≥ 0, implying that f is equal to zero on [z0,∞], a
contradiction to item 4. If on the contrary z1 6= z0 then by differentiability of f we
have that z1 is a second point where f ′(z1) = 0, again a contradiction. ¤
Remark. A careful inspection of the proof shows that under the same hypothesis
as in lemma 6.5, the extra assumptions that f(z) > 0 for all z big enough, yields
that f(z) > 0 for all z > 0.

Lemma 6.6. If ψ:R→ R+ satisfies
(1) ψ is convex,
(2) ψ(x) = ψ(−x),
(3) ψ(x) ≥ |x| and limx→+∞

ψ(x)
x = 1,

then for all x ≥ 0, t ≥ 0, s > 0 we have that

E [ψ ((s− x)St − s)] ≤ E [ψ ((s+ x)St − s)]

Proof of lemma 6.6. Since there is equality if x = 0 we may, from now on, suppose
that x > 0. As in the proof of lemma 6.2 we distinguish two cases.
case 1: x ≥ s. The inequality is an easy consequence of convexity. Indeed

E [ψ((s− x)St − s)] = E [ψ((x− s)St + s)]

= E [ψ(x+ (x− s)(St − 1))]

≤ x− s
x+ s

E [ψ(x+ (x+ s)(St − 1))] +
(

1− x− s
x+ s

)
ψ(x)

≤ E [ψ(x+ (x+ s)(St − 1))] by Jensen’s inequality

≤ E [ψ((x+ s)St − s)]

case 2: 0 < x < s. This is the non-trivial case. Of course, by the representation
lemma 6.4, we only have to treat the case ψ(x) = max(|x|, a). We define two
functions on R+:

φ(+, a) = E [max (a, |(s+ x)St − s|)]
φ(−, a) = E [max (a, |(s− x)St − s|)] .

Clearly these two functions are convex and Lipschitz. For a ≥ s we furthermore
have that

0 ≤ max (a, |(s+ x)St − s|)−max (a, |(s− x)St − s|) ≤ 2xSt1St≥ a+s
s+x

.

This implies that for a ≥ s we have that φ(+, a) − φ(−, a) ≥ 0 and by Lebesgue’s
dominated convergence theorem we get lima→+∞ φ(+, a)−φ(−, a) = 0. A straight-
forward application of Lebesgue’s theorem again, allows us to calculate the deriva-
tive of φ(+, a)− φ(−, a) ≥ 0 by passing under the integral sign. This yields:

dφ(+, a)
da

= P [|(s+ x)St − s| ≤ a]

dφ(−, a)
da

= P [|(s− x)St − s| ≤ a]
18



For a ≥ s we know that

{|(s+ x)St − s| ≤ a} ( {|(s− x)St − s| ≤ a} ,

and hence we get that d(φ(+,a)−φ(−,a))
da < 0. This also means that the difference

φ(+, a)− φ(−, a) decreases to zero for a ≥ s. For a ≤ s we proceed as follows.

{|(s+ x)St − s| ≤ a} = {−a ≤ (s+ x)St − s ≤ a}

=
{
s− a
s+ x

≤ St ≤
s+ a

s+ x

}
=
{

1
2
t+ ln

(
s− a
s+ x

)
≤Wt ≤

1
2
t+ ln

(
s+ a

s+ x

)}
{|(s− x)St − s| ≤ a} = {−a ≤ (s− x)St − s ≤ a}

=
{
s− a
s− x ≤ St ≤

s+ a

s− x

}
=
{

1
2
t+ ln

(
s− a
s− x

)
≤Wt ≤

1
2
t+ ln

(
s+ a

s− x

)}
.

These equalities imply that

P [|(s+ x)St − s| ≤ a] = P
[
Wt ≤

1
2
t+ ln

(
s+ a

s+ x

)]
− P

[
Wt ≤

1
2
t+ ln

(
s− a
s+ x

)]
and

P [|(s− x)St − s| ≤ a] = P
[
Wt ≤

1
2
t+ ln

(
s+ a

s− x

)]
− P

[
Wt ≤

1
2
t+ ln

(
s− a
s− x

)]
Substituting into the expression for the derivatives we get

d (φ(+, a)− φ(−, a))
da

= P
[
Wt ≤

1
2
t+ ln

(
s+ a

s+ x

)]
− P

[
Wt ≤

1
2
t+ ln

(
s− a
s+ x

)]
−
(
P
[
Wt ≤

1
2
t+ ln

(
s+ a

s− x

)]
− P

[
Wt ≤

1
2
t+ ln

(
s− a
s− x

)])
= P

[
Wt ≤

1
2
t+ ln

(
s+ a

s+ x

)]
− P

[
Wt ≤

1
2
t+ ln

(
s+ a

s− x

)]
−
(
P
[
Wt ≤

1
2
t+ ln

(
s− a
s+ x

)]
− P

[
Wt ≤

1
2
t+ ln

(
s− a
s− x

)])
= −P [Wt ∈ I1] + P [Wt ∈ I2] ,

where I1(resp. I2) is an interval of length ln
(
s+x
s−x

)
with endpoint 1

2 t + ln
(
s+a
s−x

)
(resp. 1

2 t+ln
(
s−a
s−x

)
). But because Wt is normally distributed this can only happen

in two cases

(1) either I1 = I2 i.e. 1
2 t+ ln

(
s+a
s−x

)
= 1

2 t+ ln
(
s−a
s−x

)
implying a = 0,

(2) or I1 and I2 are symmetric, i.e. 1
2 t + ln

(
s+a
s+x

)
= −

(
1
2 t+ ln

(
s−a
s−x

))
. The

latter yields that ln(s2 − a2) = −t + ln(s2 − x2) which eventually leads to
a2 = s2 (1− e−t) + e−tx2.
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In any case the derivative d(φ(+,a)−φ(−,a))
da can only be zero in two points, namely

a = 0 and a =
√
s2 (1− e−t) + e−tx2. This allows us to apply the elementary

lemma 6.5 above to the function f(a) = φ(+, a)−φ(−, a). By lemma 6.2 we indeed
have that f(0) ≥ 0. The proof of lemma 6.6 is now complete. ¤
Proof of Theorem 6.1. We now have all the necessary material to complete the
proof of the theorem 6.1. We put ψk(x) = Ψk(x, s). From lemma 6.3, it follows
that ψk has all the properties of lemma 6.6. This will be used in the series of
inequalities below. Let x ≥ 0 for simplicity of notation. The measure Q is defined
as dQ = St dP.

E [Ψk (x+ s(St − 1), sSt)]

= E
[
Stψk

(
xS−1

t + s− sS−1
t

)]
= EQ

[
ψk
(
x+ (x− s)(S−1

t − 1)
)]

= E [ψk (x+ (x− s)(St − 1))] because of equality in law

≤ E [ψk (x+ (x+ s)(St − 1))] because of lemma 6.6

≤ EQ
[
ψk
(
x+ (x+ s)(S−1

t − 1)
)]

because of equality in law

≤ E
[
Stψk

(
x+ (x+ s)(S−1

t − 1)
)]

≤ E [Ψk (x− s(St − 1), sSt)] .

The dynamic programming principle or a simple reasoning by induction now com-
pletes the proof. ¤

7. The Continuous Time Optimal Problem

In this section we will show how to derive the price of the passport option. The
price will be obtained as a limit over discrete time optimization problems. We
will also discuss the relation with optimal control theory. Throughout this section
the process S will be defined on [0, t0] × Ω, where t0 < ∞. As in section 6, we
suppose that S is a geometric Brownian motion, i.e. St = exp

(
Bt − 1

2 t
)
, where B

is a Brownian motion with respect to a filtration (Ft)0≤t≤t0 . The price problem
consists in calculating for given x ∈ R,

sup

E

(x+
∫

[0,t0]

qt dSt

)+
 | |q| ≤ 1 and predictable

 .

As observed in section 2, this is equivalent to calculating the quantity

sup

{
E

[∣∣∣∣∣x+
∫

[0,t0]

qt dSt

∣∣∣∣∣
]
| |q| ≤ 1 and predictable

}
.

We first will give a solution in the case x = 0. Since the piecewise constant strate-
gies, i.e. the predictable integrands q, are dense, we can reduce the problem to a
discrete time problem amd then pass to the limit. More precisely we introduce the
sets, defined for n ∈ N:

Pn =
{
q | |q| ≤ 1, q constant on the intervals

]
kt0
2n

,
(k + 1)t0

2n

]
and predictable

}
.
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It is easily seen that ∪nPn is dense in the set P∞ = {q | |q| ≤ 1 and predictable},
for the topology of convergence in measure with respect to dm ⊗ dP, where m is
Lebesgue measure. By the dominated convergence theorem for stochastic integrals,
or simply because S is an H1 martingale, we deduce that

sup

{
E

[∣∣∣∣∣
∫

[0,t0]

qt dSt

∣∣∣∣∣
]
| q ∈ Pn

}

converges to

sup

{
E

[∣∣∣∣∣
∫

[0,t0]

qt dSt

∣∣∣∣∣
]
| q ∈ P∞

}
.

For each n ∈ N, the optimal strategy is described by theorem 6.1 of section 6. The
convergence result of lemma 5.2 in section 5 then implies that

sup

{
E

[∣∣∣∣∣
∫

[0,t0]

qt dSt

∣∣∣∣∣
]
| q ∈ P∞

}
= E

[
sup
t≤t0

St − 1
]
.

The distribution of supt≤t0 St is easily calculated from the distribution of the supre-
mum of a Brownian motion with drift. See [RY] page 70, Exercise 3.14 as well as
p.320, exercise 1.21, for details. The case of x 6= 0 is treated as follows. The
optimal strategies in discrete time all start (according to theorem 6.1) with the
strategy q = − sign(x+St− 1). The distribution of the hitting time of this process
with zero is known since it is the hitting time of a Brownian motion with drift (see
again [RY] page 70, Exercise 3.14 as well as p.320, exercise 1.21). Once arrived
at the point 0, the above obtained expression then gives the optimal value. For
details of these calculations we refer to the papers [AAB], [HLP], where closed form
expressions are given. These expressions can be derived from our expressions using
a straightforward calculation. We omit the details.
We will now discuss the existence of an optimal strategy, for simplicity, we again
assume that x = 0. The problem of finding an optimal strategy is closely related
to the problem mentioned in the proof of theorem 5.1. It turns out that except in
special cases (where the filtration F is big enough) there is no optimal strategy.
For a given strategy, i.e. a predictable process q such that |q| ≤ 1, we look at the
equation dXt = qt dSt = qtSt dBt, where S is a geometric Brownian motion. We
want to optimise E [|(q · S)t0 |]. By the measure change dQ = St0 dP (already used
in section 6) we write this as EQ [|Yt0 |], where Y = X/S and by Itô’s lemma, it
follows the differential equation:

dYt = (−Yt + qt) dWt,

where according to Girsanov’s theorem W is a Brownian motion under Q. Stochas-
tic control theory then shows that the optimal solution is given by

qt = − sign(Yt) = − sign(Xt).

We therefore have a look at the equation

dYt = − sign(Yt)(|Yt|+ 1) dWt.
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The above transformations are quite standard and are present in one way or another
in most of the papers ([AAB], [HLP], [Na], ...). In [Na] the discretisation is done at
the level of the stochastic differential equation of the process Y . There is a subtle
difference between this procedure and our discretisation. It is not clear whether
the results of section 6 can be derived from the ones in [Na].
We now substitute Zt = f(Yt) where f is the function f(y) = sign(y) log(|y| + 1).
the function f is continuously differentiable and its second derivative is still a locally
integrable function, namely f ′′(y) = sign(y)

(|y|+1)2 . We can therefore apply Itô’s lemma.
We obtain

dZt = − sign(Yt)
(
dWt +

1
2
dt

)
= − sign(Zt)

(
dBt −

1
2
dt

)
.

A measure change dK = exp
(

1
2Bt0 −

t0
8

)
dP then leads us to the equation

dZt = − sign(Zt) dRt,

where Rt = Bt − t
2 is a Brownian motion under the measure K. This equation is

nothing else (provided we replace R by −R) but Tanaka’s equation, see [RY] p. 358,
exercise 1.19. It is known that if F is the filtration FR, generated by R, or which is
the same, by B, then this equation has no strong solution. As a corollary we obtain
that in this case there is no optimal strategy for the passport option. However the
equation has a unique weak solution. If the filtration is big enough to host the
process Z, then we can give an explicit form to the optimal process X. Indeed by
transforming back, taking into account that sign(X) = sign(Y ) = sign(Z), we get
that

Xt = YtSt = sign(Xt) (exp (|Zt|)− 1) exp
(
Bt −

1
2
t

)
.

Exactly as before we can rewrite this expression using the local time of Z, or what
is the same, the one sided maximal function of R. This gives

|Zt| = −Rt + sup
s≤t

Rs,

which leads to the expression

Xt = sign(Xt)
(

exp
(

sup
s≤t

Rs

)
− exp (Rt)

)
.

Taking absolute values gives us that

|Xt| = exp
(

sup
s≤t

Rs

)
− exp (Rt) = sup

s≤t
Ss − St.

The filtration generated by the process |X| is the same as the filtration generated
by the starting Brownian motion B. The filtration generated by X requires extra
randomness, which is given by the sign of the excursions of Z. Let us recall that
by taking expected values, we find again the expression

E [|Xt|] = E
[
sup
s≤t

Ss

]
− 1.

22



The reader could ask whether the sequence of discrete time optimal strategies con-
verges to the optimal solution in the continuous time case. The answer is no. Indeed
this convergence would imply that the optimal solution would be predictable for
the original filtration and hence would lead to the existence of a strong solution of
Tanaka’s equation. Also taking weak∗ limit points of the sequence of discrete time
optimal solutions is leading nowhere. Such a weak∗ limit point might even be zero
and the stochastic integrals are certainly not continuous with respect to the weak∗

topology. Taking convex combinations would therefore bring nothing useful. That
the weak∗-limit process is zero is something we did not check, although when the
value process is starting at zero there is good evidence that this is indeed the case.
So we are faced with the problem that there is no optimal strategy, but that nev-
ertheless we can calculate the value function of the optimisation problem through
either the discrete time approximation or through the concept of weak solution.
Such a situation is quite general and in the case of Markov processes, Nisio, [Ni],
showed that, under some regularity conditions, the value function in the continuous
time case is the limit of the value functions of the discrete time approximations.

8. An extension to the case where interest rate is nonzero.

As mentioned in section 2, one variant of the passport option leads to the optimi-
sation problem

sup
{

E
[∣∣∣∣∫ t0

0

qse
−fs dSs

∣∣∣∣] | |q| ≤ 1 and predictable
}
.

This problem can be solved exactly as in the case where f = 0. Indeed the reasoning
in sections 5 and 6 can be copied without any problem. The application of local
time and Skorohod’s lemma then yields that the quantity we have to calculate is

E
[

sup
t≤t0

∫ t

0

e−fs exp
(
Bs −

1
2
s

)
dBs

]
.

To facilitate the calculations we introduce the notations

ν = −f − 1
2

Gν(t) = exp (Bt + νt)

N
(ν)
t =

∫ t

0

Gν(s) dBs

Σ(ν)
t = sup

s≤t
N (ν)
s ,

as well as the family of hitting times, defined for a ≥ 0:

H(ν)
a = inf

{
t | N (ν)

t > a
}
.

Clearly we have that
{
H

(ν)
a ≤ t

}
=
{

Σ(ν)
t ≥ a

}
. Also

sup
{

E
[∣∣∣∣∫ t0

0

qse
−fs dSs

∣∣∣∣] | |q| ≤ 1 and predictable
}

= E
[
Σ(ν)
t0

]
.
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We were not able to give a closed expression of this integral, neither could we find
a better description of the law of Σ(ν)

t . But using an auxiliary exponential time we
obtain an expression of the Laplace transform. More precisely we will calculate for
each λ > 0, the integral∫ ∞

0

E
[
Σ(ν)
t

]
λ exp (−λt) dt = E

[
Σ(ν)
σλ

]
,

where σλ is a random variable, independent of F∞ and exponentially distributed
with parameter λ > 0. In order to define such variable we might have to enlarge the
probability space Ω. This is of course a standard procedure. The case ν = −1/2 is
treated in section 7 and the law of Σ(−1/2)

t is given by the law of the supremum of a
Brownian motion with drift −1/2. As said before, there is a closed form description
of this law. The general case ν 6= −1/2 is harder. The result is given by:

Theorem 8.1. The Laplace transform (with respect to λ) of the tail P
[
Σ(ν)
t > a

]
,

is given by:

E
[
exp

(
−λH(ν)

a

)]
= P

[
Σ(ν)
σλ

> a
]

= λ

∫ ∞
0

dt e−λtP
[
Σ(ν)
t > a

]
=

1
(a+ 1)µ−ν

M
(
α; 2µ+ 1; 2ν+1

a+1

)
M (α; 2µ+ 1; 2ν + 1)

,

where

µ =
√

2λ+ ν2

α = µ− ν > 0

and where

M(x; y; z) =
∫ 1

0

dt ezt tx−1 (1− t)y−x−1
,

is the confluent hypergeometric function with parameters x > 0 and y > x. If we put
n

(ν)
t = E

[
Σ(ν)
t

]
, then we have for all λ > 0 (in case ν ≤ −1/2) and for λ > 2ν+1

2

(in case ν ≥ −1/2) that:

E
[
Σ(ν)
σλ

]
= E

[
n(ν)
σλ

]
=
∫ ∞

0

n
(ν)
t λe−λt dt =

1
µ+ ν + 1

M (α− 1; 2µ+ 1; 2ν + 1)
M (α; 2µ+ 1; 2ν + 1)

,

The proof is given through a series of transformations. The basic idea is to see the
process Gν as a time transformed Bessel process (Lamperti’s identity). The same
transformation then transforms the process N (ν) into a Brownian motion. This
will eventually transform the problem into a problem of finding the distribution of
the first time a Bessel process hits a square root boundary. The details follow the
same line of reasoning as in the case of Asian options, see [GY], [GY92], [Yor92],
[Yor92a]. For a discussion of the confluent hypergeometric functions and the Bessel
functions we refer to [W] and [Leb]. Confluent hypergeometric functions play an
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important role in martingale theory as can be seen from the papers see [Dav],
[Nov71], [Nov71a] and [Shepp], where the authors determine the best constants in
inequalities relating the pth moment of a stopped Brownian Motion WT with the
(p/2)th moment of the stopping time T .
Before starting the proof of Theorem 8.1, let us first give some remarks and relations
with known results. We will restrict our attention to the case ν < 0, which is for
us the most relevant.

Corollary 8.2. Let θ = −2ν > 0. Then one has

P
[
Σ(ν)
∞ > a

]
=

1

(a+ 1)θ

∫ 1

0
dt tθ−1 exp

(
(2ν+1)t
a+1

)
∫ 1

0
dt tθ−1 exp ((2ν + 1) t)

=
∫ 1
a+1

0 dt tθ−1 exp ((2ν + 1) t)∫ 1

0
dt tθ−1 exp ((2ν + 1) t)

.

Therefore

Σ(ν)
∞

(law)
=

1
U (ν)

− 1,

where U (ν) is a random variable with density

P
[
U (ν) ∈ dt

]
=

dt tθ−1 exp ((2ν + 1) t)∫ 1

0
dt tθ−1 exp ((2ν + 1) t)

for 0 < t < 1.

In the literature the distribution of U (ν) is known as a truncated gamma distribution.

Proof. If in Theorem 8.1, we let λ tend to zero (which is the same as σλ tending
to infinity), we find the required equality. The second equality is obtained by
substituting (2ν + 1)t = u in the integral in the numerator. The equality in law is
a restatement of this equality. ¤

We can also identify the distribution of Σ(ν)
∞ in another way. This is the subject of

Corollary 8.3. If −1/2 ≤ ν < 0, θ = −2ν, (and hence 0 < θ ≤ 2) there is an
identity in law:

Σ(ν)
∞

(law)
=

e|
X

(2θ)
mν ,1/2

,

where e| denotes a standard exponential distribution, independent of the denominator
X

(2θ)
mν ,1/2

, which is the value of a BESQ process, with dimension 2θ, taken at time
1/2 and starting from a truncated gamma distribution with density, defined for
0 < t < (2ν+1), by µν(dt) = tθ−1et dt

mν
, the number mν being a suitable normalisation

constant. Consequently we have

U (ν) (law)
=

X
(2θ)
mν ,1/2

e|+X
(2θ)
mν ,1/2

.

Proof. If X is a BESQ process of dimension 2θ and starting at x, then the Laplace
transform (with respect to a) of X1/2 is given by

E
[
exp

(
−aX1/2

)]
= (1 + a)−θ exp

( −xa
1 + a

)
,
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see the discussion after Corollary 1.3, Chap XI of [RY]. The result now follows by
calculus.

Remark. If we take ν = −1/2 in the equality of the above corollary 8.2, we find the
well known fact that

Σ(−1/2)
∞

(law)
=

1
U
− 1,

where U is a [0, 1]-uniformly distributed random variable. The latter equality is
easily proved using that G(−1/2) is a martingale, starting at 1 and tending to 0 at
infinity. In corollary 8.3, we see that

Σ(−1/2)
∞

(law)
=

1
U
− 1

(law)
=

e|
Y
,

where Y is a BESQ process of dimension 2, starting at 0 (since 2ν + 1 = 0) and
taken at time 1/2. Since Y is a standard exponential, the result can also be verified
directly.

Remark. If 0 > ν ≥ −1/2 then the variable Σ(ν)
∞ is no longer integrable. This means

that the martingaleN (ν) is no longer inH1. This can be seen by calculating the qua-
dratic variation of N (ν). Indeed

∫∞
0

exp (2Bu + 2νu) du ≥
∫∞

0
exp (2Bu − u) du.

The latter term is the quadratic variation when ν = −1/2 and from Davis’ the-
orem on H1 and the non integrability of Σ(−1/2)

∞ (the easy case), the statement
follows. For ν ≥ 0 it is easily seen that the quadratic variation is ∞ and hence also
Σ(ν)
∞ = +∞.

The proof of Theorem 8.1 will be given in the next two sections.

8.1 On first hitting times of square
root boundaries for Bessel processes.

The material in this section comes from [Yor84], see also [Shepp] for the case of
Brownian motion instead of Bessel processes. For completeness, we give details.
The reader not interested in the technicalities can skip the proofs.
Let R be a Bessel processes starting at the point ρ and of dimension δ = 2(η+1) ≥ 0.
The law, on the space of all continuous functions, of this process is denoted by Pηρ.
For c ≥ ρ, we also define two stopping times

T+
c = inf

{
u | Ru = c

√
1 + u

}
T−c = inf

{
u | Ru = c

√
1− u

}
.

It is well known and easily seen that both stopping times are finite. Since the
dimension δ ≥ 2 we also have that the Bessel process is defined up to time ∞. The
distribution of the stopping times and more specifically from the hitting point is
described by the following theorem:

Theorem 8.4. We have the following expressions for the negative moments of the
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hitting points RT±c :

Eη
ρ

 1(
RT+

c

)2m

 =
1
c2m

Eη
ρ

[
1(

1 + T+
c

)m
]

=
1
c2m

M
(
m; η + 1; ρ

2

2

)
M
(
m; η + 1; c22

)
Eη
ρ

 1(
RT−c

)2m

 =
1
c2m

Eη
ρ

[
1(

1− T−c
)m
]

=
1
c2m

M
(
m; η + 1;−ρ2

2

)
M
(
m; η + 1;− c22

)
Proof of theorem 8.4. As explained in [Yor84], the main idea is to adapt Shepp’s
method, [Shepp], originally developed for the Brownian motion, to the case of Bessel
processes. This is done using the fundamental martingales:

Ĩη (θRu) exp
(
−θ

2u

2

)
=
(
θRu

2

)−η
Iη (θRu) exp

(
−θ

2u

2

)
and

J̃η (θRu) exp
(
θ2u

2

)
=
(
θRu

2

)−η
Jη (θRu) exp

(
θ2u

2

)
,

where the Iη and Jη are the standard Bessel functions, whence:

Ĩη(z) =
+∞∑
k=0

(z/2)2k

Γ (k + 1) Γ (k + η + 1)
and

J̃η(z) =
+∞∑
k=0

(−1)k (z/2)2k

Γ (k + 1) Γ (k + η + 1)

Since before times T+
c and T−c respectively, the martingales are bounded (see [Leb]

e.g. for the necessary estimates on the behaviour of I and J), we may apply the
optional sampling theorems at these times. We get that

Eη
ρ

[
Ĩη

(
θc
√

1 + T+
c

)
exp

(
−θ

2

2
T+
c

)]
= Ĩη (θρ)

Eη
ρ

[
J̃η

(
θc
√

1− T−c
)

exp
(
θ2

2
T−c

)]
= J̃η (θρ) .

We now integrate both sides, on R+, with respect to the measure exp
(
− θ2

2

)
θp dθ

and we get, after the obvious changes of variables

θ′ = θ
√

1 + T+
c and θ′′ = θ

√
1− T−c ,

the expressions

Eη
ρ

[(
1 + T+

c

)− 1+p
2

]
up(c) = up(ρ)

Eη
ρ

[(
1− T−c

)− 1+p
2

]
vp(c) = vp(ρ)
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where ∫ ∞
0

dθ exp
(
−θ

2

2

)
θpĨ(θc) = up(c)∫ ∞

0

dθ exp
(
−θ

2

2

)
θpJ̃(θc) = vp(c)

Looking up the representation of these functions, see [W], p 384–394 or [GR],
formula 6.631 in the 5th edition, gives us that for m = 1+p

2 :

up(c) =
Γ(m)

Γ(η + 1)
M

(
m; η + 1;

c2

2

)
2m−1

vp(c) =
Γ(m)

Γ(η + 1)
M

(
m; η + 1;

−c2
2

)
2m−1.

The proof of theorem 8.4 is therefore completed. ¤

8.2 The Proof of Theorem 8.1.

We now have the necessary ingredients to complete the proof of theorem 8.1. As
stated in the beginning of section 8, we will time transform the process N (ν) and
G(ν) into resp. a Brownian motion and a Bessel process. First, by Itô’s rule, we
write the stochastic differential equation for G(ν):

G
(ν)
t = 1 +N

(ν)
t +

2ν + 1
2

∫ t

0

dsG(ν)
s = 1 +

∫ t

0

G(ν)
s dBs +

2ν + 1
2

∫ t

0

dsG(ν)
s .

We therefore introduce the time transform function

A
(ν)
t =

∫ t

0

ds
(
G(ν)
s

)2

.

Clearly, we can now write N (ν) as a time transformed Brownian motion, more
precisely we have that

N
(ν)
t = γ

A
(ν)
t ,

where γ is a Brownian motion. At the same time, i.e. using the same time trans-
form, we write

G
(ν)
t = R

(ν)

A
(ν)
t

where R(ν) is a Bessel process of dimension δ = 2(1 + ν), starting at 1 and given
by the equation

dRu = dγu +
2ν + 1

2
du

Ru

The inverse time transformation C(ν)
u = inf

{
t | A(ν)

t ≥ u
}

will also play its role. It
is clear that we may write

C(ν)
u =

∫ u

0

ds(
R

(ν)
s

)2 .
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In case the index ν < 0 , the dimension of the Bessel process R(ν) is stricly smaller
than 2 and hence the Bessel process hits 0. So let us define T (ν)

0 = inf{t | R(ν)
t = 0}.

For ν < 0, we then have that T (ν)
0 < ∞, almost surely. But this does not pose

problems since A(ν)
t < T

(ν)
0 for all t <∞. More precisely we have that A(ν)

∞ = T
(ν)
0 ,

a fact that led the second author to a proof of Dufresne’s identification of the
distribution of A(ν)

∞ :

A(ν)
∞

law=
1

2γν
,

where γν denotes a gamma distributed random variable, [Dufr],[Yor92], [Yor92a].
Also we can see that C(ν)

T
(ν)
0

=∞.

For ν ≥ 0, we do not have such problems. In the sequel, the reader can check that
all expressions we need, are not influenced by the fact that the Bessel processes can
hit 0. Roughly speaking, we are only using the part of the trajectories before time
T

(ν)
0 .

Step 1. We have the following equality

P
[
Σ(ν)
σλ

> a
]

= E
[
exp

(
−λC(ν)

T∗a

)]
,

where T ∗a = inf{u | γu > a}.
By definition we have that

Σ(ν) = γ∗
A

(ν)
t

where γ∗u = sup
s≤u

γs

We therefore get that{
Σ(ν)
t > a

}
=
{
γ∗
A

(ν)
t

> a
}

=
{
C

(ν)
T∗a
≤ t
}

and C
(ν)
T∗a

= Ha.

We now get

P
[
Σ(ν)
σλ

> a
]

=
∫ ∞

0

dt λe−λtP
[
Σ(ν)
t > a

]
=
∫ ∞

0

dt λe−λtP
[
C

(ν)
T∗a
≤ t
]

= E
[
exp

(
−λC(ν)

T∗a

)]
.

Step 2. If, for each η, Pηr denotes the law of the Bessel process R(η)
r of index η

and starting at r, we have, for any stopping time of the ”coordinate” process R:

E(ν)
r [exp (−λCT )] = E(µ)

r

[(
r

RT

)µ−ν]
,

where µ =
√

2λ+ ν2 > 0.

The proof of this equality can be found (at least for ν ≥ 0) in [Yor], page 77,
formula 6.20. We include a sketch just for completeness, this proof is also valid in
the case ν ≤ 0. We replace the stopping time T by the stopping times

TN = min
(
T, inf

{
u | R

r
≤ 1
N

})
.
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Afterwards we take the limit for N → ∞. For the stopping times TN we have to
show that

E(ν)
r

[
exp

(
−
∫ TN

0

du

R2
u

)]
= E(µ)

r

[(
r

RTN

)µ−ν]
.

This is an immediate consequence of Girsanov’s theorem. We introduce a new
probability measure, say Q, defined as

dQ = exp

(∫ TN

0

α

Ru
dγu − 1/2

∫ TN

0

(
α

Ru

)2

du

)
dP.

Here α =
√

2λ+ ν2 − ν, a constant that also later will play a role. The reader can
check, that because we stopped the Bessel process before it hit the level 1/N , this
indeed defines a new probability measure. We can then write

E(ν)
r

[
exp

(
−
∫ TN

0

du

R2
u

)]

= EQ

[
exp

(
−
∫ TN

0

du

R2
u

)
exp

(
−
∫ TN

0

α

Ru
dγu + 1/2

(
α

Ru

)2

du

)]
.

Under the measure Q, the process γ is turned into a Brownian motion with drift,
i.e. dγu = dγ′u + αdu

Ru
, with γ′ a Q Brownian motion (all processes stopped at TN ).

Using Itô’s lemma, we can then rewrite the right hand side as:

E(µ)
r

[(
r

RTN

)µ−ν]
.

If we now take the limit for N →∞, we find on the left hand side

E(ν)
r [exp (−λCT )] .

On the right hand side we may interchange the limit and the integral sign. To see

this, look at the process
(
r
Ru

)2µ

which is a local martingale under P(µ)
r (see [RY] p.

426, discussion about the speed measure). This martingale tends to zero at infinity
(since µ > 0). This yields an estimate on the maximum function of r

Ru
. Using this

we see that the sequence
(

r
RTN

)µ−ν
is uniformly integrable. The details are left to

the reader.

Remark. There is a second choice for the parameter α that gives a similar relation.
If we put α = −µ − ν, then the same proof, together with a, justified, change of
limit and integral, yields the following result:

E(ν)
r

[
exp

(
−
∫ T

0

du

R2
u

)]
= E(−µ)

r

[(
RT
r

)µ+ν
]
.

Remark that now the right hand side is an integral for a Bessel process that starts
at r, but is of negative index (for big λ even of negative dimension). Such a process
necessary hits zero, since −µ < 0. Since the exponent is positive, this does not do
any harm. The case µ = 0 is of no interest since then necessarily λ = ν = 0.
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Step 3. Reduction to a hitting time for a Bessel process

The preceding two steps allowed us to reduce the proof of theorem 8.1 to a calcula-
tion of negative moments of the variable R(µ)

T
(µ)
α,β

. Here R is a Bessel process of index

µ starting at r and the stopping time T (µ)
α,β is defined as

T
(µ)
α,β =

{
u | R(µ) > α+ β

∫ u

0

ds

R
(µ)
s

}
.

The case of interest is where the starting point and the different parameters are
given by r = 1, α = a + 1, β = cν = 2ν+1

2 . The parameter β can be positive or
negative and we will have to distinguish these two cases.

Step 4. Reduction to a square root boundary.

The idea is to time transform the process in such a way that the integral
∫ u

0
ds

R
(µ)
s

becomes the new time. This is done using the following lemma, which is taken from
[RY], Chap XI, proposition (1.11).

Lemma. There is a Bessel process R̂(2µ), defined on the same probability space, of
index 2µ starting at 2

√
r, such that(

R(µ)
u

)1/2

=
1
2
R̂

(2µ)∫ u
0

ds

R
(µ)
s

.

Consequently we get that

R
(µ)

T
(µ)
α,β

=
1
4

(
R̂

(2µ)

T̂α,β

)2

,

where the stopping time T̂α,β is defined as

T̂α,β = inf
{
u | R̂(2µ) = 2

√
α+ βu

}
.

Step 5. Putting together the equalities.

In the previous step we reduced the problem to a hitting time of a Bessel process
of index 2µ with a square root boundary. We will now compare the stopping
time of step 4 with the ones introduced in step 2. In order to do this we put

R′u =
√
|β|
α R̂ α

|β|u
. By the scaling property of Bessel processes (see [RY], property

1.10, page 427), the process R′ is still a Bessel process of index 2µ, but starting at
the point r|β|

α . If we put c = 2
√
|β|, then it follows that

R̂T̂α,β =
√
α|β|R′

T+
c

if β > 0

R̂T̂α,β =
√
α|β|R′

T−c
if β < 0.

This finally yields that

R
(µ)
Tα,β

=
α

4|β|

(
R̃

(2µ)

T+

2
√
β|

)2

where R̃(2µ)
0 = 2

√
r|β|
α
.

The results of step 2 now give us that, in case α ≥ r, µ > 0 and for arbitrary β:

E(µ)

[
1(

RTα,β
)m
]

=
1
αm

M
(
m, 2µ+ 1; 2r βα

)
M (m, 2µ+ 1; 2β)

.

If we put r = 1, α = a+ 1 and β = cν = 2ν+1
2 , we get theorem 8.1.
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Step 6. The calculation of the Laplace transform of nνt .

This step is pure calculus. From the expression in theorem 8.1, we deduce that

E
[
nνσλ
]

=
∫ ∞

0

daE
[
e−λH

(ν)
a

]
=
∫ ∞

0

da

(a+ 1)α
M
(
α; 2µ+ 1; 2ν+1

a+1

)
M (α; 2µ+ 1; 2ν + 1)

where α = µ− ν. Hence

=
1

M (α; 2µ+ 1; 2ν + 1)

∫ 1

0

dt tα−1(1− t)2µ−α
∫ ∞

0

da

(a+ 1)α
exp

(
(2ν + 1)t
a+ 1

)
which we write as

=
1

M (α; 2µ+ 1; 2ν + 1)

∫ 1

0

dt tα−1(1− t)2µ−α
∫ ∞

1

db

bα
exp

(
(2ν + 1)t

b

)
or by putting b = tu in the last integral

=
1

M (α; 2µ+ 1; 2ν + 1)

∫ 1

0

dt (1− t)2µ−α
∫ ∞

1/t

du

uα
exp

(
(2ν + 1)

u

)

here we assumed that α > 1 which is equivalent to λ > 2ν+1
2 , a condition that is

automatically satisfied if ν < −1/2 and λ > 0. The expression can then be changed
into

=
1

M (α; 2µ+ 1; 2ν + 1)

∫ 1

0

dt (1− t)µ+ν

∫ t

0

dv

v2−α exp ((2ν + 1)v)

=
1

M (α; 2µ+ 1; 2ν + 1)

∫ 1

0

dv

v2−α exp ((2ν + 1)v)
∫ 1

v

dt (1− t)µ+ν

=
1

M (α; 2µ+ 1; 2ν + 1)
1

µ+ ν + 1

∫ 1

0

dv

v2−α exp ((2ν + 1)v) (1− v)µ+ν+1

=
1

µ+ ν + 1
M (α− 1; 2µ+ 1; 2ν + 1)
M (α; 2µ+ 1; 2ν + 1)

Remark. The reader can check that in the case ν = −1/2, the expression of section
7 is found back. We omit the straightforward but unpleasant calculation.
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