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Preface 

This book presents some of the basic topological ideas used in studying 
differentiable manifolds and maps. Mathematical prerequisites have been 
kept to a minimum; the standard course in analysis and general topology is 
adequate preparation. An appendix briefly summarizes some of the back­
ground material. 

In order to emphasize the geometrical and intuitive aspects of differen­
tial topology, I have avoided the use of algebraic topology, except in a few 
isolated places that can easily be skipped. For the same reason I make no 
use of differential forms or tensors. 

In my view, advanced algebraic techniques like homology theory are 
better understood after one has seen several examples of how the raw 
material of geometry and analysis is distilled down to numerical invariants, 
such as those developed in this book: the degree of a map, the Euler number 
of a vector bundle, the genus of a surface, the cobordism class of a manifold, 
and so forth. With these as motivating examples, the use of homology and 
homotopy theory in topology should seem quite natural. 

There are hundreds of exercises, ranging in difficulty from the routine to 
the unsolved. While these provide examples and further developments of 
the theory, they are only rarely relied on in the proofs of theorems. 

VB 
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Introduction 

Any problem which is non-linear in character, which involves more than one 
coordinate system or more than one variable, or where structure is initially 
defined in the large, is likely to require considerations of topology and group 
theory for its solution. In the solution of such problems classical analysis will 
frequently appear as an instrument in the small, integrated over the whole prob­
lem with the aid of topology or group theory. 

--M. Morse, Calculus of Variations 
in the Large, 1934 

La possibilite d'utiliser Ie modele differential est, ames yeux, la justification 
ultime de I'emploi des modeles quantitifs dans les sciences. 

-R. Thorn, Stabilite Structure lie 
et Morphogenese, 1972 

In many branches of mathematics one finds spaces that can be described 
locally by n-tuples of teal numbers. Such objects are called manifolds: a 
manifold is a topological space which is locally homeomorphic to Euclidean 
n-space [W. We can think of a manifold as being made of pieces of [Rn glued 
together by homeomorphisms. If these homeomorphisms are chosen to be 
differentiable, we obtain a differentiable manifold. This book is concerned 
mainly with differentiable manifolds. 

The Development of Differentiable Topology 

The concept of manifold emerged gradually from the geometry and func­
tion theory of the nineteenth century. Differential geometers studied curves 
and surfaces in "ordinary space"; they were mainly interested in local con­
cepts such as curvature. Function theorists took a more global point of view; 
they realized that invariants of a function F of several real or complex vari­
ables could be obtained from topological invariants of the sets F-1(c); for 
"most" values of c, these are manifolds. 

Riemann broke new ground with the construction of what we call 
Riemann surfaces. These were perhaps the first abstract manifolds; that is, 
they were not defined as subsets of Euclidean space. 

Riemann surfaces furnish a good example of how manifolds can be used 
to investigate global questions. The idea of a convergent power series (in one 
complex variable) is not difficult. This simple local concept becomes a com­
plex global one, however, when the process of analytic continuation is 
introduced. The collection of all possible analytic continuations of a con­
vergent power series has a global nature which is quite elusive. The global 
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aspect suddenly becomes clear as soon as Riemann surfaces are introduced: 
the continuations fit together to form a (single valued) function on a surface. 
The surface expresses the global nature of the analytic continuation process. 
The problem has become geometrized. 

Riemann introduced the global invariant of the connectivity of a surface: 
this meant maximal number of curves whose union does not disconnect the 
surface, plus one. It was known and "proved" in the 1860's that compact 
corientable surfaces were classified topologically by their connectivity. 
Strangely enough, no one in the nineteenth century saw the necessity for 
proving the subtle and difficult theorem that the connectivity of a compact 
surface is actually finite. 

Poincare began the topological analysis of 3-dimensional manifolds. In 
a series of papers on "Analysis Situs," remarkable for their originality and 
power, he invented many of the basic tools of algebraic topology. He also 
bequeathed to us the most important unsolved problem in differential 
topology, known as Poincare's conjecture: is every simply connected compact 
3-manifold, without boundary, homeomorphic to the 3-sphere? 

It is interesting to note that Poincare used purely differentiable methods 
at the beginning of his series of papers, but by the end he relied heavily on 
combinatorial techniques. For the next thirty years topologists concentrated 
almost exclusively on combinatorial and algebraic methods. 

Although Herman Weyl had defined abstract differentiable manifolds in 
1912 in his book on Riemann surfaces, it was not until Whitney's papers of 
1936 and later that the concept of differentiable manifold was firmly estab­
lished as an important mathematical object, having its own problems and 
methods. 

Since Whitney's papers appeared, differential topology has undergone a 
rapid development. Many fruitful connections with algebraic and piece­
wise linear topology were found; good progress was made on such questions 
as embedding, immersions, and classification by homotopy equivalence or 
diffeomorphism. Poincare's conjecture is still unsolved, however. In recent 
years techniques and results from differential topology have become im­
portant in many other fields. 

The Nature of Differential Topology 

In today's mathematical sciences manifolds are found in many different 
fields. In algebra they occur as Lie groups; in relativity as space-time; in 
economics as indifference surfaces; in mechanics as phase-spaces and energy 
surfaces. Wherever dynamical processes are studied, (hydrodynamics, popu­
lation genetics, electrical circuits, etc.) manifolds are used for the "state­
space," the setting for a model of the process by a differential equation or 
a mapping. 

In most of these examples the historical development follows the local­
to-global pattern. Lie groups, for example, were originally "local groups" 
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having a single parametrization as a neighborhood of the origin in [Rn. Only 
later did global questions arise, such as the classification of compact groups. 
In each case the global nature of the subject became geometrized (at least 
partially) by the introduction of manifolds. In mechanics, for example, the 
differences in the possible long-term behavior oftwo physical systems become 
clear if it is known that one energy surface is a sphere and the other is a 
torus. 

When manifolds occur "naturally" in a branch of mathematics, there is 
always present some extra structure: a Riemannian metric, a binary opera­
tion, a dynamical system, a conformal structure, etc. It is often this structure 
which is the main object of interest; the manifold is merely the setting. But 
the differential topologist studies the manifold itself; the extra structures 
are used only as tools. 

The extra structure often presents fascinating local questions. In a 
Riemannian manifold, for instance, the curvature may vary from point to 
point. But in differential topology there are no local questions. (More precisely, 
they belong to calculus.) A manifold looks exactly the same at all points 
because it is locally Euclidean. In fact, a manifold (connected, without bound­
ary) is homogeneous in a more exact sense: its diffeomorphism group acts 
transitively. 

The questions which differential topology tries to answer are global; they 
involve the whole manifold. Some typical questions are: Can a given mani­
fold be embedded in another one? If two manifolds are homeomorphic, are 
they necessarily diffeomorphic? Which manifolds are boundaries of compact 
manifolds? Do the topological invariants of a manifold have any special 
properties? Does every manifold admit a non-trivial action of some cyclic 
group? 

Each of these questions is, of course, a shorthand request for a theory. 
The embedding question, for example, really means: define and compute 
diffeomorphism invariants that enable us to decide whether M embeds in 
N, and in how many essentially distinct ways. 

If we know how to construct all possible manifolds and how to tell from 
"computable" invariants when two are diffeomorphic, we would be a long 
way toward answering any given question about manifolds. Unfortunately, 
such a classification theorem seems unattainable at present, except for very 
special classes of manifolds (such as surfaces). Therefore we must resort to 
more direct attacks on specific questions, devising different theories for 
different questions. Some of these theories, or parts of them, are presented 
in this book. 

The Contents of This Book 

The first difficulty that confronts us in analyzing manifolds is their 
homogeneity. A manifold has no distinguished "parts"; every point looks 
like every other point. How can we break it down into simpler objects? 
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The solution is to artificially impose on a manifold a nonhomogeneous 
structure of some kind which can be analyzed. The major task then is to 
derive intrinsic properties of the original manifold from properties of the 
artificial structure. 

This procedure is common in many parts of mathematics. In studying 
vector spaces, for example, one imposes coordinates by means of a basis; 
the cardinality of the basis is then proved to depend only on the vector space. 
In algebraic topology one defines the homology groups of a polyhedron 
in terms of a particular triangulation, and then proves the groups to be 
independent of the triangulation. 

Manifolds are, in fact, often studied by means of triangulations. A more 
natural kind of decomposition, however, consists of the level sets f-l(y) of 
a smooth map f: M ~ IR, having the simplest kinds of critical points (where 
Df vanish). This method of analysis goes back to Poincare and even to 
Mobius (1866); it received extensive development by Marston Morse and 
today is called Morse theory. Chapter 6 is devoted to the elementary aspects 
of Morse theory. In Chapter 9 Morse theory is used to classify compact 
surfaces. 

A basic idea in differential topology is that of general position or trans­
versality; this is studied in Chapter 3. Two submanifolds A, B of a manifold 
N are in general position if at every point of A n B the tangent spaces of 
A and B span that of N. If A and B are not in general position, arbitrarily 
small perturbations of one of them will put them in general position. If they 
are in general position, they remain in it under all sufficiently small per­
turbations; and A n B is then a submanifold of the "right" dimension. A 
map f: M ~ N is transverse to A if the graph of f and M x A are in general 
position in M x N. This makes f -l(A) a submanifold of M, and the topology 
of f-l(A) reflects many properties off. In this wayan important connection 
between manifolds and maps is established. 

Transversality is a great unifying idea in differential topology; many 
results, including most of those in this book, are ultimately based on trans­
versality in one form or another. 

The theory of degrees of maps, developed in Chapter 5, is based on 
transversality in the following way. Let f: M ~ N be a map between compact 
oriented manifolds of the same dimension, without boundary. Suppose f is 
transverse to a point YEN; such a point is called a regular value of f. The 
degree off is the "algebraic" number of points in f -l(y), that is, the number 
of such points where f preserves orientation minus the number where f 
reverses orientation. It turns out that this degree is independent of y and, 
in fact, depends only on the homotopy class of f. If N = sn then the degree 
is the only homotopy invariant. In this way we develop a bit of classical 
algebraic topology: the set of homotopy classes [M,sn] is naturally iso­
morphic to the group of integers. 

The theory of fibre bundles, especially vector bundles, is one of the 
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strongest links between algebraic and differential topology. Patterned on 
the tangent and normal bundles of a manifold, vector bundles are analogous 
to manifolds in form, but considerably simpler to analyze. Most ofthe deeper 
diffeomorphism invariants are invariants ofthe tangent bundle. In Chapter 4 
we develop the elementary theory of vector bundles, including the classifica­
tion theorem: isomorphism classes of vector bundles over M correspond 
naturally to homotopy classes of maps from M into a certain Grassmann 
manifold. This result relates homotopy theory to differential topology in a 
new and important way. 

Further importance of vector bundles comes from the tubular neighbor­
hood theorem: a submanifold B c M has an essentially unique neighbor­
hood looking like a vector bundle over B. 

In 1954 Rene Thorn proposed the equivalence relation of cobordism: two 
manifolds are cobordant if together they form the boundary of a compact 
manifold. The resulting set of equivalence classes in each dimension has a 
natural abelian group structure. In a tour de force of differential and algebraic 
topology, Thorn showed that these groups coincide with certain homotopy 
groups, and he carried out a good deal of their calculation. The elementary 
aspects of Thorn's theory, which is a beautiful mixture of transversality, 
tubular neighborhoods, and the classification of vector bundles, is presented 
in Chapter 7. 

Of the remaining chapters, Chapter 1 introduces the basic definitions 
and, proves the "easy" Whitney embedding theorem: any map of a compact 
n-manifold into a (2n + I)-manifold can be approximated by embeddings. 
Chapter 2 topologizes the set of maps from one manifold to another and 
develops approximation theorems. A key result is that for most purposes it 
can be assumed that every manifold is Coo. Much of this chapter can be 
skipped by a reader interested chiefly in compact Coo manifolds. Chapter 8 
is a technical chapter on isotopy, containing some frequently used methods 
of deforming embeddings; these results are needed for the final chapter on 
the classification of surfaces. 

The first three chapters are fundamental to everything else in the book. 
Most of Chapter 6 (Morse Theory) can be read immediately after Chapter 3; 
while Chapter 7 (Cobordism) can be read directly after Chapter 4. The 
classification of surfaces, Chapter 9, uses material from all the other chapters 
except Chapter 7. 

The more challenging exercises are starred, as are those requiring alge­
braic topology or other advanced topics. The few that have two stars are 
really too difficult to be considered exercises, but are included for the sake 
of the results they contain. Three-star "exercises" are problems to which I 
do not know the answer. 

A reference to Theorem 1 of Section 2 in Chapter 3 is written 3.2.1, or 
as 2.1 if it appears in Chapter 3. The section is called Section 3.2. Numbers 
in brackets refer to the bibliography. 
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Chapter 1 

Manifolds and Maps 

II faut d'abord examiner la question de la definition des varietes. 

-Po Heegard, Dissertation, 1892 

The assemblage of points on a surface is a twofold manifoldness; the assem­
blage of points in tri-dimensional space is a threefold manifoldness; the values 
of a continuous function of n arguments an n-fold manifoldness. 

-G. Chrystal, Encyclopedia 
Brittanica, 1892 

The introduction of numbers as coordinates ... is an act of violence ... 

-H. Weyl, Philosophy of Mathematics 
and Natural Science, 1949 

Differential topology is the study of differentiable manifolds and maps. 
A manifold is a topological space which locally looks like Cartesian n-space 
IRn; it is built up of pieces of IRn glued together by homeomorphisms. If these 
homeomorphisms are differentiable we obtain a differentiable manifold. 

The task of differential topology is the discovery and analysis of global 
properties of manifolds. These properties are often quite subtle. In order to 
study them, or even to express them, a wide variety of topological, analytic 
and algebraic tools have been developed. Some of these will be examined in 
this book. 

In this chapter the basic concepts of differential topology are introduced: 
differentiable manifolds, submanifolds and maps, and the tangent functor. 
This functor assigns to each differentiable manifold M another manifold 
TM called its tangent bundle, and to every differentiable map f:M ~ Nit 
assigns a map Tf: TM ~ TN. In local coordinates Tf is essentially the 
derivative of f. Although its definition is necessarily rather complicated, the 
tangent functor is the key to many problems in differential topology; it reveals 
much of the deeper structure of manifolds. 

In Section 1.3 we prove some basic theorems about submanifolds, maps 
and embeddings. The key ideas of regular value and transversality are intro­
duced. The regular value theorem, which isjust a global version of the implicit 
function theorem, is proved. It states that if f: M ~ N is a map then under 
certain conditions f-l(y) will be a submanifold of M. The submanifolds 

7 
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f-I(y) and of the map fare intimately related; in this way a powerful positive 
feedback loop is created: 

Theorems about 
manifolds 

Theorems about 
maps 

This interplay between manifolds and maps will be exploited in later chapters. 
Also proved in Section 1.3 is the pleasant fact that every compact mani­

fold embeds in some IRq. Borrowing an analytic lemma from a later chapter, 
we then prove a version of the deeper embedding theorem of Whitney: 
every map of a compact n-manifold into 1R 2n + 1 can be approximated by 
embeddings. 

Manifolds with boundary, or a-manifolds, are introduced in Section 1.4. 
These form a natural and indeed indispensable extension of the manifolds 
defined in Section 1.1; their presence, however, tends to complicate the 
mathematics. The special arguments needed to handle a-manifolds are 
usually obvious; in order to present the main ideas without interruption we 
shall frequently postpone or omit entirely proofs of theorems about 
a-manifolds. 

At the end of the chapter a convention is stated which is designed to 
exclude the pathology of non-Hausdorff and nonparacompact manifolds. 

Running through the chapter is an idea that pervades all of differential 
topology: the passage from local to global. This theme is expressed in the 
very definition of manifold; every statement about manifolds necessarily 
repeats it, explicitly or implicitly. The proof of the regular value theorem, 
for example, consists in pointing out the local nature of the hypothesis and 
conclusion, and then applying the implicit function theorem (which is itself 
a passage from infinitesimal to local). The compact embedding theorem 
pieces together local embeddings to get a global one. Whitney's embedding 
theorem builds on this, using, in addition, a lemma on the existence of regular 
values. This proof of this lemma, as will be seen in Chapter 3, is a simple 
globalization of a rather subtle local property of differentiable maps. 

Every concept in differential topology can be analyzed in terms of this 
local-global polarity. Often a definition, theorem or proof becomes clearer 
if its various local and global aspects are kept in mind. 

o. Submanifolds of [Rn + k 

Before giving formal definitions we first discuss informally the familiar 
space S" and then more general submanifolds of Euclidean space. 

The unit n-sphere is 

(
"+ 1 )1/2 

where Ixl = Jl xf . We introduce local coordinates in S" as follows. 



o. Submanifolds of [Rn +k 

For j = 1, ... , n + 1 define open hemispheres 

UZj - 1 = {XEsn:Xj > O}, 
U Zj = {x E sn:Xj < O}. 

For i = 1, ... , 2n + 2 define maps 

({Ji: Ui ~ IRn, 

({Ji(X) = (Xl> ... , Xj' ... , X"+ d if i = 2j - 1 or 2j; 

9 

this means the n-tuple obtained from x by deleting the jth coordinate. 
Clearly ({Ji maps Ui homeomorphically onto the open n-disk 

B = {YE IRn:/y/ < I}. 

It is easy to see that ({Ji- 1 : B ~ IR" + 1 is analytic. 
Each «({Ji,Ui) is called a "chart" for sn; the set of all «({JbUJ is an "atlas". 

In terms of this atlas we say a map f: S" ~ IRk is "differentiable of class C" 
in case each composite map 

f 0 ({Ji- 1 : B ~ IRk 

is C.lfit happens that g:sn ~ IRm+ 1 is C in this sense, and g(S") c sm, it is 
natural to call g: S" ~ sm a C map. This definition is equivalent to the 
following. Let {(t/lj'Vj)} be an atlas for So, i = 1, ... , q. Then g:sn ~ sm is 
C provided each map 

t/I j g({J i- 1 : ({Jig -1( Vj) ~ IRm 

is C; this makes sense because ({Jig- 1(Vj) is an open subset of IRn. 
Thus we have extended the notion of C map to the unit spheres sn, n = 

1,2, .... It is easy to verify that the composition of C maps (in this extended 
sense) is again C. 

A broader class of manifolds is obtained as follows. Let f: IRn+k ~ IRk 
be a C map, r ?: 1, and put M = f - 1(0). Suppose that f has rank k at every 
point of f- 1(0); we call M a "regular level surface". An example is M = 

n+1 

sn c IRn+ 1 where f(x) = 1 - I x? 
i= 1 

Local coordinates are introduced into M as foIIows. Fix P E M. By a 
linear coordinate change we can assume that the k x k matrix 8fj8xj , 

1 ~ i, j ~ k, has rank k at p. Now identify IRn + k with IRn x IRk and put 
p = (a,b). According to the implicit function theorem there exist a 
neighborhood U x V of (a,b) in IRn x IRk and a C map g: U ~ V, such 
that g(x) = y if and only if f(x,y) = O. Thus 

M (\ (U x V) = {(x,g(x»:x E U} 
= graph of g. 
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Define 
W = M n (U x V), 

({J: W -> [Rn, 

(x,g(x)) f-+ X (x E U). 

1. Manifolds and Maps 

Then ({J, W) is taken as a local coordinate system on M. In terms of such 
coordinates we can further extend the notion of C map to maps between 
regular level surfaces. 

Exactly the same constructions are made when the domain of f is taken 
to be an open subset of [Rn+k, rather than all of [Rn+k. 

A significantly broader class of manifolds comprises those subsets M of 
[Rn+k which locally are regular level surfaces of C maps. That is, each point 
of M has a neighborhood W C [Rn+k such that 

WnM=f-1(O) 

for some C map f: W -> [Rk having rank k at each point W n M. Local co­
ordinates are introduced and C maps are defined as before. A manifold of 
this type is called an "n-dimensional submanifold of [Rn+k". 

In each of these examples it is easy to see that the coordinate changes are 
C. These coordinate changes are the maps 

({Jj({Ji-1:({Ji(Ui n Uj) -> ({Jj(Ui n Uj) 

where ({Ji,UJ and ({Jj'U) vary over an atlas for the manifold in question. 
(The domain and range of ({Jj({Ji- 1 are open subsets of [Rm, so that it makes 
sense to say that ({Jj({Ji- 1 is C.) 

This has an important implication: to verify that a map f: M -> N is C, 
it suffices to check that for each point x E M there is at least one pair of charts, 
((J,U) for M and (I/!,v) for N, with x E U and feU) c V, such that the map 

[Rm :::> ((J(U) tj;jip-; I/!(V) c [Rn 

is C. For suppose this is true, and let (lfi, 0), (Ifi, V) be any charts for M, N; we 
must show that lfifer 1 is C. An arbitrary point in the domain of lfiflfi- 1 is 
of the form lfi(x) where x EOn f-l(V). Let ((J,U), (I/!,v) be charts for M, N 
such that x E U, f( U) c V and I/!f({J - 1 is C. Then in a neighborhood of lfi(x) 
we have 

Thus lfiflfi - 1 is locally the composition of three C maps, so it is C. 
Next we discuss the tangent bundle of an n-dimensional submanifold 

M c [Rn+k. Let x E M and let ({J,U) be a chart at x (that is, x E U). Put a = 

({J(x) E [Rn. Let Ex c [Rn+k be the vector subspace which is the range of the 
linear map 

Because of the chain rule, Ex depends only on x, not on the choice of ({J,U). 
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The set x x Ex = Mx is called the "tangent space" to M at x. We give 
it the natural vector space structure inherited from Ex. Notice that Dcpa- 1 

induces a vector space isomorphism between [Rn and Mx. 
If we associate to every (x,y) E Mx the point x + y E [Rn+k, we obtain an 

embedding M x ---+ [Rn +k. The image of this embedding is an affine n-plane in 
[Rn+k passing through x. It is tangent to M in the sense that it consists of all 
vectors based at x which are tangents to curves in M passing through x. 

If f:M ---+ N is a C' map (between submanifolds) and f(x) = z, a linear 
map Tfx: M x ---+ N z is defined as follows. Let (cp, U), (rjI,v) be charts for M, N 
at x, z. Put cp(x) = a, and define Tfx by 

Tfx:(x,y) I----> (z,D(rjlfcp-l)aY). 

This is independent of the choice of (cp, U) and (rjI, V), thanks to the chain rule. 
The union of all the tangent spaces of M is called the "tangent bundle" 

of M. The linear maps Tfx form a map Tf: TM ---+ TN. This map plays the 
role of a "derivative" of the map f: M ---+ N. 

By means of Tf we can extend the notion of "rank" to maps between 
submanifolds: the rank of f at x E M means the rank of the linear map 
Tfx:Mx ---+ Ny. 

The set T M is a subset of M x [Rn+k, hence of [Rn+k x [Rn+k. It is natural 
to ask whether TM is a submanifold. In fact, if (cp,U) is a chart for M, we 
obtain a natural chart (cfJ,TU) for TM by identifying 

and defining 

TU = {(x,y) E TM:x E U} 

cfJ: T U ---+ [Rn x [Rn, 

cfJ(x,y) = (cp(x),(DCPa-1)-ly). 

These charts make T M into a C' - 1 submanifold. The maps Tf are of class 
Cr - 1 • 

This completes our sketch of the basic notions of manifold, map and 
tangent bundle for the special case of submanifolds of Euclidean space. We 
now proceed to abstract manifolds. 

1. Differential Structures 

A topological space M is called an n-dimensional manifold if it is locally 
homeomorphic to [Rn. That is, there is an open cover OIl = {UJiEA of M such 
that for each i E A there is a map CPi: Ui ---+ [Rn which maps Ui homeomor­
phically onto an open subset of [Rn. We call (CPi'U;) a chart (or coordinate 
system) with domain Ui; the set of charts cfJ = {CP;,UJiE,1 is an atlas. 

Two charts (CPi'U;), (cpj,Uj) are said to have C' overlap if the coordinate 
change 
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is of differentiability class C, and <{J;(pj-l is also C. See Figure 1-1. Here r 
can be a natural number, 00, or w (meaning real analytic). This definition 
makes sense because <f>i(Ui (") UJ and <f>/Ui (") Uj ) are open sets in [Rn. 

<f>j 

[Rn 

Figure 1-1. Overlapping charts. 

An atlas cP on M is called C if every pair of its charts has C overlap. In 
this case there is a unique maximal C atlas lJ' which contains CPo In fact lJ'is 
the set of all charts which have C overlap with every chart in CPo 

A maximal C atlas rt. on M is a C differential structure; the pair (M,rt.) is 
called a manifold of class C. A manifold of class ;;?; 1 is called smooth. 

To determine a C differential structure it suffices to give a single C atlas 
contained in it. Thus [Rn has a unique C differential structure containing the 
identity map of [Rn. More generally every open set U C [Rn has a unique C 
differential structure containing the inclusion map U c [Rn. 

Suppose rt. is a CS differential structure on M and r is an integer such that 
1 :( r < s. Since rt. also a C atlas, it belongs to a unique C differential struc­
ture on M, obtained by adding to rt. all charts having C overlap with every 
chart in rt.. In this way every CS manifold may be considered a C manifold. 
In Chapter 2 we shall prove the converse. 

Let r be fixed until further notice; we omit the term "C." 
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If (M,cP) and (N,I[') are manifolds their Cartesian product is the manifold 
(M x N,e), where e is the differential structure containing all charts of the 
form 

(cp x t/J,V x V); (cp,V) E cP, (t/J, V) E 1['. 

Here cp x t/J maps V x V into [Rm x [Rn, which we identify with [Rm+n. 

If (M,cP) is a manifold and W c M is an open set the induced differential 
structure on W is 

cPlW = {(cp,V) E cP: V c W}. 

A differential structure cP on M is often obtained by the collation of 
differential structures cPi on open sets Vi covering M. This means that 

for all i, j 

and cP is the unique differential structure on M containing each cP i as a subset. 
Let M be a topological space, (N,cP) a manifold and h:M -+ N a homeo­

morphism of M onto an open subset of N. The induced differential structure 
on M is 

and V c h(M)}. 

The n-sphere sn is given the CW differential structure defined by the atlas 
given in the preceding section. 

Real projective n-space pn is the CW manifold whose underlying space is 
the identification space of sn under the antipodal map: we identify x E sn 

with - x. If p: sn -+ pn is the natural projection, p maps each open hemisphere 
homeomorphically. Let {Vb"', Vk} be a covering of sn by open hemi­
spheres. If we give each set p(VJ = V; the differential structure cPi induced 
by (pI Vi) - 1, it is easy to see that cPi and cP j agree on V; n fj. Thus pn is given 
a differential structure by collation. 

More examples of manifolds are given in the exercises at the end of the 
section. 

Some manifolds are contained in other manifolds in a natural way; thus 
sn C [Rn+ 1. A subset A of a C manifold (M,cP) is a C submanifold of (M,cP) 
if for some integer k ;;::, 0, each point of A belongs to the domain of a chart 
(cp,V) E cP such that 

V n A = cp-l([Rk) 

where [Rk C [Rn is the set of vectors whose last n - k coordinates are 0.1 We 
call such a (cp,V) a submanifold chart for (M,A). It is evident that if A is a 
submanifold of M then the maps 

cpl V n A: V n A -+ [Rk 

form a C atlas for A, where (cp,V) varies over all submanifold charts. Thus 
A is a C manifold in its own right, of dimension k. The codimension of A is 
n - k. 

I For,. = 0 this is sometimes called a locally flat CO submanifold. 
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Let W c IRn be an open set and f: W ---> IRq a C map, 1 :( r :( w. Suppose 
Y E f( W) is a regular value of f; this means that f has rank q at every point 
of f-l(y). (Therefore q:( n.) Then the subset f-l(y) is a C submanifold 
of IRn of codimension q. This follows from the implicit function theorem, as 
explained in Section 1.0. 

Exercises 

1. The Grassmann manifold Gn• k of k-dimensionallinear subspaces or k-planes of [Rn is 
given an atlas as follows. Let E c [Rn be a k-plane and EJ. its orthogonal complement. 
Identify [Rn with E x EJ.. Every k-plane near enough to E is the graph of a unique 
linear map E ..... EJ.. In this way a neighborhood of E E Gn . k is mapped homeomorphi­
cally onto an open set in the vector space oflinear maps E ..... EJ.. This makes Gn k an 
analytic manifold of dimension k(n - k). . 

2. Complex projective n-space is the manifold cpn of (real) dimension 2n obtained as 
follows. An element of cpn is an equivalence class [zo, . .. , znJ of (n + I)-tuples of 
complex numbers not all O. The equivalence relation is: [zo, ... ,znJ = [wzo, ... , wznJ 
if w is a nonzero complex number. The topology is the natural quotient space topology. 
An atlas {fPi,UJ, i = 0, ... , n is defined as follows. Let Ui be the set of equivalence 
classes whose i'th entry is nonzero. Map U i into C" by 

[Zo, ... , znJ ..... (ZO/Zi, ... ,-({i;, ... , zn/z,J, 

where /'.. indicates deletion. Under the natural identification of complex n-space C" 
with [R2n, these maps form a CW atlas on CP(n). 

3. Quaternionic projective n-space is a 4n-dimensional manifold constructed as in 
Exercise 2, using quaternions instead of complex numbers. 

4. The group 0(/1) of orthogonal/1 x /1 matrices is a compact submanifold of the vector 
n-I 

space [Rn2 of all /1 x n matrices; its dimension is I k. The component of the identity 
k~O 

is the subgroup SO(/1) of orthogonal matrices of determinant 1. 

5. Let cP = {fP"U;}iEA be an atlas on an n-dimensional manifold M. Put fPi(U,j = 

V; c [Rn, and let X be the identification space obtained from Ui EA V; x i when (x,i) is 
identified with (fPjfPi-I(X),j). Then X is homeomorphic to M. 

6. If A is a submanifold of M, then A is a (relatively) closed submanifold of an open 
submanifold of M. 

7. Let G. c [R x [R be the graph of y = x)·, 0 ~ A < 00. If A E 7L then G. is a CW sub­
manifold; but if r E 7L and r < A < r + I then G. is a submanifold which is C but 
not cr+l. 

8. An atlas of class C on a set X is sometimes defined as a collection of bijective maps 
from subsets of X to open subsets of [Rn such that all coordinate changes are C. Given 
such an atlas cP, there is a unique topology on X making cP a C atlas (as defined in 
the text) on the space X. 

9. Let C be the set of countable ordinal numbers. Let M = C x (- 00,0]. Give M 
the total ordering 

(a,t) < (a',t') if a < a' or a = a' and t < t'. 
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Endow M with the order topology. Then M is a I-manifold which is Hausdorff but not 
paracompact, called the long line. M has a ew differential structure but no Riemannian 
metric. (See Koch and Puppe [IJ, Kneser and Kneser [1].) 

10. Let L be the quotient space obtained from (IR x 1) u (IR x 0) by identifying (x,l) 
with (x,O) if x =f. 0. Then L is a nonHausdorff I-manifold, called the line with two origins. 
It has a ew differential structure. 

*11. (a) Let U c 1R2 be a nonempty open set. Suppose given a C' (r > 0) vector field 
on U without zeros, such that each integral curve is closed in U. Let M be the identi­
fication space obtained by collapsing each integral curve to a point. Then M is a C' 
I-manifold, which can· be non-Hausdorff. [Hint: Use small intervals transverse to the 
integral curves to construct charts.J 

**12. A manifold is metrizable, and has a complete metric, if and only if it is para compact 
and Hausdorff. A connected metrizable manifold has a countable base. But there is a 
connected separable Hausdorff2-manifold which is not paracompact, of M in Exercise 7, 
Section 4.6. 

**13. A paracompact manifold is an absolute neighborhood retract (see Hanner [1 J). 

2. Differentiable Maps and the Tangent Bundle 

From now on we shall frequently suppress notation for the differential 
structure on a manifold M. 

Let M and N be C manifolds and f:M --+ N a map. A pair of charts 
(cp,U) for M and (tIt,v) for N is adapted to fif f(U) c V. In this case the map 

tltf cp - 1 : cp( U) --+ tIt( V) 

is defined; we call it the local representation of f in the given charts, at the 
point x if x E U. 

The map f is called differentiable at x if it has a local representation at x 
which is differentiable. This definition makes sense since a local representa­
tion is a map between open sets in Cartesian spaces. Similarly, f is differen­
tiable of class C if it has C local representations at all points. 

If f is C then every local representation is C. To see this, let (cp,U) and 
(tit, V) be a pair of charts adapted to f, and suppose f is C. To prove tltf cp - 1 C, 
let y E cp(V) be any point; put x = cp-l(y). Let (CPo,Uo) and (tlto,vo) be an 
adapted pair of charts giving f the C local representation tltofo 1 at x. By 
replacing U 0 and Vo by smaller open sets, if necessary, we can arrange that 
U 0 c U and Vo c V. Then 

tltfcp-l = (tlttlto 1)(tltofcpO l)(cpOcp-1) 

in cp( U d. The first and third maps on the right are C since they are coordinate 
changes. Hence tltf cp - 11cp(U 1) is the composition of C maps and so is C. 
This proves that tltf cp -1 is C in some neighborhood of every point, and so 
it is C. 
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Let f: M ~ Nand g: N ~ P be C maps between C manifolds. It is easy 
to verify, using local representations, that the composition gf:M ~ P is 
also C. The identity map and all constant maps are C. There is evidently a 
category of C manifolds and C maps. 

An isomorphism in the C category is called a C diffeomorphism. (If r = 0 
this means a homeomorphism.) Explicitly, a C diffeomorphism f:M ~ N 
is a C map between C manifolds M and N which is a homeomorphism, and 
whose inverse f -1: N ~ M is also of class C. If such a map exists we call M 
and N C diffeomorphic manifolds and write M :::::; N. This is the basic equiv­
alence relation of differential topology. 

Lest the reader lose heart at the prospect of an infinite sequence of equiv­
alence relations, one for each r, we hasten to point out that there is no essential 
difference between C and CS for 1 ~ r < s ~ 00 (or even s = w, but that is 
much more difficult). In Chapter 3 we shall see that every C manifold is C 
diffeomorphic to a em manifold, and the latter is unique up to em diffeo­
morphism; and any C map can be approximated by em maps. 

There is, however, an unbridgeable gap between eO and e1 . In fact one 
of the most fascinating topics in differential topology began with the dis­
coveries by Kervaire [1] and Smale [1] of compact manifolds having no 
differential structure whatever. (It is known that such a "nonsmoothable" 
manifold must have dimension at least 4; explicit examples are known in 
dimension 8.) 

A basic task of differential topology is to find methods for deciding 
whether two given manifolds diffeomorphic. Of course diffeomorphic mani­
folds are homeomorphic, and have the same homotopy type. Therefore the 
diffeomorphism problem usually takes the form: what more do we need to 
know about two manifolds, in addition to their having the same homotopy 
type, to guarantee that they are diffeomorphic? 

Often a differential invariant turns out to be a topological or homotopy 
type invariant. (The classic example is the sum of the indices of zeros of a 
vector field on a compact smooth manifold, which turns out to equal the 
Euler characteristic.) Such an invariant cannot distinguish between non­
diffeomorphic manifolds which are homeomorphic. On the other hand, 
when a differential invariant is a homotopy invariant as well, it is easier to 
compute. 

One of the most important differential invariants is the tangent bundle. 
In later chapters we will study the tangent bundle in some detail; here we 
merely give its definition (as a manifold) and the definition of the tangent 
ofa map. 

Let (M,cP) be a c+ 1 manifold, 0 ~ r ~ w, where 00 + 1 = 00 and 
w + 1 = w, with cP = {q>i, UJ i E A" Intuitively speaking, a "tangent vector" 
to M at x E M is simply a vector in [Rn together with a chart which identifies 
each point near x with a point of [Rn. 

A tangent vector should be an object independent of any particular chart, 
however, so we make the following definition. A tangent vector to M is an 
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equivalence class [x,i,a] of triples 

(x,i,a) E M x A x [W 

under the equivalence relation: 

[x,i,a] = [y,j,b] 
if and only if x = y and 

D(I]J/pj-l)(l]Jj(x))a = b. 

17 

In other words, the derivative of the coordinate change at I]Jj(x) sends a to b. 
That this is an equivalence relation follows from the rules for derivatives of 
compositions and inverses. 

The set of all tangent vectors is T M, the tangent bundle of M. The map 

p = PM:TM --t M, 

[x,i,a] f--+ X 

is well defined. For any subset A c Mweputp-l(A) = TAM;alsop-l(x) = 
Mx for x E M. If V c M is open then (V,<PIV) is also a C+ 1 manifold, and 
we make the harmless identification TuM = TV. 

For any chart (I]J;,V;) E <P there is a well defined bijective map 

Tl]Jj: TVj --t I]Jj(Vj) x [R" c [R" x [R", 

[x,i,a] f--+ (l]Jj(x),a). 
The map 

(Tl]Jj)(TI]JJ-l:l]Jj(Vj!l V j ) x [Rn --t I]Jj(Vj x Vj ) x [R" 

is the homeomorphism 

(y,a) f--+ (l]Jjl]Jj-l(y),D(l]Jjl]Jj-l)(y)a). 

It follows that TM has a topology making each Tl]Jj a homeomorphism, 
and this topology is unique. Moreover, since (TI]JJ(TI]JJ-l is a C diffeo­
morphism, the set of charts {TI]Jj,TVdjEA is a C atlas on TM. In this way 
TM is a C manifold. The projection map p: TM --t M is C. The charts 
(TI]Jj,TV j) are called natural charts on TM. 

Let x E Vj. The map Tl]Jjx:Mx --t [Rn, defined as the composition 

Mx c TVj ~ I]J;(VJ x [Rn --t [Rn, 

is a bijection; hence it induces an n-dimensional vector space structure on 
Mx. This structure is independent of i, since if x E V j ' 

(Tl]Jjx)(Tl]Jjx)-l = D(l]Jjl]Jj-l)(l]JjX) 

which is a linear automorphism of [Rn. In this way M x becomes a vector space, 
the tangent space to M at x. Thus T M is the disjoint union of the vector spaces 
Mx. It is a bundle of vector spaces, or "vector bundle." This aspect of T M 
will be emphasized in later chapters. 
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The simplest kind of tangent bundle is that of an open set W c IRq. In 
this case we identify TW with W x IRq via the inclusion chart ({J: W --> IRq 
and the corresponding natural chart on TW. The projection TW --> W is 
just the natural projection W x IRq --> W. If M is a submanifold of 1R3 we 
can think of tangent vectors to M as arrows and M x as a plane, as in 
Figure 1-2. 

Figure 1-2. Tangent vectors to M = S2 C [R3. 

Let f:M --> N be a c+ 1 map, 0 ~ r ~ w. A C map Tf: TM --> TN is 
defined as follows: a local representation of Tf in natural charts on T M and 
TN is the derivative of the corresponding local representation of f. More 
explicitly, let ({Ji: Ui --> IRm , l/I/ lj --> IRn be charts for M, N with feU) c V. 
An application of the chain rule shows that the C map 

(Tf)i/ TUi --> Tlj, 

[x,i,a] ~ [j(x),j,D(l/IJ ({Ji- 1 )(({Jix)a] 

is independent of i, j. Thus there is a well defined map Tf: T M --> TN which 
coincides with (Tnij on TUi . 

If f(x) = y then Tf maps Mx into Ny, and the restriction of Tf is a linear 
map: Txf:Mx --> Ny. 

In the natural charts this is just the derivative at x of the corresponding 
local representation of f. Thus Txf may be thought of as the derivative of 
fat x. Note, however, that its domain and range depend on x. 

Using natural charts one sees that the diagram 

TM ___ T--"f __ ~) TN 

M----f.".---~) N 
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is commutative, that is, f 0 PM = PN 0 Tf. Likewise, if f: M -+ Nand g: N -+ Q 
are c+ 1 maps then the diagram 

TN 

T M ---=T:-;-(g-o-f=)-~) TQ 

commutes; in other words 

T(g 0 f) = (Tg) 0 (Tf). 
And clearly 

T1M = 1TM. 

(The identity map of any space S is denoted by 1s.) These last two properties 
may be summarized by saying that the assignments M f--+ TM, f f--+ Tf 
define a covariant functor T from the category of C+ 1 manifolds to the 
category of C manifolds. 

IfM c N is a C + 1 submanifold, r )! 0, let j: M -+ N be the inclusion 
map. Then Tj: TM -+ TN is a C embedding and the image of TM is a C 
submanifold of TN; this is seen by using natural charts derived from sub­
manifold charts. Thus we identify T M with a C submanifold of TN. 

In the special case M c IRq, TM is a submanifold of TlRq = IRq x IRq. 
A tangent vector to M is sometimes defined as an equivalence class of 

C1 maps f: [O,a) -+ M, where f is equivalent to g: [O,b) -+ M if f(O) = g(O) 
and for some (and hence any) chart (CPi'U;) at f(O), 

D(cpJ)(O) = D(CPig)(O). 

To such an equivalence class we associate the tangent vector (as defined 
previously) 

[j(O),i,D(cpJ)(O)]. 

Conversely, to a tangent vector [x,i,a ] we associate the equivalence class of 
the C1 map 

f:[O,a) -+ M, 

f(t) = CPi-1(CPi(X) + ta), 

which is defined for sufficiently small a > 0. 
These processes are inverse to each other; the two definitions of tangent 

vector are equivalent. But the first definition works better for manifolds with 
boundary. 

We introduce two special notations which extend standard usage from 
calculus. If J c IR is an interval and f:J -+ M is a C1 map, for each x E J 
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we denote by f'(x) the image under Tf of the tangent vector 

(x,l) E TxJ = J x IR. 

If U c IRn is open and f:M ~ U is cl, for each x E M we define the 
linear map 

Dfx = Df(x):Mx ~ IRn 
to be the composition 

Exercises 

1. Let M, N be C manifolds. A map f:M -> N is C if and only if f 0 g: W -> N is C 
for every C map g: W -> M. 

*2. Let M be a C manifold, r ? 1, and A c M a connected subset. Suppose that there 
is a C retraction f:M -> A, i.e. flA = identity. Then A is a C' submanifold. (The con­
verse is proved in Chapter 4.) 

3. Let A, M l , M2 be C manifolds. A map f:A -> Ml x M 2,f(x) = (fl(X),f2(X» is C' 
if and only if each map J;: A -> Mi is C'. 

4. The map G".k -> G","-k, E I--->E.l (Exercise 1, Section 1.1) is a CW diffeomorphism. 

5. Let f: IR" -> IRk be any continuous map. There exists a CW differential structure Q> 
on IR" x IRk such that the map 

is a CW embedding. 

g: IR" -> (IR" X IRk,Q», 

x I---> (x,f(x», 

*6. A connected, paracompact Hausdorff I-manifold is diffeomorphic to the circle if it 
is compact, and to the line if it is not compact. 

7. Let Q be a positive definite quadratic form on IR". Then Q-l(y) is diffeomorphic to 
S"- 1 for all y =I O. 

*8. Every nonempty starshaped open subset of IR" is eX) diffeomorphic to IR". (M c IR" 
is starshaped about some x E IR" if it contains the entire closed interval in R" from x 
to each point of M.) 

9. A C map which is a C 1 diffeomorphism is a C diffeomorphism. 

10. '(a) The manifold G3 ,2 of 2-dimensional subspaces of 1R3 is diffeomorphic to real 
projective 2-space p2. 

*(b) SO(3) ~ p3. 
*( c) The manifold of oriented 2-dimensional subspaces of 1R4 (supply the definition) 

is diffeomorphic to S2 x S2. 

*11. A subset of 1R2 which is homeomorphic to SI is a CO submanifold. (This requires 
Schoenflies' theorem.) 

12. For each n ? 0 there is a diffeomorphism 

(TS") x IR ~ S" X 1R"+I. 

[Hint: there are natural isomorphisms TxS" EEl IR ~ IR" + I.J 
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13. There is a natural diffeomorphism 

T(M x N) ~ TM x TN. 

14. Let G c IR x IR be the graph of y = Ix11/3. Then G has a CD differential structure 
making the inclusion G ~ IR x IR a COO map. 

**15. (M. Brown [IJ) Let M be an n-manifold of the form U Mk, where each Mk ~ IRn 
k=l 

3. Embeddings and Immersions 

Let f:M ~ N be a C 1 map (where M and N are C' manifolds, r ~ 1). 
We call f immersive at x E M if the linear map Txf:Mx ~ N f(x) is injective, 
and submersive if Txf is surjective. Iff is immersive at every point of M it is 
an immersion; if it is submersive at every point, f is a submersion. 

We call f:M ~ N an embedding if f is an immersion which f maps M 
homeomorphically onto its image. To indicate this we may write f:M '--> N. 

3.1. Theorem. Let N be a C' manifold, r ~ 1. A subset A c N is a C' 
submanifold if and only if A is the image of a C' embedding. 

Proof. Suppose A is a C' submanifold. Then A has a natural C' differ­
ential structure derived from a covering by submanifold charts. For this 
differential structure the inclusion of A in N is a C' embedding. 

Conversely, supposef:M'--> N is a C' embedding,f(M) = A. The prop­
erty of being a C' submanifold has local character, that is it is true of A c M 
if and only if it is true of Ai c Ni where {A;} is an open cover of A and each 
Ni is an open subset of M containing Ai' It is also invariant under C' diffeo­
morphisms, that is, A c N is a C' submanifold if and only if g(A) c N' is a 
C' submanifold where g:N ~ N' is a C' diffeomorphism (or even a C' 
embedding). 

To exploit local character and invariance under diffeomorphism, let 
p = {t/li:Ni ~ [Rn}iEA be a family of charts on N which covers A. Then find 
an atlas <P = {((Ji:Mi ~ [Rm}iEA for M such that f(M;) c Ni (re-indexing P 
if necessary). Since f is an embedding, <P and P can be chosen so that 
f(MJ = A n N i. By invariance it is enough to show that t/lJ(MJ c [Rn is 
a C' submanifold. Put 

U i = ((Ji(MJ c [Rm, 

/; = t/lJ ((Ji- 1 : Ui ~ [Rn. 

Then /; is a C' embedding and gi(U;) = t/lJ(MJ Thus we have reduced the 
theorem to the special case where N = [Rn, M is an open set U C [Rm, and 
f: U '--> [Rn is a C' embedding. In this case a corollary of the inverse function 
theorem implies that there is a C' submanifold chart for ([Rn,f(U)) at each 
point of f(U). 

QED 
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The theorem just proved exhibits the interplay between local and global. 
The statement of the theorem asserts that an object defined by local 
properties-a submanifold-is the same as an object defined in global terms, 
namely the image of an embedding. The first part of the proof just collates 
the local submanifold charts (restricted to A) into a differential structure on 
A; this makes the inclusion map of A into an embedding. 

In the second part of the proof a new idea appears: the passage from 
infinitesimal to local. The condition that f: M ~ N be an immersion is an 
"infinitesimal" condition in that it refers only to the limiting behavior of f 
at each point. The inverse function theorem is a link between an infinitesimal 
condition and a local condition (by which we mean a statement about the 
behavior of f on whole neighborhoods of points). 

Before stating the next theorem we make some important definitions. 
Let f: M ~ N be a C1 map. We call x E M a regular point if f is submersive 
at x; otherwise x is a critical point and f(x) is a critical value. If YEN is not 
a critical value it is called a regular value, even if y is not in f(M)? If y E f(M) 
is a regular value, f-l(y) is called a regular level surface. 

The following regular value theorem is often used to define manifolds. 

3.2. Theorem. Letf:M ~ N be a C map, r ~ 1. Ify E f(M) is a regular 
value thenf-l(y) is a C submanifold of M. 

Proof. By using local character and invariance, as in the proof of 
Theorem 3.1, we reduce the theorem to the case where M is an open set in [Rm 

and N = [Rn. Again the theorem follows from the inverse function theorem. 

QED 

Theorems 3.2 and 3.1 are somewhat dual to each other under the vague 
dualities immersion-submersion and kernel-image, regarding f-l(y) as a 
"kernel" of f. The duality is flawed because in Theorem 3.2 the implication 
is only in one direction. In fact, it is not true that every submanifold is the 
inverse image of a regular value; see Exercise 11. 

An important extension of the last result concerns a mapf:M ~ N which 
is transverse to a submanifold A c N. This means that whenever f(x) = 

YEA, then 
Ay + Txf(MJ = Ny; 

that is, the tangent space to N at y is spanned by the tangent space to A at y 
and the image of the tangent space to M at x. 

3.3. Theorem. Let f:M ~ N be a C map, r ~ 1 and A c N a C sub­
manifold. Iff is transverse to A then f-l(A) is a C submanifold of M. The 
codimension off -l(A) in M is the same as the codimension of A in N. 

2 This is in accordance with the principle that in mathematics a red herril1!} does not have 
to be either red or a herring. 
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Proof. It suffices to prove the theorem locally. Therefore we replace the 
pair (N,A) by (V x V,V x 0) where V x V c W x IRq is an open neigh­
borhood of (0,0). It is easy to see that the map f: M --+ V x V is transverse 
to V x 0 if and only if the composite map 

J " g:M --+ V x V --+ V 

has 0 for a regular value (Figure 1-3). Since f- 1(V x 0) = g-l(O) the 
theorem follows from Theorem 3.2. 

M 

V x V 
Figure 1-3. nf = g. 

A 

QED 

" 
) 

We shall see in the Chapter 3 that any map can be approximated by maps 
transverse to a given submanifold. 

The next result makes the abstract notion of manifold somewhat more 
concrete. 

3.4. Theorem. Let M be a compact Hausdorff manifold of class C', 
1 ::::;; r ::::;; 00. Then there exists a C' embedding of M into IRq for some q. 

Proof. Let n = dim M be the dimension of M. Let Dn(p) c IRn denote 
the closed disk of radius p and center 0.3 Since M is compact it has a finite 
atlas, and one easily finds an atlas {<fJbVJi~l having the following two 
properties: for all i 

<fJi(V;) ::::> Dn(2), 
and 

M = U lnt <fJi-l(Dn(l)). 

Let A: IRn --+ [0,1] be a Coo map equal to 1 on Dn(l) and 0 on IRn - Dn(2). 
(Such a map is constructed in Section 2.2.) Define C'maps 

Ai:M --+ [0,1], 

).. = Yl I {

). 0 m. on V. 

lOon M - Vi 

3 This means that D"(p) = {x E 1R":lxl < p}; the unit disk is~" = D"(l). 

o 

V 



24 1. Manifolds and Maps 

It follows that the sets 

cover M. 
Define maps 

kM -> Rn, 

h( ) = {AAX)4Ji(X) if x E Ui 
! X 0 if x E M - Ui 

Put 

and 

Clearly g is c. If x E Bi then g;, and hence g, is immersive at x, so g is an 
immersion. To see that g is injective, suppose x =1= y with Y E Bi • If x E Bi 
then g(x) =1= g(y) since hlBi = 4JdBi. If x rt Bi then Ai(Y) = 1 =1= Ai(X), so 
g(x) =1= g(y). Therefore g is an injective C immersion. Since M is compact 
g is an embedding. 

QED 

The preceding proof follows a globalization pattern that is typical in 
differential topology: a global construction (the embedding) is made by 
piecing together local objects (the charts 4JJ In this case the local embedding 
is implicit in the definition of manifold, but often the local construction is 
the more difficult part. 

In most problems one runs into an "obstruction" to globalizing. If that 
happens, a successful theory consists of first formalizing the obstruction as 
a number, or other algebraic object, and then relating it to other invariants. 
We shall see many examples of this process. 

The rest of this section is devoted to the following sharpening of Theorem 
3.4, known as the "easy Whitney embedding theorem": 

3.5. Theorem. Let M be a compact Hausdorff C n-dimensional manifold, 
2 ~ r ~ 00. Then there is a C embedding of M in 1R2n + 1. 

Proof. By Theorem 3.4, M embeds in some IRq. If q = 2n + 1 there is 
nothing more to prove; hence we assume q > 2n + 1. We may replace M 
by its image under an embedding. Therefore we assume that M is a C sub­
manifold of IRq. It is sufficient to prove that such an M embeds in IRq-I, for 
repetition of the argument will eventually embed M in 1R2n + 1. 

Suppose then thatM c IRq,q > 2n + 1. Identify IRq-1 with {x E IRq:xq = O}. 
If v E IRq - IRq - 1 denote by Iv: IRq -> IRq - 1 the projection parallel to v. We 
seek a vector v such that 

is a C embedding. See Figure 1-4. We limit our search to unit vectors. 
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c;?M 
r----f'---f--r-----, IRq - 1 

Figure 1-4. Projecting M c IIllq into IIllq - I. 

What does this require of v? For !vIM to be injective means that v is not 
parallel to any secant of M. That is, if x, yare any two distinct points of M, 
then 

(1) 
x - y 

v =1= -I -I· x-y 

More subtle is the requirement that !vIM be an immersion. The kernel of the 
linear map fv is obviously the line through v. Therefore a tangent vector 
Z E Mx is in the kernel of Tx!v only if z is parallel to v. We can guarantee that 
!vIM is an immersion by requiring, for all nonzero Z E T M: 

z 
v =1= ~ (2) 

Here z is identified with a vector in IRq as explained in Section 1.2; thus Izl 
makes sense. 

Condition (1) is analyzed by means of the map 

a:M x M - ,1 ---*sq-\ 
x-y 

a(x,y) = -I -I x-y 
where ,1 is the diagonal: 

,1 {(a,b) E M x M:a = b}. 

Clearly v satisfies (1) if and only if v is not in the image of a. We consider 
M x M - ,1 as an open submanifold of M x M; the map a is then C. 
Note that 

dim (M x M - ,1) = 2n < dim Sq-l. 

The existence of a v satisfying (1) follows from the following result: 

Lemma. Let g: P ---* Q be a C1 map. If dim Q > dim P then the image 
of g is nowhere dense in Q. 
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The proof of the lemma, which involves a different set of ideas, is post­
poned to Chapter 3. In the case at hand P = M x M - Ll and Q = Sq-l. 

Assuming the lemma, we know that every nonvoid open subset of Sq-l 

contains a point v which is not in the image of (J. 

To analyze condition (2) we note that it holds for all z E TM provided 
it holds whenever Izl = 1. Let 

TIM = {ZE TM:lzl = I}. 

This is the unit tangent bundle of M. It is a C- 1 submanifold of TM. To see 
this, observe that 

where 
v: TM --+ IR, 

v(z) = Iz12. 
Since v is the restriction to T M of the ew map 

TlRq --+ IR, 

z f----+ Iz12, 
it is C- 1. It is clear that 1 is a regular value for v; for if v(z) = 1 then 

dd v(tz) I 7'" 0. 
t t= 1 

Hence v- 1(1) is a C- 1 submanifold by Theorem 3.2. It is easy to see that it 
is compact because M is compact. 

Define a C - 1 map T: TIM --+ sq - 1 as follows. Identify T M with a subset 
of M x IRq; then TIM is a subset of M x sq - 1. Define T to be the restriction 
to TIM of the projection onto Sq-l. Geometrically T is just parallel transla­
tion of unit vectors based at points of M to unit vectors based at 0. 

Clearly T is C- 1 • Noting that 

dim TIM = 2n - 1 < dim sq - 1, 

we apply the lemma to conclude that the image of T is nowhere dense. Since 
TIM is compact, it follows that the complement W of the image of T is a 
dense open set in sq - 1. Therefore W meets sq (\ (IRq - IRq - 1) in a nonempty 
open set Wo0 As we saw previously Wo contains a vector v which is not in the 
image of (J. This vector v has the property that fvlM: M --+ IRq is an injective 
immersion. Since M is compact and Hausdorff, IvIM is also an embedding. 

QED 

There are some remarks to be made concerning the theorem just proved. 
It is easily converted to an approximation theorem: given any C map 
g:M --+ R\ k ~ 2n + 1, and any <; > 0, there is a C embedding f:M --+ IRk 
such that If(x) - g(x)1 < <; for all x E M. To prove this, let h:M --+ IRs be a 
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C embedding for some s. Then the map 

H = 9 x h:M ..... [Rk X [Rs 

is a C embedding, and 9 is the composition of H with the projection 
n: [Rk x [Rs ..... [Rk. Identifying M with H(M) c [Rk+s, we see that it suffices 
to approximate n by a C map which restricts to an embedding of M. Now 
n is the composition of linear projections 

[Rk x [RS ..... [Rk X [RS-I ............. [Rk X [RI ..... [Rk. 

By induction on s it suffices to prove that if M c [Rk+s, any linear projection 
into [Rk+s-I can be approximated by a linear projection which embeds M, 
provided k + s > 2n + 1. This is exactly what was proved. 

Whitney [4J showed that Theorem 3.5 can be improved: for n > 0, every 
paracompact Hausdorff n-manifold embeds in [R2n; moreover it immerses in 
[R2n - 1 if n > 1. However, the approximation version cannot be improved: 
if SI is mapped into [R2 so that the image curve crosses itself like a figure 8, 
no sufficiently close approximation can be injective. 

The requirement r ): 2 in Theorem 3.5 can be weakened to r ): 1. This 
follows from the result in the next chapter that every C1 manifold has a com­
patible COO differential structure. In fact Theorem 3.5 is true for CO manifolds, 
and even for compact metric spaces; see for example, the books by Pontryagin 
[2J or H urewicz and Wallman [1]. In the other direction, Theorem 3.5 is 
also true for real analytic manifolds; see Chapters 2 or 4. Our proof shows 
that if M has a CW embedding in some [Rq, it has one in [R2n + I. 

We conclude this section with the observation that Theorem 3.5 can be 
improved by one dimension if we want only an immersion. For we may 
assume M C [R2n + I, and can then find v E s2n - [R2n satisfying (2). Thus we 
see that every compact Hausdorff en-manifold, r ): 2, has a C immersion 
into [R2n. In fact every C map M ..... [R2n can be approximated by immersions. 

More refined approximation theorems of this type are given in Theorems 
3.2.12 and 3.2.13. More sophisticated proofs are given in Section 2.4 and at 
the end of Chapter 3. 

Exercises 

1. An injective immersion might not be an embedding, since there is an injective immer­
sion of the line in the plane whose image is a figure 8. However, an injective immersion 
of a compact Hausdorff manifold is an embedding. 

*2. Let M be a connected Hausdorff noncompact C' manifold, r ~ 0. Then there is a 
closed C' embedding of the half line [0,00) into M. 

3. (a) There is an immersion of the punctured torus SI x SI - {point} in [R2. [Hint: 
spread out the puncture.] 

*(b) There is an immersion of the punctured n-torus, (SI)" - {point}, in [Rn. 

4. Any product of spheres can be embedded in Cartesian space of one dimension higher. 

*5. There is no immersion of the Mobius band in the plane. 
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6. The line with two origins (see Exercise 10, Section 1.1) immerses in R 

7. T IS2 (the unit tangent bundle of S2) is diffeomorphic to p3. 

8. Let M be a compact C l manifold. Every C I map M -> IR has at least two critical 
points. 

9. Let f: Sl -> IR be a C I map and y E IR a regular value. 
(a) f ~ I(y) has an even number of points 
(b) If f~ I(y) has 2k points, f has at least 2k critical points. 

*(c) Let g:S2 -> IR be a Cl map and y E g(S2) a regular value. If g~l(y) has k com­
ponents then f has at least k + 1 critical points. [Use the Jordan curve theorem.] 

*10. Every C2 map f: T2 -> IR has at least 3 critical points. [T2 = Sl X Sl is the torus. 
If f has only a maximum p+ and a minimum p~ let U be a simply connected neighbor­
hood of p ~. Let rp,: T2 -> T2, t E IR, be the gradient flow of f. Then one can show that 
T2 - p+ = U,>o rp,(U). This makes T2 - p+ simply connected.] 

11. (a) Regarding SI as the equator of S2, we obtain pi as a submanifold of p2. Show 
that pi is not a regular level surface of any C I map on p2. [Hint: no neighborhood of 
pi in p2 is separated by Pl.] 

(b) Generalize (a) to pn C pn+ I. 

12. A surface of genus p is a 2-dimensional manifold homeomorphic to the space 
obtained by removing the interiors of 2p disjoint 2-disks from S2 and attaching p 
disjoint cyclinders to their boundaries (Figure 1-5). 

*(a) For each nonnegative integer p there is a polynomial map fp:1R3 -> IR having 
o as a regular value, such that f;I(O) is a surface of genus p. For example: 

fo(x,y,z) = x 2 + y2 + 22 - 1 

fl (x,y,z) = (x 2 + y2 - 4)2 + 22 - 1 

f2(X,y,Z) = [4x2(1 - x 2) - y2]2 + 22 - t. 

Figure 1-5. Orientable surfaces of genusp = 2. 
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[Consider functions of the form (F(X,y))2 + Z2 - £2 where F(x,y) = 0 defines a closed 
curve in 1R2 with p - 1 crossings, p ~ 1.J 
***(b) What is the minimal degree of jp? 

*13. A C l surface of genus p has a C l map into IR which has exactly 3 critical points, 
for all p ~ O. 

*]4. The proof of the compact embedding Theorem 3.4 can be adapted to show that 
every paracompact Hausdorff manifold is homeomorphic to a closed subset of a Banach 
space. It follows that such a manifold has a complete metric. 

*15. p2 embeds in 1R4. [Think of p2 as the union of a Mobius band M and a disk D. 
Embed M and D in 1R3 with a common boundary circle SI; then push them out into 
opposite sides of 1R3 in 1R4 leaving SI fixed.J 

16. Embeddings of pn in sn+k can be constructed as follows (Hopf [IJ, James [IJ). 
Let h: IRn + 1 X IRn + 1 --> IRn + 1 be a symmetric bilinear map such that h(x, y) of 0 if x of 0 
and y of O. Define g:sn --> sn+k by g(x) = h(x,x)/lh(x,x)l. 

(a) g(x) = g(y) if and only if x = ± y. [Hint :consider h(x + }.y,x - I.y) if h(x,x) = 

;.2h(y,y).J 
(b) 9 induces an analytic embedding pn --> sn+k. 
(c) pn embeds in s2n for all n. [Hint: let h: IRn + 1 X IRn + 1 --> 1R2n + 1, 

where Zk = I XiYj·J 
i+ j=k 

4. Manifolds with Boundary 

Our definition of manifold excludes many objects on which differentiable 
maps and tangent vectors are naturally defined; the closed unit ball in 
Dn c [Rn is an example. Many such objects are "manifolds with boundary," 
a concept we now explain. 

A half space of [Rn, or an n-halfspace, is a subset of the form 

H = {x E [R":A(X) ~ O} 

where A: [R" ~ [R is a linear map. If A == 0 then H = [R"; otherwise H is 
called a proper halfspace. If H is proper, its boundary is the set oH = kernel A; 
this a linear subspace of dimension n - 1. If H = [Rn we set oH = 0. 

We now extend the definition of chart on a space M to mean a map 
cp: U --+ [R" which maps the open set U c M homeomorphically onto an 
open subset of a halfspace in [R". This includes all charts as defined earlier, 
since [R" is itself a halfspace; and many new charts as well. Using this definition 
of chart, we systematically extend the meaning of atlas, C atlas, C differential 
structure, and finally, C manifold. 

Let (M,<fJ) be a C manifold (in the new sense). Suppose (cp,U) E <fJ and 
cp(U) is an open subset of a proper halfspace H c [R". If x E cp -l(oH) we say 
x is a boundary point for the chart (cp,U). This condition is independent of the 
chart. This is the same as saying that a coordinate change cannot map an 
interior point of a halfspace onto a boundary point. If r ~ 1 this follows 
from the inverse function theorem. If r = 0 it follows from "in variance of 
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domain". This is the classical and difficult topological theorem which states 
that a subset of ~n is open if it is homeomorphic to an open set; see Hurewicz 
and Wallman [1] for example. 

The boundary of the manifold (M,CP) is defined to be the set of points 
x E M which are boundary points for some (hence any) chart; the boundary 
is denoted by aM. 

If (M,CP) is a C' manifold, a C' atlas for aM is obtained as follows. Let 
(cp,U) E cP and Un aM =f. 0. Let H c ~n be a halfspace containing cp(U) 
such that Un aM = cp -l(aH). Let L:aH -> ~n-l be any linear isomorphism; 
then (Lcp,U n aM) is a chart on aM. The set of all such charts is a C' atlas 
on aM. In this way aM is a C' manifold of dimension n - 1. 

If aM =f. 0 we call M a a-manifold. If aM = 0 we call M a manifold 
without boundary. 

The definition of C' map between C' manifolds is unchanged, as are 
the definitions of tangent vectors and the tangent bundle (if r ~ 1). The 
concepts of immersions, submersion, diffeomorphism and embedding go 
through as before. 

Some care is necessary in defining "submanifold." We want, for example, 
a closed disk to be a submanifold of the plane. But what what about a 
closed disk contained in a halfspace in ~3, whose boundary meets the 
boundary of the halfspace at one point? Or even worse, in a Cantor set? 
These are images of embeddings, and should be "submanifolds." 

We first redefine C' submanifold of ~n of dimension k. This is now to 
mean a subset V c ~n such that each point of V belongs to the domain 
of a chart t/J: w -> ~n of ~n, such that 

V n W = t/J-l(H) 

for some k-halfspace H c ~k C ~n. 
Now let M be a C' manifold, with or without boundary. A subset A c M 

is a C' submanifold if each point of A belongs to the domain of a chart 
cp: U -> ~n of M such that cp( UnA) is a C' submanifold (in the sense just 
defined) of ~n. 

An equivalent definition is this: for every x E A there is an open set 
N c M containing x, a C' embedding g:N -> ~n (n = dim M), and a 
k-halfspace H c ~k C ~n such that 

AnN = g-l(~k). 

This definition of submanifold includes the old one. Theorem 3.1 is 
still true: a C' submanifold, r ~ 1, is the image of a C' embedding, and 
conversely. 

It is useful to have a term for a submanifold A c M whose boundary 
is nicely placed in aM. We call A a neat submanifold if aA = A n aM and 
A is covered by charts (cp,U) of M such that 

An U = cp-l(~m) 
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Figure 1-6. A 1 is neat; A 2 and A 3 are not. 

where m = dim A. (See Figure 1 ~6.) A neat embedding is one whose image 
is a neat submanifold. 

If A is a submanifold of M and aA = 0 then A is neat if and only if 
A (\ aM = 0. In general, A is neat if and only if aA = A (\ aM and (for 
r ~ 1) A is not tangent to aM at any point x E aA; that is, Ax ¢ (aM)x· 

The regular value theorem for a-manifolds takes the following form: 

4.1. Theorem. Let M be a C' a-mcm([old and N a C' manifold, r ~ 1. 
Let f:M -+ N be a C' map. If YEN - aN a regular value for both f and 
flaM, then f -1( y) is a neat C' submanifold of M. 

A generalization of Theorem 3.3 to a-manifolds is: 

4.2. Theorem. Let A c N be a C' submanifold. Suppose that either A is 
neat, or A c N - oN, or A c aN. If f:M -+ N is a C' map with both f and 
flaM transverse to A, thenf-l(A) is a C' submanifold and af-l(A) = f- 1(aA). 

The proofs of Theorems 4.1 and 4.2 are left to the reader. 

The embedding Theorems 3.4 and 3.5 go through with only minor 
changes. With some care one can prove: 

4.3. Theorem. Let M be a C' n-dimensional manifold, r ~ 1, which is 
compact Hausdorff. Then there is a neat C' embedding of M into a half space 
of [R2n+l. 

The remarks following Theorem 3.5 are applicable here as well. 

Exercises 

1. The cartesian product of two CD v-manifolds is a v-manifold. 

2. A C' map M --> N takes regular points in M ~ oM into N ~ vN. 

3. Let M be the closed upper halfplane. For any C' map g:R --> R, the map f(x,y) = 

J + g(x), from M to R, has every point of M for a regular point. Set 

x ~ {e-(1/X2) sin (l/x) if x 'I- 0 
g( ) ~ 0 if x = o. 

Then f: M --> R is ex:, 0 is a regular value, but f - '(0) is not a manifold. 
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4. Let A c N be a neat C submanifold, r > O. Let j:(M,cM) ~ (N,eN) be a C map. 
Suppose every point of A [respectively oA] is a regular value of j[resp. j:cM ~ eN]. 
Then .r '(A) is a neat C submanifold of M. 

5. Let j:M ~ [R be C, r > O. Suppose j is constant on each component of i'M. Let 
a and b be regular values. Then the sets j- '(a), j-' [a,b], j-l(a,b], and j-' [a,lXl) are 
C submanifolds of M. 

*6. There is a Coo map j: D3 ~ D2 with 0 E D2 as a regular value, such that j - '(0) is 
a knotted curve (Figure 1-7). 

Figure 1-7. 

7. (a) The double ofa a-manifold M is the identification space obtained from (M x 0) u 
(M x 1) by identifying (x,O) and (x,l) if x E aM. The double is a CO manifold without 
boundary, of the same dimension, in which M is embedded. 

8. If aM = 0 then M is a boundary, i.e., M = aN for some a-manifold N. However, 
if M is compact, it may be impossible to choose N compact. [Suppose M has dimension 
0.] 

9. A I-dimensional connected paracompact Hausdorff a-manifold of class C, 0 ~ r ~ 
00, is C diffeomorphic to either a closed, or a half open, finite interval. (This is also 
true, but hard, for r = w.) 

10. Diffeomorphic manifolds have diffeomorphic boundaries. 

11. A C' manifold is orientable if it has an atlas such that all coordinate changes have 
positive Jacobian determinants at every point. If M is orientable so is aM; but the 
converse can be false. 

12. A subset Q of a Cartesian space [Rn is an orthant if there is a linear isomorphism 
L: [Rn ~ [Rnl x ... x [Rnk and halfspaces Hi C [Rn, such that L(Q) = H, x ... X Hk. 

There is a category of "C manifolds with convex corners" whose charts are homeo­
morphisms onto open subsets of orthants. This category contains all C manifolds, 
with and without boundaries, and is closed under Cartesian product. 

5. A Convention 

Manifolds that are not paracompact are amusing, but they never occur 
naturally. What is perhaps worse, it is difficult to prove anything about 
them. Non-Hausdorff manifolds occasionally turn up (see Exercise 11, 
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Section 1.1) but again it is hard to prove anything interesting. It is convenient 
to deal only with manifolds having a countable number of components. 
We therefore adopt the following convention: 

All manifolds appearing henceforth are assumed to be paracompact, with 
a countable base, and all spaces Hausdorff, unless there is an explicit statement 
to the contrary. 

Of course any space or manifold we construct must be shown to have 
these properties; the proof is usually trivial. 



Chapter 2 

Function Spaces 

The statement sometimes made, that there exist only analytic functions in 
nature, is in my opinion absurd. 

-F. Klein, Lectures on Mathematics, 
1893 

Many problems in differential topology can be rephrased as questions 
about function spaces; this often leads to new insights and greater unity. 
For example, in Chapter 1 we constructed "by hand" an embedding of any 
compact manifold M in some IRq; in this chapter we shall exploit the topology 
of a space of maps of M to N to prove that any map M -> N can be 
approximated by embeddings if dim N < 2 dim M. 

The most useful topology on the set C(M,N) of C maps from M to N 
is the strong topology. Roughly speaking, a neighborhood off in the strong 
topology consists of all maps 9 which are close to f together with their 
derivatives of order r. The degree of closeness is specified by arbitrary 
positive numbers controlling the closeness of derivatives of local repre­
sentations off and g. 

The weak (or "C compact-open") topology on C(M,N) controls the 
closeness of maps only over compact sets. When M is compact it is the 
same as the strong topology. 

Section 2.3 briefly indicates the changes needed to extend the approxi­
mation theorems to a-manifolds and manifold pairs. 

In Section 2.4 jets are defined and used to give an indirect definition of 
the weak and strong topologies. The density of embeddings is proved again 
by exploiting the Baire property. The last section discusses, without proofs, 
various results on analytic approximations. 

As deeper approximation and globalization techniques are developed 
they are used to improve the Whitney embedding and immersion theorems 
of the preceding chapter. Thus the density of immersions and embed dings 
is re-examined in Sections 2.1 and 2.2 and again in Section 2.4. The final 
form of the density of embeddings is Theorem 2.13. 

1. The Weak and Strong Topologies on C(M,N) 

If M and N are C manifolds, C(M,N) denotes the set of C maps from 
M to N. At first we assume r is finite. 

The weak or "compact-open C" topology on C(M,N) is generated 
by the sets defined as follows. Let f E C(M,N). Let (cp,U), (1jJ,v) be charts 

34 
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on M, N; let K c V be a compact set such thatj(K) c V; let ° < G ~ 00. 

Define a weak subbasic neighborhood 

(1) JVr(f; (<p, V),(t/I, V),K,G) 

to be the set of C maps g:M --+ N such that g(K) c V and 

IIDk(t/lj<p-l)(X) - Dk(t/lg<p-l)(X)11 < G 

for all x E <p(K), k = 0, ... ,r. This means that the local representations 
of j and g, together with their first k derivatives, are within G at each point 
of K. 

The weak topology on C(M,N) is generated by these sets (1); it defines 
the topological space C'iv(M,N). A neighborhood of j is thus any set con­
taining the intersection of a finite number of sets of type (1). 

If the proof of the easy Whitney embedding theorem (Theorem 1.3.5) 
is reexamined one sees that it proves the following approximation result: 

1.0. Proposition. Let M be a compact C manifold, 2 ~ r ~ 00. Then 
embeddings are dense in C'iv(M,~q) if q > 2 dim M, while immersions are 
dense if q ~ 2 dim M. 

It can be shown that C'iv has very nice features: for example it has a 
complete metric and a countable base; if M is compact it is locally con­
tractible, and C'iv(M,~m) is a Banach space. 

If M is not compact the weak topology does not control the behavior 
of a map "at infinity" very well. For this purpose the strong topology is 
useful. (This topology is also called the fine or Whitney topology) A base 
consists of sets of the following type. Let <1> = {<Pi' V;}iEA be a locally finite 
set of charts on M; this means that every point of M has a neighborhood 
which meets Vi for only a finite number of i. Let K = {Ki} i E A be a family 
of compact subsets of M, Ki c Vi' Let P = {t/li,V;};EA be a family of charts 
on N, and G = {Gi}; E A a family of positive numbers. If j E C(M,N) takes 
each Ki into Vi, define a strong basic neighborhood 

(2) JVr(f; <1>,P,K,c) 

to be the set of C maps g:M --+ N such that for all i E A, g(Ki) C Vi and 

IIDk(t/lJ<Pi-1)(X) - Dk(t/lig<Pi-1)(x)11 < Gi 

for all x E <p;(KJ, k = 0, ... , r. The strong topology has all possible sets 
of this form for a base. 

It must of course be verified these sets (2), as j, <1>, P, K, G vary, actually 
form a base for a topology. We leave this to the reader as an exercise; it 
also follows from alternative description of the topology given in Section 4. 

The topological space C'S(M,N) resulting from the strong topology is 
the same as C'iv(M,N) if M is compact. If M is not compact, however, and 
N has positive dimension, it is an extremely large topology: it is not 
metrizable and in fact does not have a countable base at any point; and it 
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has uncountably many components. It does have one saving grace, however: 
the category theorem of Baire is valid in C~(M,N), as will be proved in 
Section 2.4. 

We now define the spaces Cft,(M,N) and C';(M,N). The weak topology 
on C'°(M,N) is simply the union of the topologies induced by the inclusion 
maps COO(M,N) ~ C';v(M,N) for r finite, while the strong topology on 
COO(M,N) is the union of the topologies induced by COO(M,N) ~ C~(M,N). 

We give CW(M,N) the weak and strong topologies induced from C'fO(M,N). 
The strong topology is very convenient for differential topology in 

that many important subsets are open. For example: 

1.1. Theorem. The set Immr(M,N) of C immersions is open in C~(M,N), 
r ~ 1. 

Proof. Since 

Immr(M,N) = Imm1(M,N) (\ C(M,N) 

it suffices to prove this for r = 1. If f: M ~ N is a C1 immersion one can 
choose a neighborhood %l(f; If>,P,K,8) as follows. Let pO = {I/!P'VP}PEB 
be any atlas for N. Pick an atlas If> = {({Ji,Udi E A for M so that each Ui 
has compact closure, and for each i E A there exists f3(i) E B such that 
f(U;) C vp(i).Put vp(i) = V;,I/!P(i) = l/!i,andP = {l/!i,V;};Ek LetK = {KJiEA 
be a compact cover of M with Ki cUi' 

The set 

is a compact set of injective linear maps from [Rm to [Rn. Since the set of all 
injective linear maps is open in the vector space L([Rm,[Rn) of all linear maps 
[Rm ~ [Rn, there exists 8i > 0 such that T E L([Rm,[Rn) is injective if II T - SII < 8i 
and S E Ai' Set 8 = {8;}. It follows that every element of %l(f; If>,P,K,8) 
is an immersion. 

QED 

A similar argument, which we leave to the reader, proves: 

1.2. Theorem. The set of submersions is open in C~(M,N), 1 ::( r ::( 00. 

Our next goal is the openness of the set of embeddings. We shall need 
the following fact: 

1.3. Lemma. Let U c [Rm be an open set and W c U an open set with 
compact closure tv c U. Let f: U ~ [Rn be a C 1 embedding. There exists 
8 > 0 such that if g: U ~ [Rn is C 1 and 

IIDg(x) - Df(x)11 < 8 

for all x E W then gl W is an embedding. 

Proof. By Theorem 1.1 (or rather, its proof) and compactness of tv, 
there exists 80 > 0 so small that if g E C1(U,[Rn) and IIDg(x) - Df(x) II < 80 
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for all x E W then g/ W is an immersion. Therefore if the lemma is false 
there is a sequence gn E C 1(U,/Rn) such that 

and 

(3) 

uniformly on W, while for each n there exist distinct points am bn in W with 
gn(an) = gn(bn). By compactness of lVwe may assume an ~ a E U, bn ~ bE U 
as n ~ 00. Then f(a) = feb) by (3), so a = b. Choosing subsequences if 
necessary we may assume that the sequence of unit vectors 

converges to a unit vector v E sm - 1. By uniformity of Taylor expansion 
we have 

/gn(an) - gn(bn) - Df(bnHan - bn)/l/an - bn/ ~ o. 
Hence Df(bn)vn ~ O. But this sequence also goes to Df(b)v, which therefore 
is O. This contradicts the assumption that f is an immersion. 

QED 

We can now prove: 

1.4. Theorem. The set Embr(M,N) of C' embeddings of M in N is open 
in C~(M,N), r ~ 1. 

Proof. It suffices to take r = 1. Let f E Embr(M,N). By using the 
preceding lemma we can find the following objects: 

a locally finite atlas iP = {CPi,UdiEA of M; 
a set 'l' = {t/tbV;}iE A of charts for N withf(U;) c V;; 
a family of compact sets Ki c Ui whose interiors W; cover M; 
numbers Ci > 0 such that if 

g E %0 = %r(f; iP, 'l',K,c) 

then g(U;) c V; and g/ W; is a C' embedding. 
Since f is an embedding for each i E A there exist disjoint open sets 

Ai, Bi in N such that f(K;) c Ai and f(M - U;) c Bi. One can find a 
neighborhood % 1 off in C~(M,N) (in fact, in C2(M,N)) such that if g E % 1 

then 
g(K;) c Ab 

geM - U;) c Bi . 

We show that every g E % 0 (\ % 1 is an embedding. By the choice 
of %0, g is an immersion. To see that g is injective suppose x, yare distinct 
points of M with x E K i . If Y E Ui then g(x) =1= g(y) since g/Ui is injective; 
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while if y EM - Ui then g(x) E Ai and g(y) E Bi, so again g(x) i= g(y). 
To see that g: M --+ g(M) is a homeomorphism, it suffices to show that if 
Yn is a sequence in M such that g(Yn) --+ g(x) then Yn --+ x. If x E Ki then 
g(x) E Ai; hence only a finite number of the g(Yn) can be in Bi, so all but 
a finite number of Yn are in Ui. Since glU: U --+ g(U) is a homeomorphism 
it follows that Yn --+ x. 

QED 

A map f is proper iff -1 takes compact sets to compact sets. 

1.5. Theorem. The set Propr(M,N) of proper C maps M --+ N is open 
in C'S(M,N), r ~ o. 

Proof. For any map f:M --+ N there is a compact cover {Ki}iE A of 
M and an open cover 1/ = {ViLEA of N with f(KJ c Vi. If f is proper 
1/ can be chosen locally finite. There is a neighborhood % off such that 
if 9 E % then g(KJ c Vi for all i. To see that such a 9 is proper, let LeN 
be compact. Then L meets only a finite number of Vi. Hence g-l(L) is a 
closed subset of M which is covered by finitely many of the compact sets 
K i ; therefore g-l(L) is compact. 

QED 

Since an embedding f: M --+ N is proper if and only if f(M) is closed 
in N, we obtain: 

1.6. Corollary. The set of closed embeddings is open in C'S(M,N), r ~ l. 

Let Diffr(M,N) denote the set of C diffeomorphisms from M onto N. 

1.6. Theorem. If M and N are C manifolds without boundary then 
Diff'(M,N) is open in C'S(M,N), r ~ 1. 

Proof. A diffeomorphism induces a bijective correspondence from 
components of M to components of N. Such a map has a neighborhood 
of maps inducing the same correspondence. Therefore we may assume 
M and N connected. 

A diffeomorphism is simultaneously an embedding, a submersion and 
a proper map. Conversely any map 9 between connected manifolds with 
these three properties is a diffeomorphism. For the image of a submersion 
is open (by the inverse function theorem) and the image of a proper map is 
closed; so 9 is a surjective embedding, which is a diffeomorphism. Thus 
Diff'(M,N) is the intersection of three open subsets of C'S(M,N). 

QED 

For a-manifolds Theorem 1.6 is false. But one can show that Diff'(M,N) 
is open in the subspace 

C'S(M,aM; N,aN) = U E C'S(M,N):f(aM) caN}. 



1. The Weak and Strong Topologies on C(M,N) 39 

Theorem 1.6 is false for r = 0: the set of homeomorphisms is not open 
in C~(M,N) (unless it is empty or dim M = 0). There is, however, the following 
result : 

1.7. Theorem. Let M and N be manifolds without boundary and f: M ~ N 
a homeomorphism. Then f has a neighborhood of surjective maps in C~(M,N). 

Proof. Let 9 be near f; then g-lf is near the identity map of M. Hence 
it suffices to take M = N andf = 1M • 

Let {qJi,Ud be a locally finite cover of M by charts such that qJi(UJ :::> Dn, 
the closed unit ball in [Rn, and M = UqJi- 1(Dn). For each i let Bi C qJJUJ 
be a slightly larger closed ball, 0 E Dn C Int Bi. It suffices to find Gi > 0 
such that if hi:Bi ~ [Rn is a continuous map with Ihb) - xl < G; for all 
i then h(BJ :::> Dn. For if this is true then the set of g:M ~ M satisfying, 
for all i, 

and 
all xEBi , 

will consist of surjective maps (put qJigqJi- 1 = hJ 
Let Gi > 0 be so small that for any Z E Dn, x E OBi and y E [Rn with 

Ix - YI < G;, it is true that the ray issuing from z through y intersects OBi 
at a point u such that lu - xl < diam Bi (Figure 2-1). 

x 

Figure 2-1. 

Now suppose h:Bi ~ [Rn and Ih(x) - xl < Gi. Suppose Z E Dn - h(BJ 
Define a map H:Bi ~ OBi by sending x E Bi to the intersection of OBi with 
the ray from z through h(x). The choice of Gi ensures that for x E OBi' 
H(x) =1= -x. Then HloBi:cBi ~ aBi is homotopic to the identity; the 
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homotopy moves H(x) along the shorter great circle path from H(x) to x 
(Figure 2-2). A classical theorem of topology, however, says that no map 
of an n - 1 sphere to itself which extends to a map of the n - 1 ball to 
the sphere can be homotopic to the identity. (This will be proved by 
Theorem 3.1.4). This contradiction shows that Dn c h(B i ), proving 
Theorem 1.7. 

QED 

For a-manifolds one can show that any homeomorphism h:M ---+ N 
has a neighborhood of surjections in C£(M,aM; N,aN). In fact this follows 
from Theorem 1.7 by extending h to a homeomorphism between the doubles 
of M and N. 

path of homotopy 

Figure 2-2. 

Exercises 

1. The space CW~,IR), r ? 0, does not have a countable base at any point and so is 
not metrizable. Under the usual operations it is a topological group but not a topological 
vector space. 

2. Let a sequence {f,,} converge to g in q(M,N), r ? O. Then there exists a compact 
set K c M such that f,,(x) = g(x) for all n and all x E M - K. 

3. q+l(IR,IR) and C~+l(IR,IR) are homeomorphic to q(IR,IR) x IR and C~(IR,IR) x IR 
respectively, n ? O. 

*4. Polynomials are dense in C~(IR,IR) but not in C~(IR,IR). 

5. The set of closed maps is closed, but not open, in Cs(IR,IR). (A map f is closed if it 
takes closed sets onto closed sets.) 
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6. The set of closed immersions is open in q(M,N), r ;;:, 1. The set of injective im­
mersions is not open in CW~l ,[R2). 

7. A C1 immersion f:M ~ N which is injective on a closed subset K c M is injective 
on a neighborhood of K. In fact f has a neighborhood ..;V c CJ(M,N) and K has a 
neighborhood U c M such that every 9 E ..;V is injective on U. If K is compact ..;V 
can be taken in C/v(M,N). 

8. The set of proper maps is open and closed in C£(M,N). 

9. The set of maps f E CJ{M,N) such that f:M --> N is a covering space, is open. If 
M and N are compact manifolds of the same dimension, without boundaries, then 
every submersion M --> N is a covering space. 

10. If g: [Rn --> [Rn is a continuous map such that 

then 9 is surjective. 
lim inflxl ~ y Ix - g(x)i!lxl < 2 

11. The set of neat embeddings of Min N is open in C~(M,oM; N,oN), r ;;:, 1. But neat 
embeddings are not closed in q(Dl,D2). 

12. A base for the strong topology on C(M,N), 0 ~ r < 00, is obtained by taking 
only those sets ..;Vr(f; P, lJ',K,£) where it is further required that K = {KJ i E1 be a 
covering of M by compact sets. 

13. Let ImmK(M,N) be the set of C' maps M ~ N which are immersive at each point 
of K c M, r ~ 1. If K is compact then this set is open in C~(M,N). 

14. Let EmbK(M,N) be the set of C maps f:M ---> N, r ;;:, 1, such that flU is an em­
bedding for some open set U (depending on f), K cUe M. If K is compact then 
EmbK(M,N) is open in C~(M,N). 

15. Let M, N be C manifolds, 0 ~ r ~ 00. Let {UJi EA be a locally finite family of 
open subsets of M. For each i EA let d i c C~(Ui,N) be an open set. Then the set of 
C maps f:M ---> N such that flUi E d i for all i is open in q(M,N). 

16. Let M, N be cr manifolds 0 ~ r ~ 00. Let V c M be an open set. 
(a) The restriction map 

b:C(M,N) ~ C(V,N), 

b(f) = flV 
is continuous for the weak topologies but not always for the strong. On the other hand: 

*(b) b is open for the strong topologies, but not always for the weak. 

2. Approximations 

I n this section all manifolds are without boundary. 
Our first job is to find a COO map A: [Rn -+ [0,1] with the following prop­

erties, for any given b > a > 0: 

( i) 
( ii) 

(iii) 

},(x) = 1 if 
1 > A(X) > 0 
},(x) = 0 if 

IXI ~ a, 
if a < Ixi < b, 
Ixl ~ b. 

Such a map is sometimes called a bump function. 
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We start with the eX) map cclR -> IR, showing its graph on the right: 

{o if x ~ ° 
(X(x) = -1 'x·f ° e' 1 X > 

° 
Next define [3: IR -> IR: 

[3(x) = (X(x - a)Ct.(b - x) 

a 
b 

Then define y:1R -> [0,1], 

y(x) = s: [3/ f [3 

a b 

Finally define A: IR" -> [0,1] by 

A(X) = y(lxl). 

-a a 
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Next we define the support Supp f of a continuous real valued function 
f to be the closure of f - 1(1R - 0). The complement of Supp f is the largest 
open set on which f vanishes. 

Let M be a C manifold, ° < r < 00, and ou = {V;} i EA an open cover. 
A C partition of unity subordinate to OU is a family of C maps Ai: M -+ [0,1], 
i E A such that the following conditions hold: 

Supp Ai C Vi (i EA), 

{Supp Ad i EA is locally finite, 
and 

(x EM). 

Local finiteness ensures that each point has a neighborhood on which 
all but finitely many Ai are 0; therefore the sum is locally a finite sum. 

The third condition ensures that 

M = Ui Int Supp Ai· 

(The interior of any set S is denoted by Int S.) Therefore {Int Supp A;}i EA is 
a locally finite open cover of M which is a shrinking of ou. (A cover Y = 

{V;}iEA is a shrinking ofou if each V; C Vi.) 
The following remark is often useful. If Y = {~} a EA is an open cover 

of M which refines OU = {Vi} i EA, and if Y has a subordinate C partition 
of unity, then so has ou. For let Pa}aEA be subordinate to Y. Let f:A -+ A 
be such that ~ E V f(a) and define 

Pi:M -+ [0,1], 

P(X)i = IPa(x); a E f-l(i)}. 

Then {Supp PJiEA is locally finite, forpi(x) ¥- Oonlyifi = f(a) with Aa(x) ¥-
0. Clearly Supp Pi C Vi and Ii pJx) = Ia Aa(X) == 1. 

The following theorem, one of the basic tools of differential topology, 
is frequently used to reduce global theorems to local form. There can be 
no similar theorem for analytic maps, which is why they are so much harder 
to handle. 

2.1. Theorem. Let M be a C manifold, ° < r < 00. Every open cover 
of M has a subordinate C partition of unity. 

Proof. Let OU = {V;}i E A be an open cover of M. There is a locally finite 
atlas on M, {q>a,~LEA such that {r::}aEA refines OU; and we may assume 
that each q>a(~) C IR" is bounded and each r:: C M is compact. There is 
a shrinking {~} aE A of Y = {~} a EA, and each ~ C ~ is compact. It 
suffices to find a C partition of unity subordinate to Y. 

For each a E A, cover the compact set q>a(~) C IR" by a finite number 
of closed balls 

B(a,l), ... , B(a,k(a)) 

contained in q>a(~). Choose COO maps 

Aa•j : IR" -+ [0,1], j = 1, ... , k(a), 
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such that 

;"jx) > 0 if and only if X E Int B(ex,j). 
Put 

k(a) 

;" = L I"~, / [R" --+ [0, Xi ). 
j= 1 

Then 
}~a(x) > 0 if x E tpa(~), 

Aa(X) = 0 if X E [R" - U j B(-x,j). 
Put 

/1, : M --+ [0,00), 

( ) = {Aa(tpa(X)) if x E V, 
/1a X 0 if x E M - v,. 

Then /1, is cr, /1, > 0 on ~, and Supp /1, C v,. Define Va = /1alLa /1a' Then 
{v,}a EA is a cr partition of unity subordinate to 11. 

QED 

A partition of unity is used to glue together locally defined maps into 
[R" to make a globally defined map. For instance, if {AiL A is a CS partition 
of unity subordinate to an open cover {UdiEA of M, and gi: Ui --+ [R" is CS 
for each i, we can define 

g:M --+ [R", 

g(x) = L},Jx)gJx), 

summed over {i E A:x E Ud. This is a well-defined CS map since each x has 
an open neighborhood on which Ai = 0 except for finitely many i. 

The following theorem shows how the condition Li Ai = 1 can be used 
to obtain approximations. 

2.2. Theorem. Let M be a CS manifold, 1 :::; S :::; 00. Then CS(M,[R") is 
dense in C~(M,[R"). 

Proof. Let {Ya}, EA be a locally finite open cover of M and for each ex E A 
let c, > O. Let f:M --+ [R" be continuous, and suppose we want a CS map 9 
to satisfy If - gl < c, on V, for all ex. For each x E M let ~ c M be a 
neighborhood of x meeting only finitely many v,. Set 

6x = min {ca:x E V,} > O. 

Let U x c Wx be an open neighborhood of x so small that 

Define constant maps 

gAy) = f(x). 

Relabeling the cover {Ux} and the maps {gx}, we have shown: there is an 
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open cover {Ui} i E;I = 0/1 of M and CS maps gi: M ~ F, such that whenever 
y E U i n v;" then 

Igi(Y) - f(y)1 < Sa' 

Let {Ai}; E;I be a CS partition of unity subordinate to 0/1. Define 

g:M~F, 

g(y) = Li AJy)gi(Y)' 
Then g is CS and 

Hence if Y E v;, , 

QED 

Our next task is to approximate C maps by CS maps, s > r ~ 1, in the 
strong C topology. The preceding argument will not work now because 
the derivatives of the Ai are involved. We need to uniformly approximate 
fl U i not by constants, but by C maps whose derivatives up to order r 
uniformly approximate those of f. For maps defined on open subsets of [Rn 

we achieve this by the technique of convolution, discussed next. 
Let 8: [Rm ~ [R be a map having compact support. There is a smallest 

(J ~ 0 such that Supp 8 is contained in the closed ball B.,.(O) c [Rm of radius (J 

and center O. We call (J the support radius of 8. 
Let U c [Rm be open and f: U ~ [Rn a map. If 0: [Rm ~ [R has compact 

support we define the convolution of f by 8 to be the map 

given by 

(1) 

where 

8*f: U.,. ~ [Rn 

O*f(x) = r 8(y)f(x - y) dy 
JBa(O) 

U.,. = {x E U:B.,.(x) c U}. 

(x E U.,.) 

The integral is the Lebesgue integral, dy denoting the usual measure on [Rm. 

The integrand in (1) is 0 on the boundary of B.,.(O); we extend it to a con­
tinuous map [Rm ~ [R by defining it to be 0 outside B.,.(O). Therefore we have 

(2) 8*f(x) = SCl»> 8(y)f(x - y) dy 

F or a fixed x E U.,. we make the measure preserving change of variable 
in (1): z = x - y. Then 

(3) O*f(x) = r 8(x - z)f(z) dz 
JB 6 (x) 

= f,,»> O(x - z)f(z) dz (x E U.,.) 

where again the integrand is defined to be 0 outside B.,.(x). 
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A map 8: [Rm ....... [R is called a convolution kernel if it is nonnegative, has 
compact support, and S~ Om = 1. It is clear that there exist Ceo convolution 
kernels of any given support radius. 

We may think of 8* f(x) as a weighted average of the values of f near x. 
This makes it plausible that 8* f will be an approximation to f which will 
be smooth if 8 is smooth. 

We introduce the notation 

Ilfllr.K = sup {IIDkf(x)ll:x E K, 0 ~ k ~ r} 

if f: U ....... [Rn is C, U c [Rm is open, K c U is any subset, and IIDkf(x)11 is 
the norm of the k'th derivative of fat x. Here IIDOf(x)11 means If(x)l, while 
for k > 0 the k'th derivative at x is a k-linear map from [Rm to [Rn. The norm 
IISII of any k-linear map 

is defined to be the maximum of IS(Xb ... , xk)l where the vectors Xl' ... , X k 
vary over the unit sphere in [Rm. The value 00 is allowed for Ilfllr.K' If K is the 
entire domain of f we write simply Ilfllr. Note that for all Yl' ... ,Yk in [Rm: 

IS(Yl" .. ,ydl ~ IISII·IY11· . ·IYkl· 

We have the following basic result: 

2.3. Theorem. Let 8: [Rm ....... [R have support radius 6 > O. Let U c [Rm 

be an open set, and f: U ....... [Rn a continuous map. The convolution 8* f: U IT ....... F 
has the following properties: 

(a) If 81Int Supp 8 is C\ 1 ~ k ~ 00, then so is 8* f; and for each finite k, 

Dk(8*f) = (Dk8)*fx 
on UIT • 

(b) If f is Ck then 

(c) Suppose f is C, 0 ~ r ~ 00. Let K cUbe compact. Given B > 0 
there exists 6 > 0 such that K cUlT, and if 8 is a C convolution kernel of 
support radius 6, then 8* f is C and 

118*f - fllr,K < B. 

Proof. To prove (b), observe that the domain of integration in (1) can be 
restricted to Int Supp 8; the integrand is then differentiable in x, and (b) 
follows by induction on k and differentiating under the integral sign. (a) is 
proved similarly using (3). To prove (c) it suffices to take r = 0, by (b). Since 
d(K,[Rm - U) > 0, we can choose 6 so small that K cUlT' By uniform con­
tinuity of f on a compact neighborhood of K, we can choose 6 so small that 
if X E K and Ix - YI ~ 6 then If(x) - f(y)1 < B. 

Since 

r 8 = 1 
J~rn 
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we have, integrating over ~m: 

IB*f(x) - f(x) I = IJB(y)(f(x - y) - f(x)) dYI 

~ JB(y)lf(x - y) - f(x) I dy 

~ eJB(y) dy = e. 
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QED 

From Theorem 2.3 it immediately follows that a C' map from open subset 
of ~m to ~n can be C' approximated by C" maps in neighborhoods of com­
pact sets. Using partitions of unity we prove the following stronger approxi­
mation theorem: 

2.4. Theorem. Let V c ~m and V c ~n be open sets. Then C OO ( V, V) is 
dense in C~(V, V), ° ~ r < 00. 

Proof. Since C~(V, V) is open in C~(V,~n), it suffices to prove the theorem 
with V = ~n. 

Let f E C'(V,~n). A neighborhood base at f in C~(V,~n) consists of sets 
%(f,K,e) of the following form (see Exercise 12, Section 2.1). Let K = 
{KJi EA be a locally finite family of compact sets covering V; let e = {eJ; EA 

be a family of positive numbers, and let %(f,K,e) be the set of C' maps 
g: V -+ ~n such that for all i E A 

(4) 

Fixing f,K and e, we must show 

COO(V,~n) n %(f,K,e) =1= 0. 

Let {A.J i EA be a COO partition of unity on V such that Supp Ai is compact 
and contains K i • 

Given positive numbers {aJi E,j there are COO maps gi: Vi -+ ~ such that 
for x E Ki and k = 0, ... , r, 

Put 
g: V -+ F 

g(x) = Li Ai(X)gi(X). 

Then 9 is Coo. To estimate IIDkg(X) - Dkf(x)1I we observe that if A: V -+ R 
and «J: V -+ Fare Ck and tjJ(x) = A(X)«J(X), then DktjJ(X) is a bilinear function 
of DPA(x), Dq«J(x), p, q = 0, ... ,k; this bilinear function is universal and 
independent of x, A and «J. Thus there is a universal constant Ak > ° such that 

IID\A«J)(x)1I ~ Ak max IIDP),(x)II' max IIDq«J(x) II· 
O~p~k O~q~k 

Set 
A = max {A o, . .. ,Ar}. 

Fix i E A and set 
Ai = {j E A:Ki n K j =1= 0}· 
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This is a finite set; let its cardinality be mi' Put 

p; = max {11}jllr,K,:jEA;} 
fJ; = max {(J./j E A;}. 

2. Function Spaces 

In the following sums j varies over A;. For x E K; and 0 :( k :( r we have 

IIDkg(X) - Dkf(x)11 = IILj Dk(Ajgj - Ajf)(x)11 

:( Lj IIDk(),)gj - f) )(x)11 :( m;ApJ3;. 

It is clear that the numbers (J.; can be chosen so that 

With this choice of (J.; we have, for all i E A, 

Ilg - fllr, K, < 0;. 

QED 

A refinement of Theorem 2.4 is needed for the globalization to manifolds. 
Suppose we have a C map f: U --> [Rn that we want to approximate by a C 
map h which is C in a neighborhood of a (relatively) closed set K c U. At 
the same time, for technical reasons we want h to equal f outside a certain 
open set W c U; of course, we must assume f is already C on a neighbor­
hood of K - W. The following relative approximation theorem ensures that 
maps such as h approximate f arbitrarily closely. 

2.5. Theorem. Let U c [Rm and V c [Rn be open subsets, and f: U --> V 
a C map. Let K cUbe closed and W c U open, such that f is C on a 
neighborhood of K - W. Then every neighborhood .K of fin C:S(U,V) con­
tains a C map h: U --> V which is C in a neighborhood of K, and which equals 
f on U - W. 

Proof. We may assume V = [Rn (see proof of Theorem 2.4). Let A c U 
be an open set containing the closed set K - W such that flA is C. Let 
Wo cUbe open, with 

K - A c Wo c Wo c W. 

Let Po)d be a C partition of unity for the open cover {W,U - Wo} of U. 
Thus Ao and )'1 are C maps U --> [0,1] such that AO + )'1 = 1, Ao = 0 on 
a neighborhood of U - Wand Al = 0 on a neighborhood of WOo 

Define 

by 
G(g)(x) = )'o(x)g(x) + }'1 (x)f(x). 

Then G(g) = gin Wo and G(g) = fin U - W. Clearly G(g) is C on every 
open set on which both f and 9 are C. It is easy to prove G continuous. Since 
G(f) = f, there is an open set %0 c C:S(U,[Rn) containing f such that 
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G(JV 0) c JV. By Theorem 2.4 there is a CS map g E JV o. Then h = G(g) has 
the required properties. 

QED 

We now prove the basic approximation theorem for manifolds without 
boundary. Later we shall extend it to a-manifolds and manifold pairs. 

2.6. Theorem. Let M and N be CS manifolds, 1 ~ s ~ 00. Then CS(M,N) 
is dense in C'S(M,N), 0 ~ r < s. 

Proof. Let f: M --+ N be C. Let <P = {<Pi' UJ i E A be a locally finite atlas 
for M and 'P = {I/Ii' V;h EA a family of charts for N such that for all i E A, 
f(UJ c V;. Let L = {LdiEA be a closed cover of M, Li cUi' Let 8 = {8JiEA 
be a family of positive numbers, and put JV = JVr(f; <P, 'P,L,8) c C(M,N). 

We look for agE JV which is CS. The set A is countable; we therefore 
assume that A = IZ+ or, if M is compact, A = {I, ... , p}. (We denote the 
integers by IZ, the positive integers by IZ +, and the natural numbers by 
N = IZ+ u {O}.) 

Let {TV;L E A be a family of open sets in M such that Li c TV; C HI; cUi' 
We shall define by induction a family of C maps gk E JV, kEN, having 

the following properties: go = f, and for k ~ 1: 

gk = gk - 1 on M - ~ 

gk is CS in a neighborhood of UO~j~k L j . 

Assuming for the moment that the gk exist, define g:M --+ N by g(x) = 
gK(X)(X), where K(X) = max {k:x E ad. Each x has a neighborhood on which 
g = gK(X)' This shows that g is CS and g E JV, and the theorem is proved. 

It remains to construct the gk' Put go = f; then (5)0 and (6)0 are vacuously 
true. Suppose that 0 < m and that we have maps gk E JV, 0 ~ k < m, satis­
fying (5h and (6h. 

Define a space of maps 

'!J = {h E C'S(UrnYrn):h = grn-l on Urn - Wm}. 
Define 

T: '!J --+ C'S(M,N), 

T(h) = {h on Urn 
grn-l on M - Urn· 

Then T is easily proved continuous. Observe that T(grn-lIUm) = grn-l' 
Hence T- 1(JV) #- 0. 

Let K = Uk,,;m Lk n Urn. Then K is a closed subset of Um and 
gm - 1 : Urn --+ Vrn'is CS on a neigh borhood of K - Wm. Since Urn and Vm are C 
diffeomorphic to open subsets of [R1m and [R1", we can apply Theorem 2.5 to 
C'S(U mYm). We conclude that the maps in '!J which are CS in a neighborhood 
of K are dense in '!J. Therefore T-l(JV) contains such a map h. Define gm = 
T(h); then gm E JV satisfies (5)m and (6)rn. 

QED 
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For the following application of Theorem 2.6 let Gk(M,N) c Ck(M,N), 
k ~ 1, denote anyone of the following subsets: 

diffeomorphisms, 
embeddings, 
closed embeddings, 
immersions, 
submersions, 
proper maps. 

2.7. Theorem. Let M and N be CS manifolds, 1 :::; s :::; XJ, with dim M < 
00. Then GS(M,N) is dense in Gr(M,N) in the strong C topology, 1 :::; r < s. 
In particular, M and N are CS diffeomorphic if and only if they are C 
diffeomorphic. 

Proof. This follows from Theorem 2.6 and the openness theorems of 
Section 2.1. 

QED 

We shall need the following lemma for ralsmg differentiability of 
manifolds: 

2.8. Lemma. Let U be a C manifold, 0 :::; r < 00, and W c U an open 
set. Let V c [Rn be open, f E C~(U,v), and put f(W) = V'. Then there is a 
neighborhood JV c C(W,v') of flW such that if go E JV, the map 

T(go) = g: U --+ V, 

g = {~o o:n 

is C, and T:JV --+ C~(U,v) is continuous. 

W 

U-W 

Proof. Let {({Ji,UJi E A be a locally finite family of charts of U which cover 
the boundary Bd W of W. Let {Li} i E A be a family of closed subsets of U and 
which cover Bd W, with Li cUi' 

Let JV c C~( W, V') be the set of C maps h: W --+ V' such that if i E A, 
y E ({Ji(LJ and 0 :::; k :::; r, then 

(7) 

Then JV is a neighborhood of flW: by paracompactness W has a locally 
finite closed cover {Ka} such that each Ka meets only finitely many Li and 
on each Ka n Li the map x f---> d(({J;(x),({Ji(Ui - W)) is bounded away from O. 

If h E JV define 

T(h) = g: U --+ V, 

g = {) :~ W 
U - W. 
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We claim g is C. It suffices to prove that each map Ai = (g - f)CPi- 1 : CPi( U;) -4 
(Rn is C. Now 

Obviously Ai is Con CPi(W). By (7), for 0 ~ k ~ r: 

DkAi(Y)~O as d(Y,CPi(Ui - W))-40, 

uniformly in Y E CPi(W). It follows that Ai is C, with all derivatives 0 on 
CPi( Ui - W). Therefore g is C and the map T: C( W'y') -4 C( U,Y) is well­
defined. The continuity of T is left as an exercise. 

QED 

Let rt. be a C differential structure on a manifold M. A C differential 
structure [3 on M, s > r, is compatible with rt. if [3 c rt.. This means that every 
chart of Mp is a chart of Ma. Equivalently, it means that the identity map of 
M is a C diffeomorphism Ma -4 Mp. 

2.9. Theorem. Let rt. be a C differential structure on a manifold M, r ~ 1. 
F or every s, r < s ~ 00, there exists a compatible C differential structure 
[3 c rt., and [3 is unique up to C diffeomorphism. 

Proof. For convenience we shall denote a differential structure and its 
restriction to an open set by the same symbol. By Zorn's lemma there is a 
nonempty open set B c M and a C differential structure [3 on B which is 
compatible with rt., and such that (B,[3) is maximal in this property. We must 
prove B = M. 

If B =1= M there is a chart (cp,U) for M such that Un (M - B) =1= 0. 
Put cp(U) = U' C (Rn, Un B = Wand cp(W) = W'. 

There are now two differential structures on W: the C structure rt. and 
the compatible C structure [3 c rt.. We shall find a C diffeomorphism 
8: Ua -4 U' such that 81W: Wp -4 W' is a C diffeomorphism. In that case 
the chart (8,U) has C overlap with [3; the C atlas [3 u (8,U) on B u U is 
contained in rt. and this contradicts the maximality of (B,[3). 

To construct 8 we use Theorem 2.8 to obtain a neighborhood JV c 

Cs(Wp, W') of cplW: W -4 W' with the following property. Whenever t/Jo E JV, 
the map T( t/J 0) = t/J: U -4 U' defined by 

t/J = {~o 
is C, and the resulting map 

on 
on 

W 
U-W 

T: Cs(Wp, W') -4 Cs(U,U') 

is continuous. Since T(cpl W) is the diffeomorphism cP, there is a neighborhood 
JV 0 c JV of cpl W such that T(,Ai 0) c Diff'( U, U'). By the approximation 
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theorem 2.6 there is a CS diffeomorphism eo E .AI 0; the required map e is 
then T(eo). 

QED 

It is amusing that neither paracompactness nor Hausdorffness of M was 
used in the preceding proof; these properties were needed only for the co­
ordinate domain U. 

From Theorems 2.7 and 2.9 we obtain a fundamental result: 

2.10. Theorem. 
(a) Let 1 :::;; r < 00. Every C' manifold is C' diffeomorphic to a etC 

manifold. 
(b) Let 1 :::;; r < s :::;; 00. If two CS manifolds are C' diffeomorphic, they 

are CS diffeomorphic. 

In view of this there is no need to consider C' manifolds for 1 :::;; r < 00; 

and for most purposes COO maps are sufficient. The eX! category has several 
advantages over the C' categories with r finite. An obvious one is its closure 
under derivatives. A more subtle advantage comes from the Morse-Sard 
theorem in the following chapter. 

Earlier we pointed out the theme of globalization that runs through many 
proofs. There is an abstract aspect of the passage from local to global which, 
if recognized, can often make a proof obvious; at the least, it provides a clear 
strategy for the proof. Since we shall need to globalize several more times, 
it is worthwhile to formalize the pattern of proof in the following way. 

Let X be a set and ~ a family of subsets. We assume that X E ~ and 
that the union of any collection of elements of ~ is again in ~. (In practice 
X is a manifold and ~ is generated by the elements in an open cover, or a 
locally finite closed cover.) Suppose we have a contravariant functor from 
the partially ordered (by inclusion) set ~ to the category of sets. That is, to 
every A E ~ there is associated a set :FA, and to every pair of sets A, B E ~ 

with A c B there is assigned a map of sets :F AB: :F(B) -> :F(A), denoted by 
x 1--+ xlA, where x E :F(B) such that :F AB:F BC = :F AC whenever A c B c C, 
and :FAA = identity map of :F(A). 

We call (:F,~) a structure functor on X. An element of :F(A) is thought 
of as a "structure" of some kind on A for which "restriction" to subsets of 
A makes sense. We wish to prove that X has a structure, that is, :F(X) of. 0. 

A structure functor is continuous if the following holds. If {Ya} is any 
simply ordered family of elements of ~, and v Ya = Y, then the inverse 
limit of the maps :Fy,y::F(Y) -> :F(Ya) is a map :F(Y) -> inv lim :F(Ya) 
which is bijective. 

A structure functor is locally extendable if every point of X belongs to a 
set V E ~ such that for all Y E ~ the map 

:Fy.yuy::F(Yv V) -> :F(Y) 

is surjective. It is called nontrivial if :F(Y) of. 0 for some Y E ~. 
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As an example, let X be a C manifold, 0 ~ r < 00, and IJ) the family 
of all open sets. Let $1'( Y) be the set of compatible CS differential structures 
on Y for some s > r. Clearly (ff,lJ)) is a structure functor which is nontrivial 
and continuous. If 1 ~ r < s ~ 00 then $I' is locally extendable, as was 
shown in the PfQof of Theorem 2.9. 

For another example, let X c IRn be a nonnull open set. Let IJ) be gen­
erated by a locally finite cover of X by compact sets. Let $1'( Y) be the set 
of Y-germs of analytic maps into IR; a Y-germ is an equivalence class of 
maps defined in neighborhoods of Y, two maps being equivalent if they 
agree in some neighborhood of Y. Then (ff,lJ)) is continuous and nontrivial, 
but is not locally extendable. 

2.11. Globalization Theorem. Let (ff,lJ)) be a nontrivial structure functor 
on X which is continuous and locally extendable. Then ff(X) =1= 0. In fact if 
$1'( yo) =1= 0 then Ji'(X) ....... Ji'( Yo) is surjective. 

Proof. Let ao E ff(Yo). Let S be the set of pairs (Y,a) with Yo eYE IJ) 
and a E $1'( Y), al Yo = ao. Partially order S by (Y',a') ~ (Y,a) if Y' c Yand 
al Y' = a'. By the closure of IJ) under union and the continuity axiom, S has 
a maximal element (Y *,a*). 

We claim Y * = X. If not, by local extend ability there exists V E IJ) and 
bE ff(Y* u V) such that blY* = a*. But then (Y* u V,b) > (Y*,a*), con­
tradicting maximality. Hence Y* = X. 

QED 

This method is often convenient for proving the existence of a global 
structure when local existence and extendability are known; Theorem 2.9 is 
an example. Another example is: 

2.12. Theorem. Let M, N be C manifolds, 1 ~ r ~ 00. If dim N ~ 
2 dim M then immersions are dense in C'S(M,N). 

Proof. It is convenient to assume r = 2. This is no restriction, for if 
r < 2, every C1 manifold has a compatible C2 structure, and if r > 2 every 
C2 immersion can be approximated by C immersions. Henceforth we 
assume all maps are C2 . 

Let fo:M ....... N be a map and %0 c C~(M,N) a neighborhood of fo. 
There is a smaller neighborhood JV c %0 of fo of the following form: 

% = %2(fo; CP, lJ',K,f.) 
where 

is a family of charts on N; 

cP = {<)Ji:Vi ....... lRm }iEl 

is a locally finite atias for M withfo(V;) c V;;K = {KiLl,whereKi c Vi; 

<)Ji(Kd = Dm c IRm; 

and f. = {f.;} i El is a set of positive numbers. 
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We now define a structure functor C~}D). For III we take the family of 
all unions of the disks K i , partially ordered by inclusion. If A E III we define 
~(A) to be the set of A-germs of maps f E JV such that f is an immersion 
of some open set containing A. If A c B, every such B-germ is contained in 
a unique A-germ; this correspondence defines the map ~AB:~(B) --> ff(A). 

It is easy to see that (,~,Ill) is continuous. Moreover, it is locally ex­
tendable. To see this let W c M be an open neighborhood of A E Ill, and 
let f E JV be a map such that fl W is an immersion. Then f represents an 
A-germ rx E ~(A). If A i= M pick Ki ¢ A. To extend rx over A u Ki is to 
find a map 9 E JV which agrees with f in some neighborhood of A, and 
which is an immersion of a neighborhood of A u K i • This is done as 
follows. 

Let B c Ui be a disk whose interior contains K i • Now f(B) c V;, and 
V; is diffeomorphic to an open set in [R", n ~ 2 dim M. Therefore by Theorem 
1.1 fIB:B --> V; can be C2 approximated by immersions. 

Let A: M --> [0,1] equal 0 on an open neighborhood Z of A u (M - int B), 
and 1 on an open neighborhood Y of Ki - W. For each immersion g:B --> V; 
define a map S(g):M --> N by 

( ) {
f(X) if x E M - B 

S 9 x = 
(1 - A(X) )f(x) + A(X)g(X) if x E B. 

Here we have identified V; with an open set in [R" via tfJi. The map 

S: C~(B, V;) --> C~(M,N) 
is continuous, and 

S(.fIB) = f, 

S(g) = f 
S(g) = 9 

on 

on 

Z 

Y. 

From the first equation it follows that S(g) E JV if 9 is sufficiently near fiB. 
The second equation implies that S(g) and f have the same A-germ. The 
third equation implies that S(g) is an immersion on Y. But in fact S(g) is an 
immersion of a neighborhood of Ki if 9 is sufficiently near fiB. For let X be 
a neighborhood of Ki - Ywith X compact in W. Since flW is an immersion 
and X c W is compact, f has a neighborhood JV 1 such that hlX is an 
immersion if hE JV 1. If 9 is close enough to f then S(g) E JV 1 and so S(g)IX 
is an immersion. Such an S(g) is thus an immersion of a neighborhood of 
Au K i . This proves that (~,Ill) is locally extendable. By Theorem 2.11, 
~(M) i= 0, that is, JV contains an immersion. 

Another proof of Theorem 2.12 is given at the end of Section 3.2. 

QED 

If M is not compact then embeddings may not be dense in C'S(M,N), no 
matter what the dimensions of M, N. For example let f: 71. --> [R" be a map 
of the integers whose image is the set of points having rational coordinates. 
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Let g: 2 --+ IRn be any map such that 

1 
Ig(n) - f(n) I < ~ 
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for n =1= O. Then the image of 9 is dense, so g(2) is not discrete; hence 9 is 
not an embedding. 

The difficulty is trying to imitate the proof of Theorem 2.12 for em­
beddings is that if M is not compact the structure functor defined by A-germs 
of embeddings is not continuous. It is continuous, however, when M is 
compact; and if dim N ~ 2 dim M + 1 it can be proved locally extendible. 
More generally, if the neighborhood JV c C'S(M,N) consists of proper maps, 
then the structure functor of A -germs of maps in JV which are embeddings 
in a neighborhood of A is continuous, and locally extendable if dim N ~ 
2 dim M + 1. In this way one obtains a proof of the following result; the 
details are left as an exercise: 

2.13. Theorem. Let M, N be C manifolds, 1 ~ r ~ 00, with dim N ~ 
2 dim M + 1. If M is compact then embeddings are dense in C'S(M,N). If M 
is not compact, embeddings are dense in Prop'S(M,N). 

As a corollary we have the following result of Whitney: 

2.14. Theorem. Every C n-dimensional manifold, 1 ~ r ~ 00, is C dif­
feomorphic to a closed submanifold of 1R 2n + 1. 

Proof. This follows from Theorem 2.13 as soon as a proper map f: M --+ 

IR has been found. If M is compact take f constant. If M is not compact, let 
M 1 C M 2 C ... be an increasing family of compact sets which fill up M, 
withMk c IntMk + 1 . 

Let 
k ~ 1 

and extendfto a continuous map sending M2k - M 2k - 1 into [2k - 1,2k + IJ 
using Tietze's theorem. Then f is proper. 

QED 

We return to Theorem 2.13 in Section 2.4. 

Exercises 

*1. (a) Let X c M be a closed subset of a C' manifold, 0 :( r :( 00. Then there exists 
a C' map J:M --> [0,00) with X = J-'(O). [Hint: let JIM - X be a C' map which 
closely approximates, in the strong CO topology, the map exp ( - d(x,X) ).J 

(b) If X, Yare disjoint closed subsets of a C' manifold M, 0 :( r :( 00, there is a 
C' map kM ..... [O,IJ with r'(O) = X, r'(l) = Y. 

2. Any two points in a connected C manifold, 0 :( r :( 00, can be joined by a C' 
path J:[O,IJ ..... M, and for r :? 1, Jean be chosen to be an embedding. (This is also 
true, but difficult, for r = w.) 
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3. Let p:M --> N be a C' map and I:N --> Mae section of p (that is, pI = 1M ), 

(a) If 1 :s; r < s :s; CfJ then I can be C approximated by C' sections. In fact if 9 
is sufficiently C close to I then g(M) is the image of a section. 

(b) If 0 = r < s :S;CfJ and p is submersive, then I can be C approximated by C' 
sections. 

4. There are relative versions of theorems 2.6, 2.9, 2.12, and 2.13. 

5. What are the bilinear functions Ak in the proof of Theorem 2.4 '? 

3. Approximations on a-Manifolds and Manifold pairs 

In this section we extend the approximation results of Section 2.2 to 
a-manifolds and manifold pairs. 

In constructing a COO differential structure for a C a-manifold, one needs 
to know that a C map f:(M,aM) -> (N,8N) can be approximated by Coo 
maps. Thus we are led to consider the space C'S(M,8M; N,aN) of C maps 
f:M -> N such thatf(8M) c aN, with the strong topology. More generally 
we consider C'S(M,Mo; N,No), where Mo c M and No c N are closed neat 
C submanifolds. 

The proofs are quite close to those of Section 2.2. The main change is 
an adaptation of the approximation Theorem 2.4 to pairs. The details of this 
are given for a-manifolds; other proofs are omitted. 

The definition of Ilfllr, K, where now f is defined on an open subset of a 
halfspace, is the same as before. 

3.1. Lemma. Let E c IRm and F c IRn be halfspaces, VeE an open 
subset, and f: V -> F a C map, 0 ~ r < 00. Let K c V be compact and 
8 > O. There is an open neighborhood V' c V of K and a Coo map g: V' -4 F 
such that Ilg - fllr, U' < 8. Moreover, if X c av is such that f(X) c aF, 
then g can be chosen so that g(X (\ V') c 8F. 

Proof. We may assume that either av or 8F is nonempty, for if both 
are empty Theorem 3.1 is subsumed by previous results. If av = 0, first 
approximate f by a map 

fo(x) = f(x) + y 

where y E F - aF has norm <8; then apply 2.4. 
If av =F 0 but 8F = 0, extendfto a C map on an open neighborhood 

of V in IRm, using local extensions and C partitions of unity, and apply 2.4. 
If both 8 V and aF are nonempty, make the natural identifications: 

IRm = (aE) x IR, 

IR" = (aF) x IR, 

For (x,y) E (aE) x IR write 

E = (aE) x [0,00); 

F = (aF) x [0,00). 

f(x,y) = Uo(X,y),fl (x,y)) E 8F x [0,00). 

Note that j~ ~ o. 
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We use a variation of the convolution of Section 2.1. Let 8: [Rm -+ R be 
a Coo convolution kernel of the special form 

8(x,y) = ct(x)P(y) 

where ct:aE -+ R, P:R -+ R are Coo convolution kernels. 
Suppose ct, P and 8 have support radius less then b > 0. Let U' = 

{(x,y) E UI(x,z) E U if y :::; z < y + b. Define 

h(x,y) = It;;, 0 Is E i'E f(x - x,y + t)ct(s)P(t) ds dt 

Then h is Coo and Ilh - fllr.u' -+ ° as b -+ 0. Moreover h(U') c F because 
f1 and P are nonnegative, If f(aU) c aF then f(x,y) ~ f(x,O), which implies 
h(x,y) ~ h(x,O). Now define g(x,y) = h(x,y) - h(x,O). Then g(U') c F and 
g(aU') c aF. If b is small enough, the map g: U' -+ F satisfies the lemma. 

3.2. Lemma. Let E c [Rm, F c [Rn be half spaces and U c E, V c F 
open sets. Then Coo(U,v) is dense in C~(U,v), and Coo(U,aU; V,aV) is dense 
in C~(U,aU; V,aV), ° :::; r < 00. 

Proof. This proof is almost the same as that of Theorem 2.4. The details 
are left to the reader. 

3.3. Theorem. Let M and N be a CS manifolds, 1 :::; s :::; 00; aM or aN 
or both may be nonempty, Then CS(M,N) is dense in C~(M,N) and 
CS(M,aM; N,aN) is dense in C~(M,aM; N,aN), ° :::; r < s. 

Proof. A relative version of Theorem 3.2 is proved in the same way as 
Theorem 2.5. The globalization to Theorem 3.3 is just like the proof of 
Theorem 2.6. 

QED 

3.4. Theorem. Every C manifold M, 1 :::; r < 00, is C diffeomorphic to 
a Coo manifold and the latter is unique up to Coo diffeomorphism. 

Proof. Similar to the proof of Theorem 2.9, and left to the reader. 

By a C manifold pair (M,M 0) we mean a C manifold M together with 
a C submanifold Mo. The approximation and globalization techniques 
developed so far can be combined to yield the following results; the proofs 
have the same general outline as the previous ones and are left to the reader. 

3.5. Theorem. Let (M,Mo) and (N,No) be CS manifold pairs, 1 :::; s :::; 00. 

Suppose that Mo is closed in M, and Mo c M - aM or Mo c aM or Mo 
is a neat submanifold. Then CS(M,Mo; N,No) is dense in C(M,Mo; N,No), ° :::; r < s. If 1 :::; r < s, and (M,Mo) and (N,No) are C diffeomorphic, they 
are also CS diffeomorphic. 
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3.6. Theorem. Let (M,M 0) be a C manifold pair. If 0 < r < s ~ 00 

then (M,M 0) has a compatible CS structure (that is, (M,M 0) is C diffeomorphic 
to a CS manifold pair). If also Mo is closed in M, and Mo c M - aM or 
Moe aM or M 0 is neat, then the compatible CS structure is unique up to C 
diffeomorphism of manifold pairs. 

Theorem 3.6 is of use in parts of analysis (invariant manifold theory, for 
example) where submanifolds of low differentiability occur naturally. 

There are counter-examples to the existence of ex; structures on CO pairs 
(M,M 0)' even where M and M 0 each have Coo structures. 

We leave to the reader the adaptation of the proofs of Theorems 2.12, 
2.13 and 2.14 to a-manifolds. 

Exercises 

1. Let 1 ~ r < s ~ 00. There are C' manifolds, M, N and closed sets A c M, BeN 
such that C'(M,A; N,B) is not dense in CS(M,A; N,B). [Hint: let A = M. Suppose 
BeN is a C' submanifold which is not C', and f:M --> B is a C' diffeomorphism.] 

2. Relative versions of Theorems 3.3 through 3.6 are true. 

3. Theorems 3.5 and 3.6 extend to maps of manifold n-ads {M;} --> {N;} where 
Mn c ... c Mo c M and Nn c ... c No c N are nested families of closed neat 
submanifolds. 

4. Let M be a COO manifold and A c M a closed neat submanifold. If q > 2 dim M 
then every COO embedding of 8M in IRq, or of A in IRq, extends to Coo embedding of M. 

4. Jets and the Baire Property 

It is convenient to redefine the topologies on C(M,N) in a way which 
avoids coordinate charts. C(M,N) will be identified with a subset of 
CO(M,jr(M,N)) where jr(M,N) is the manifold of r-jets of maps from M 
to N. In this way C(M,N) becomes a set of continuous maps. Our first 
goal in this section is to define the weak and strong topologies on such sets. 

We denote by C(X, Y) the set of continuous maps from a space X to a 
space Y. The compact open topology on C(X, Y) is generated by the subbase 
comprising all sets of the form 

{f E C(X, Y) :f(K) c V} 

where K c X is compact and V c Y is open. We also call this the weak 
topology to contrast it with another topology defined below. The resulting 
topological space is denoted by Cw(X, Y). 

The weak topology is most useful when X is locally compact. When 
Y is a metric space the topology is the same as that of uniform convergence 
on compact sets. If X is compact and Y is metric, Cw(X, Y) has the metric 

d(f,g) = supx d(f(x),g(x)). 
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This metric is complete provided Y is a complete metric space. More 
generally: 

4.1. Theorem. Let each component of X be locally compact with a 
countable base; let Y be a complete metric space. Then Cw(X, Y) has a complete 
metric. 

Proof. It suffices to construct a complete metric on CW(Xa Y) for each 
component X a of X; therefore we assume X locally compact with a countable 
base. Then X has a countable covering by compact sets {Xn}. Each space 
CW(Xn , Y) has a complete metric. 

Define a map 
p:Cw(X, Y) ---+ TIn CW(XmY), 

Pn(f) = flXn-

Then P is a homeomorphism onto a closed subspace. Since the product 
of a countable number of complete metric spaces has a complete metric, 
Cw(X, Y) is homeomorphic to a closed subspace of a complete metric space 
and thus has a complete metric. 

QED 

Now let X and Ybe arbitrary spaces. The space Cs(X, Y) is the set C(X, Y) 
with the following strong topology. Let r f C X x Y denote the graph 
of the map f. If W C X x Y is an open set containing r f' let 

JV(f,W) = {g E C(x,Y):rg C W}. 

These sets, for allf and W, form a base for the strong topology. The induced 
topology on a subset of C(X, Y) is also called strong. 

When X is paracompact and Y is metric, Cs(X, Y) has the base comprising 
all sets of the form 

JV(f,s) = {g:d(g(x),f(x)) < s(x), all XEX} 

wherefE C(X,Y) and s E C(X,R+) are arbitrary. 
If X is compact the weak and strong topologies are the same. 
We cannot expect the strong topology to have a complete metric, since 

it may not have any metric. But we shall see that in many cases it is a Baire 
space, that is, the intersection of a countable family of dense open sets is 
dense. 

Let Y be a metric space. A subset of C(X, Y) is uniformly closed if it 
contains the limit of every uniformly convergent sequence in it. Observe 
that this concept depends on the metric on Y. A subset which is closed under 
pointwise convergence is uniformly closed, as is a subset which is closed 
in the weak topology. 

4.2. Theorem. Let X be a paracompact space and Y a complete metric 
space. Then every uniformly closed subset Q C C(X, Y) is a Baire space in 
the strong topology. 
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Corollary. If M and N are CO manifolds, every weakly closed subset 
of Q c C(M,N) is a Baire space in the strong topology. 

Proof. Let {An}nEN be a sequence of dense open subsets of Q (referring 
always to the strong topology), and let U c Q be a nonempty open set. 
Then Ao c U is a nonempty open subset of Q. Therefore there exists 
fo E Ao n U and eo E C(X,[R+) such that 

Q n %Uo,£o) c Ao n U 

where%Uo,eo) = {g:dUox,gx) :::;; e(X)}. We may obviously assume eo < l. 
By recursion there are sequences {f,,} in Q and {en} in C(X,[R+) such 

that for alln EN: 

Q n %(f,,+ben+l) c An+l n ffUmen), 

and en+1 :::;; en/2. The sequence {f,,} satisfies 

d(f" + 1 x,f"x) :::;; 2 - n 

and so is uniformly convergent. The limitfis in Q since Q is uniformly closed. 
Also f belongs to every ff(f",en), so fEU and also f E nAn" 

QED 

We now define jets of finite order r, treating first manifolds without 
boundary. Let M, N be C manifolds, 0 :::;; r < 00. An r-jet from M to N 
is an equivalence class [x,J,UJr of triples (x,J,U), where U c M is an 
open set, x E U, and f: U ~ N is a C map; the equivalence relation is: 
[x,J,UJr = [x',J',U'Jr if x = x' and in some (and hence any) pair of charts 
adapted to f at x, f and f' have the same derivatives up to order r. We use 
the notation 

[x,J,UJr = j~f = ff(x) 

to denote the r-jet off at x. We call x the source andf(x) the target of [x,J,U]. 
The set of all r-jets from M to N is denoted by J'(M,N). There are well 

defined source and target maps: 

We put 

and 

(J:J'(M,N) ~ M, 

T :J'(M,N) ~ N, 

(J-1(X) = j~(M,N), 

(J[ x,J, UJr = x 

T[X,J,UJr = f(x). 

j~(M,N) n J'(M,N)y = j~. y(M,N); 

this last is the set of all r-jets from M to N with source x and target y. 
Consider the special case M = [Rm, N = [Rn. We write 

j'([Rm,[Rn) = j'(m,n). 

Suppose U C [Rm is open and f E C(U,[Rn). The r-jet of f at x E U has a 
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canonical representative, namely the Taylor polynomial of f of order r 
at x. This polynomial map from [Rm to [Rn is uniquely determined by the 
list of derivatives of order r of fat x. This list belongs to the vector space 

r 

P'(m,n) = [R" x n L~ym([Rm,[R") 
k~l 

where L~ym([Rm,[R") denotes the vector space of symmetric k-linear maps 
from [Rm to [R". Conversely any element of pr(m,n) comes from a unique 
jet in j~(m,n). In this way we have identifications 

j~(m,n) = P'(m,n) 
and 

jr(m,n) = [Rm x P'(m,n). 

In particular jr(m,n) is a finite dimensional vector space (for r finite). If 
V c [Rm and V c [R" are open sets then jr(v, V) is an open subset of J'(m,n). 

Now let M, N be manifolds of dimension m, n respectively. Suppose 
at first that aM and aN are empty. If (cp,V), (I/!,v) are charts for M, N the 
following map 8:1'( V,v) -+ jr( cp V,I/! V) is a bijection: 

y = f(x). 

Thus 8 sends each jet to the jet of its local representation. Now jr(cp V,I/! V) 
is an open set in the vector space jr(m,n), which is isomorphic to a Euclidean 
space. Therefore we can view (8,Jr(v, V)) as a chart on jr(M,N); the topology 
on J'(M,N) is of course that determined by these charts. In this way jr(M,N) 
is a CO manifold. In fact if M, N are C+s manifolds, J'(M,N) has differenti­
ability class CS. 

For each C map f:M -+ N we define a map 

If:M -+ jr(M,N) 

by x ~ If(x). This r-prolongation of f is continuous and in fact CS if M 
and N are C+ s. We consider If as a kind of intrinsic r'th derivative of f. 
It is clear that I is injective. 

4.3. Theorem. The image of 

I:C(M,N) -+ CO(M,jr(M,N)) 

is closed in the weak topology. 

Proof. We must show that the image is closed under uniform convergence 
on compact sets. It suffices to consider convex compact subsets of coordinate 
charts. Ultimately we must prove that if V c [Rm is open and {fn} is a 
sequence such that for each k = 0, ... , r the sequence {Dkfn(x)} converges 
uniformly on V to a continuous map gk: V -+ U([Rm,[R"), then gk = Dkgo. 
This is proved by induction on k. The inductive step is the same as the 
case k = 1. If Dfn converges uniformly to gl and fn converges uniformly 
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to go, we have, for x, x + Y E U: 

go(x + y) = limn_x fn(x + y) 

= limn_ en fn(x) + limn_ CD jl Dfn(x + ty)y dt Jo . 

= go(x) + S: gl(x + ty)y dt, 

by uniform convergence. It follows easily that gl = Dgo. 

QED 

If we give C(M,N) the topology induced by I from the weak or strong 
topology on CO(M,J'(M,N)), we obtain spaces which coincide with C'iv(M,N) 
and C's(M,N), as the reader can verify. 

From Theorems 4.1, 4.2, 4.3 we obtain: 

4.4. Theorem. 
(a) C'iv(M,N) has a complete metric; 
(b) Every weakly closed subspace of C's(M,N) is a Baire space (in the 

strong topology). 

Suppose M and N are CCD manifolds. We define the set JOO(M,N) to 
be the inverse limit of the sequence 

JO(M,N) +- JI(M,N) +- ... 

and J';'(M,N) to be the inverse limit of the sequence 

J~(M,N) +- J~(M,N) +- ... 

An element of J';'(M,N) is, by definition, an !Xl-jet at x. 
The maps I fit together to define a map 

r: CCD(M,N) -+ CO(M,JOO(M,N)). 

Again the image is weakly closed, and the weak and strong topologies on 
COO(M,N) are the same as those induced by r from the corresponding 
topologies on C(M,JOO(M,N)). It follows that C~(M,N) has a complete 
metric and every weakly closed subspace of C~(M,N) is Baire in the strong 
topology. In particular, C~(M,N) is a Baire space. 

Returning to the density of embeddings, we give an alternative proof 
of Theorem 2.13. It suffices to prove that if fo: M -+ N is a C proper map 
and JV c Prop'(M,N) is a neighborhood of fo then JV contains an injective 
immersion, for a proper injective immersion is an embedding. 

We may assume that 

JV = JV(cI>,P,K,B), 

the notation being as usual, where K = {Kd i E A is a family of coordinate 
disks which covers M. 
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For each i E A let 

Xi = {J E JV:flKi is an embedding}. 

Then Xi is dense and open in JV. To see this let Bi C Vi be a slightly larger 
coordinate disk containing Ki in its interior. By Theorem 1.3.5 we can 
approximate flBi by an embedding gi; glueing gi and f together by a C 
map kM ...... [O,lJ which is 1 on D; and ° on M - K;, gives a map which 
embeds D; and which tends to f as g; tends to fiB;. Thus Xi is dense. Openness 
follows from openness of embeddings. 

A similar argument proves that if (i,j) is such that Ki n K j = 0, then 
the set 

Xij = {J E JV:flKi u K j is an embedding} 

is dense and open. 
Let K(l), K(2l, ... be a family of refinements of K such that each KU) 

is a locally finite covering of M by coordinate disks, and such that for any 
distinct x, Y E M there exist disjoint disks KY), K~) E K(j) with x E KY), 
Y E K~). Since M has a countable base, each K(n) is countable. 

Let x(n) be the set of f E JV such that fIK~n) u K)n) is an embedding 
whenever K~n), Kjn) are disjoint disks in K(n). Then each x(nl, and hence 
nn x(n), is the intersection of a countable family of dense open subsets of 
JV. Since the Baire property is inherited by open sets, JV is a Baire space. 
Therefore nn x(n) is dense in JV. This intersection is precisely the set of 
injective immersions in JV. Therefore embeddings are dense. 

In our treatment of jets we have assumed that aM = aN = 0. We now 
consider the general case where M and N are allowed to have boundaries. 

The definition of r-jet is unchanged, but the topology on j'(M,N) must 
be treated carefully. Consider first open subsets V, V of halfspaces E c [Rm, 

F c [Rn. For each (x,y) E V x V there are canonical identifications (for 
r < (0): 

, 
j~)V, V) = TI L~ym([Rm,[Rn) 

k=l 

= j~,o(m,n). 
Consequently 

j'(V,v) = V x V x j~,o(m,n). 

If either av or av is empty, this is an open subset of a halfspace. But if 
av =I- 0 and av =I- 0 it is not. It is, however, homeomorphic to an open 
subset of a half space; this follows from the same property for V x V, 
which in turn follows from the homeomorphism 

[0,(0) x [0,(0) ~ [R x [0,(0). 

Thus again J'(M,N) has a natural CO manifold structure, and the preceding 
development goes through. (But if M and N are C+s a-manifolds, j'(M,N) 
has no natural CS structure.) The treatment of jets of infinite order is the 
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same as before, and Theorem 3.4 holds for all manifolds. The proof of 
density of embeddings in Prop~(M,N) can be adapted to a-manifolds. 

Exercises 

1. Let X be locally compact and paracompact. Suppose Y has an open covering by 
completely metrizable subspaces. Then every weakly closed subset of Cs(X, Y) is Baire 
in the strong topology. 

***2. Under what conditions is the natural map 

a homeomorphism? 

3. Let X be paracompact and Y metric. For each 8 E C(X,R+) define a metric d, on 
C(X,Y): 

d,(f,g) = min {1, supx d(fx,gx)/8(x)}. 

(a) If Y is complete each metric d, is complete. 
(b) If Q c C(X, Y) is uniformly closed and 8 is bounded then Q is closed in the 

metric space (C(X, Y),d,). 
(c) The strong topology on C(X,Y) is that induced by the family of metrics 

{d,:8 E C(X,R+)}. 

4. The Baire property for the strong topology on uniformly closed subsets of C(X, Y) 
follows from Exercise 3 and the following. Let Q be a space whose topology is defined 
by a family ,1 of complete metrics. Suppose that ,1 is a directed set under the partial 
ordering: 

if for all (X,y). 

Then Q has the Baire property. 

5. Let {X;} i E A be a family of complete metric spaces. Let X be the product of the 
sets Xi' with the following strong product topology: a set is open if and only if its pro­
jection into each Xi is open. If Q c X is closed in the usual product topology, the 
strong product topology on Q has the Baire property. 

6. If M is compact then Cw(M,lRn) is a Banach space for r < 00. 

*7. Cw(IR,IR) is a complete, locally convex topological vector space, but it does not have 
a norm. Thus it is not a Banach space. [Hint: let E be a topological vector space. Call 
X c E bounded if for every neighborhood NeE of 0 there exists t > 0 such that 
tX c N. Then E has a norm if and only if there is a bounded convex neighborhood 
of O.J 

8. Cw(M,IR) is a separable, complete locally convex topological vector space which is 
separable if M is compact; but it does not have a norm. (See Exercise 8.) 

9. Let M be a C manifold, 0 :s; r :s; w. The set DiW(M) of C diffeomorphisms of M 
is a topological group under composition in both the weak and the strong topologies. 

10. Let M, N, P be C manifolds, 0 :s; r :s; 00. 

(a) The composition map 

C(N,P) x C(M,N) ~ C(M,P), 

(f,g) ~ fog 

is continuous in the weak topologies. 
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(b) For fixed f = fo composition is continuous in g in the strong topologies. 
(c) For fixed g = go composition is continuous in f in the strong topologies if 

and only if g is proper. 
(d) Composition is continuous at (fo,go) if and only if go is proper. 

11. Compute the dimension of J'(M,N). 

***12. Is C~(lR,[R) paracompact? Normal? 

13. The subspace 
x = {IE C~([R,[R):Supp f is compact} 

is closed but does not have the Baire property. 

14. The limit set L(f) of f:M --+ N is the set of YEN such that Y = lim Xn for some 
sequence {xn} in M which has no convergent subsequence. If dim N > 2 dim M and 
1 ~ r ~ 00 then embeddings are dense in 

.!E = {IE C's(M,N):f(M) n L(f) = 0}. 

[If f E .!E, there is an open set No c N containing f(M) such that f: M --+ No is proper; 
use Theorem 2.13.J 

15. An open set P c J'(m,n) is natllral if it is closed under composition with jets of 
local diffeomorphisms of [Rm and [Rn. Given such a P and C' manifolds M, N define 
P(M,N) to be the set of C' maps from M to N all of whose local representations have 
their r-jets in P. Then P(M,N) is open in C's(M,N). 

16. The set of immersions is a Baire subset of C~(M,N), 1 ~ r ~ 00 if dim M ~ 
2 dim N. (A Baire subset is the intersection of a countable family of dense open subsets.) 

*17. The space C's(M,N) is completely regular, 0 ~ r ~ 00. 

5. Analytic Approximations 

Partitions of unity are of no use for constructing analytic approximations 
because an analytic function on [Rn is constant if it has bounded support. 
More subtle globalization techniques are needed. 

Using methods from complex analysis, Grauert and Remmert [1] have 
proved the following deep result: 

5.1. Theorem. Let M and N be CW manifolds. Then CW(M,N) is dense in 
C~(M,N), 0 ~ r ~ 00. 

That this is true is very fortunate, for it means that CW differential topology 
is no different from the COO theory for such questions as diffeomorphism 
classification of manifolds, existence of embeddings and immersions, etc. 
These questions concern open sets of maps, from one manifold to another. 
Where closed sets of maps or individual maps are considered, for example 
solutions to differential equations, the degree of differentiability may play 
an important role. It is also an important consideration whenever maps 
from a manifold to itself are studied. For such maps problems of conjugacy 
and iteration arise, and high differentiability is sometimes a crucial 
hypothesis. 
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Occasionally analytic maps are a useful tool because their level surfaces­
even critical ones-are analytic varieties. More general than manifolds, 
analytic varieties still are topologically fairly simple. In particular, they 
can be triangulated. 

Morrey [1 J proved Theorem 5.1 for compact manifolds. An elegant 
treatment of this case was given by Bochner [1 J under the assumption of 
an analytic Riemannian metric. 

Once Theorem 5.1 is known, the existence of compatible CW structures 
on C manifolds can be proved using the maximality argument of 
Theorem 2.9. This was first proved by Whitney [2J using the following 
easier approximation result: 

5.2. Theorem (Whitney [6]) Let U c IRm be open and f: U -* IR a C 
map, 0 ~ r < 00. Let v:lRm -* [O,IJ be a CD map of bounded support, equal 
to 1 on a neighborhood of a compact set K c U. Set h(x) = v(x)f(x). Let 
6: IRm -* IR, 6(x) = exp ( -lxI2). Let T = I/S~" 6. Let B > O. Then for K > 0 
sufficiently large, the convolution g of h with the function TKm 6(K,x) is analytic 
and satisfies Ilg - fllr.K < 8. 

The proof is straightforward, but in the absence of partitions of unity 
it is not easy to pass from Theorem 5.2 to an approximation theorem for 
abstract CW manifolds. For CW submanifolds of IRn, however, Theorem 5.2 
works quite nicely once the technique of tubular neighborhoods is available. 

We shall use Theorem 5.2 to prove, in Section 4.6, that Coo manifolds 
have compatible CW structures. 

Nash [1 J proved that a compact connected Coo manifold without 
boundary is Coo diffeomorphic to a component of a real algebraic variety; 
he also proved an algebraic approximation theorem for maps of such 
manifolds. 

An interesting topological application of Nash's results was made by 
Artin and Mazur [1]: if M is a compact connected COO manifold there is 
a dense subset of C'S(M,M) of maps f:M -* M such that the number of 
fixed points of fn is bounded above by a function of the form AeAn where 
A and A are positive constants depending only on M. 

Exercise 

1. If U c IRm is open, polynomials are dense in C~(U,IR). [Hint: replace the exponential 
in Theorem 5.2 by a Taylor polynomial.] 



Chapter 3 

Transversality 

Transversality unlocks the secrets of the manifold. 

-H. E. Winkelnkemper 

"Transversal" is a noun; the adjective is "transverse." 

-J. H. C. Whitehead, 1959 

Consider the following statements: 

1. If f: S2 -> 1R2 is C1 , then f -l(y) is finite for "most" points y E IR. 
2. Two lines in 1R3 do not intersect "in general." 
3. Iff: IR -> IR is C1 , "almost all" horizontal lines in IR x IR are nowhere 

tangent to the graph of f. 
4. "Generically" a C1 immersion Sl -> 1R2 has only a finite number of 

crossing points. 

These statements illustrate a type of reasoning that is common in differen­
tial topology. Most people would agree they are plausible. Yet there is an 
element of uncertainty about them, due to the vagueness of the words in 
quotation marks. Even if these are given precise definitions, it is obvious 
that something needs to be proved. The purpose of this chapter is to develop 
the mathematics needed to justify such statements. 

The basis of this mathematics is a profound result in analysis, due to 
A. P. Morse and A. Sard. 1 It says that if f: IRn -> IRk is cr, where r > max 
{O,n - k}, then the set of critical values has measure zero in IRk. We prove 
this only for the case r = 00. This version is considerably easier and is ade­
quate for differential topology. 

The reader may prefer to accept the Morse-Sard theorem (Theorem 1.3) 
on faith, since the method of proof is not used elsewhere. 

In Section 3.2 the Morse-Sard theorem is used to prove various trans­
versality theorems. These guarantee the existence of plenty of maps f: M -> N 
which are transverse to a submanifold A c N. This is a fundamental result 
in differential topology; analogous statements in the theory of topological 
or polyhedral manifolds are false. 

In this chapter and the remainder of the book, all manifolds and sub­
manifolds are assumed to be Coo unless the contrary is stated. In view of the 
approximation results ofthe preceding chapter this is not a serious restriction. 

1 The first theorem of this kind was proved by A. B. Brown [1]. See also Dubovickif [1]. 
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1. The Morse-Sard Theorem 

An n-cube C c [R" of edge A > 0 is a product 

C = II X . . . xI" c [R x . .. x [R = [R" 

of closed intervals oflength A; thus 

I j = [aj,aj + ),] c [R. 

The measure (or n-measure) of Cis 

J.l(C) = J.l"(C) = A". 

3. Transversality 

A subset X c [R" has measure zero if for every c > 0 it can be covered 
by a family of n-cubes, the sum of whose measures is less than c. A countable 
union of sets of measure zero has measure zero. Therefore X has measure 
zero if every point of X has a neighborhood in X of measure zero (by 
LindelOf's principle). 

1.1. Lemma. Let U c [R" be an open set and f: U -+ [R" a C1 map. If 
X c U has measure zero, so has f(X). 

Proof. Every point of X belongs to an open ball B c U such that IIDf(x)11 
is uniformly bounded on B, say by K > O. Then 

If(x) - f(y)1 ~ Klx - YI 

for all x, y E B. It follows that if C c B is an n-cube of edge A, then f( C) is 
contained in an n-cube C of edge less than Jnd = LA. Therefore J.l(C) < 
L"J.l(C). 

00 

Write X = U Xj where each Xj is a compact subset of a ball B as 
1 

above. Foreachc > O,Xj c Uk CkwhereeachCkisann-cubeandLJ.l(Ck) < 
c. It follows that f(X j ) c Uk C~ where the sum of the measures ofthe n-cubes 
C~ is less than L "c. Hence each f(X j) has measure zero, and so X has measure 
zero. 

QED 

Now let M be a (COO) n-dimensional manifold. A subset X c M is said 
to have measure zero if for every chart (cp,U), the set cp(U n X) c [R" has 
measure zero. Because of Lemma 1.1, this will be true provided there is some 
atlas of charts with this property. 

Notice that we have not defined the "measure" of a subset of M, but 
only a certain kind of subset which we say "has measure zero." This is in 
accordance with the red herring principle (Chapter 1, page 22, footnote). 

It can be shown that a cube does not have measure zero. Therefore a 
set of measure zero in [R" cannot contain a cube; hence it has empty interior. 
It follows that a closed measure zero subset of [R", or of a manifold M, is 
nowhere dense. More generally, suppose X c M has measure zero and is 
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v-compact, that is, X is the union of a countable collection of compact sets. 
Each of these is nowhere dense, and so X is nowhere dense by the Baire 
category theorem. The complement of X is residual, that is, it contains the 
intersection of a countable family of dense open sets. The Baire theorem says 
a residual subset of a complete metric space is dense. Note that the inter­
section of countably many residual sets is residual. 

1.2. Proposition. Let M, N be manifolds with dim M < dim N. Iff: M -+ 

N is a C1 map then f(M) is nowhere dense. 

Proof. It suffices to show that f(M) has measure zero. This follows from: 
g(U) c ~n has measure zero if U c ~m is open and g: U -+ ~n is C1 , with 
m < n. To prove this assertion, write g as a composition of C 1 maps 

U = U x 0 c U X ~n-m ~ U !!.. ~n. 

Clearly U x 0 has n-measure zero in 

hence the proposition follows from Lemma 1.1 applied to ng. 

QED 

Recall that a point x E M is critical for a C1 map f: M -+ N if the linear 
map T xf: M x -+ N f(x) is not surjective. We denote by If the set of critical 
points of f. Note that N - f(If) is the set of regular values of f. 

1.3. Morse-Sard Theorem. Let M, N be manifolds of dimensions m, n 
and f:M -+ N a C map. If 

r > max {O,m - n} 

then f('[.!) has measure zero in N. The set of regular values off is residual 
and therefore dense. 

The differentiability requirement is strange but necessary. We shall prove 
the theorem only in the C'X! case. Before beginning the proof let us examine 
the implications of the theorem in particular instances. 

Let f: ~ -+ ~ be C1 . If y is a regular value, then the horizontal line 
R x y c ~ X ~ is transverse to the graph of f (Figure 3 -1). Thus the 
theorem implies that "most" horizontal lines are transverse to the graph. 

Consider next a map f: ~2 -+ ~l. In this case the theorem says that most 
horizontal planes ~2 x z c ~2 X ~ are transverse to the graph of f iff is 
C2 (Figure 3-2). This seems plausible. In fact it seems plausible that this 
should hold even if f is merely C1 ; but Whitney [1] has found a counter­
example! In fact Whitney constructs a C 1 map f: ~2 -+ ~l whose critical 
set contains a topological arc I, yet flI is not constant, so that f(If) contains 
an open subset of ~. This leads to the following paradox: The graph of f 
is a surface S c ~3 on which there is an arc A, at every point of which the 
surface has a horizontal tangent plane, yet A is not at a constant height. To 
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Figure 3-2. 

3. Transversality 

make this more vivid, imagine that S is a hilI and A a path on the hill. The 
hilI is level at every point of the path, yet the path goes up and down. 

Proof of the M orse-Sard Theorem for coo Maps. It suffices to prove a 
local theorem; thus we deal with a Coo map f:W ~ IR" where We IRm is 
open. If m < n then f(W) has measure zero. We assume from now on that 
m ~ n. 

A differential operator of order 1 means a map Coo(W,IR) ~ COO(W,IR) of 
the form 

8g 
9 'r-+-

8xk 

for some k E {I, ... , m}. The composition of v such operators is a differential 
operator of order v. 

We express the critical set If as the union of three subsets as folIows. 
Write f(x) = (fl (x), ... ,fm(x)). 
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I I is the set of points p E If such that Ll!;(p) = 0 for all differential 
operators Ll of order ~ min and all i = 1, ... , m. 

I2 is the set of points p E If such that Ll!;(p) i= 0 for some i and some 
differential operator Ll of order ~ 2; 

I3 is the set of points p E If such that ;;. (p) i= 0 for some i, j. 
J 

Clearly If = II u I2 U I3. 
We now show thatj(I I) has measure zero. Let v be the smallest integer 

such that v > min. The Taylor expansion of f of order v about points of 
II shows that every point of II has a neighborhood U in W such that if 
p E I I n U and q E U then 

If(p) - f(q)1 ~ Blx - ylV, B ~ o. 
We take U to be a cube. It suffices to prove thatf(U n I) has measure zero. 

Let A be the edge of U and s a large integer. Divide U into sm cubes of 
edge Ais. Of these, denote those that meet II by Cb k = 1, ... , t, where 
t ~ sm. 

Each Ck is contained in a ball of radius (Ajs)Jm centered at a point of 
Un X. Therefore f(C k ) is contained in a cube Ck c IR" whose edge is not 
more than 

Hence the sum (J(s) of the n-measures of these cubes Ck is not more than 

Since m - vn < 0 it follows that (J(s) ~ 0 as s ~ 00. Thus f(U E II) has 
measure zero. 

Note that II = If if n = m = 1. Therefore the Morse-Sard theorem 
is proved for this case. We proceed by induction on m. Thus we take m > 1 
and we assume the truth of the theorem for any Coo map P ~ Q where 
dim P < m. 

We prove next thatf(I2 - I 3) has measure zero. For each p E I2 - I 3 
there is a differential operator 8 such that 

(1) {
8HP) = 0, 

a:
j 

8!;(p)i= 0 

for some i, j. Let X be the set of such points, for fixed 8, i, j. It suffices to 
prove that f(X) has measure zero. 

Formula (1) shows that 0 E IR is a regular value for the map 8k W ~ IR. 
Because!; is Coo, so if 8!;. Therefore X is a Coo submanifold of dimension 
m - 1. Clearly If n X c IfIX. By the induction hypothesis, f(IfIX) has 
measure zero. Hence f(I 2 - I 3) has measure zero. 
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It remains to prove that f(L3) has measure zero. Every point p E I 3 

has an open neighborhood U c W on which, for some i, j, 8fj8xj #- O. 
By the implicit function theorem we may choose U so that there is an open 
set A x B c IRm - 1 X IR and a cro diffeomorphism h: A x B ~ U such 
that the following diagram commutes: 

AxB.!!.U 

~ ~ f, 

B c IR 

In other words /;(x b ... , Xm-bt) == t for (x,t) E A x B. 
For notational convenience we reorder the coordinates in IRn so that 

/; = in. We identify U with A x B via h; now flU has the form 

IRm - 1 X IR :::::> A x B ~ IRn - 1 X IR , 
f(x,t) = (ut(x),t) 

where for each t E B, Ut: A ~ IRn -1 is a cro map. It is easy to see that (x,t) 
is critical for f if and only if x is critical for Ut • Thus 

If n (A x B) = Ut E B Lu, x t. 

Since dim A = n - 1, the inductive hypothesis implies that 

,un-1(ulLu,)) = 0 

where ,un-1 denotes Lebesgue measure in IRn - 1 . Fubini's theorem now implies 
that 

,un (UtEB f(Lu, x t)) = fB ,un-1(ulLu,)) dt 

= fB 0 dt = O. 

Therefore, reverting to the original notation, we see that f(L3 n U) has 
measure O. 

QED 

As the first application of the Morse-Sard Theorem we prove the 
following topological result, equivalent to Brouwer's fixed-point theorem: 

1.4. Theorem. There is no retraction Dn ~ sn-1. 

Proof. Suppose f: Dn ~ sn - 1 is a retraction, i.e., a continuous map 
such that flsn-1 = identity. We can find a new retraction g:Dn ~ sn-1 
which is cro on a neighborhood of sn-1 in Dn, for example 

g(x) = {f(x/lxi) if 1/2 ~ Ixl ~ 1 
f(2x) if 0 ~ Ixl ~ 1/2. 

Approximate g by a COO map h: Dn ~ sn - 1 which agrees with g on a 
neighborhood of sn-1; then h is a Coo retraction. 
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By Theorem 1.4 there is a regular value YES" -1 of h. (All we need is 
one regular value!) Then h -l(y) is a compact one-dimensional submanifold 
V cD", and 

av= VnS"-l. 

Therefore y is a boundary point of V. The component of V which contains 
y is diffeomorphic to a closed interval; it must have another boundary point 
Z E S"-l, Z #- y. But h(z) = z, contradicting z E h- 1(y). 

QED 

The same argument proves that if M is any compact smooth manifold, 
there is no retraction M ~ aM. This is true even without smoothness, 
but the proof requires algebraic topology. 

Brouwer's fixed-point theorem says that any continuous map f:D" ~ D" 
has a fixed point, that is, f(x) = x for some x. This follows from 1.5; for 
if f(x) #- x for all x, a retraction g: D" ~ S" - 1 is obtained by sending x 
to the intersection of S"-l with the ray through x emanating from f(x); 
see Figure 3-3. 

This proof that D" does not retract to S"-l illustrates the interplay 
between maps and manifolds. The final step of the proof is the observation 
that a compact I-dimensional manifold has an even number of boundary 
components. Thus the very simple topology of I-manifolds leads to a 
highly nontrivial result about maps. 

This method of studying maps is used frequently in differential topology. 
I ts basic pattern is: approximate by a COO map, find a regular value, and then 
exploit the topology of the inverse image of the regular value. 

An important extension of the method uses not a regular value but a 
submanifold to which the map is transverse. To achieve transversality, 
further approximation theorems are needed. These are developed in the 
next section. 

Figure 3-3. 
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Exercises 

*1. Let f: [R --> [R be differentiable (not necessarily CI). Then the set of critical values 
has measure 0. 

2. (a) For every Yo E N, the set 

{f E C(M,N): Yo is a regular value} 

is open and dense in C'S(M,N), 1 ::::; r ::::; 00. 

(b) Given Yo E N,.f~:M --> N, a neighborhood.% c CS(M,N) of fo, and a neighbor­
hood W c M of f 0 I( Yo), there exists g E AI" such that g rr Yo and g = fo on M - W. 

3. Let M be a manifold without boundary and K c M a closed set. Every neighborhood 
U c M of K contains a closed neighborhood of K which is a smooth submanifold of 
M. [ConsiderA -I [O,y] where i.:M --> [0,1] is 1 on K, has support in U, and y is a regular 
value of X.] 

4. (a) Let M be a connected manifold and f:M --> N an analytic map. Let I c M 
be the set of critical points. If I =F M then f - If(I) has measure zero. 

(b) Iff is merely COO, the conclusion of (a) can be false. 

***5. Let U c [R3 and V c [R2 be open sets. If f: U --> V is CI and surjective, does f 
necessarily have rank 2 at some point of U? 

2. Transversality 

Let f:M ~ N be a C1 map and A c N a submanifold. If K c M we 
write f mK A to mean that f is transverse to A along K, that is, whenever 
x E K and f(x) = YEA, the tangent space Ny is spanned by Ay and the 
image Txf(M x). When K = M we simply write f rjl A. 

In Sections 1.3 and 1.4 it was shown that if f rjl A then f - l(A) is a sub­
manifold (under certain restrictions on boundary behavior). This is one of 
the main reasons for the importance of transversality. 

Define 

and 
m~(M,N;A) = {JEC(M,N):f mK A }, 

m r (M,N; A) = m~ (M,N; A). 

The main result of this section is the following theorem. Recall that a 
residual subset of a space X is one which contains the intersection of count­
ably many dense open sets. (Remember that all manifolds and submanifolds 
are tacitly assumed to be Coo.) 

2.1. Transversality Theorem. Let M, N be manifolds and A c N a sub­
manifold. Let 1 ::::; r ::::; 00. Then: 

(a) m r (M,N; A) is residual (and therefore dense) in C(M,N) for both the 
strong and weak topologies. 

(b) Suppose A is closed in N. If L c M is closed Crespo compact], then 
mI. (M,N; A) is dense and open in Cs(M,N) Crespo in C~(M,N)]. 

The proof is based on the Morse-Sard theorem for the local result, and 
on the same globalization that was used for openness and density of immer-
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sions in Chapter 2. Since this technique will be used more than once, we first 
develop it abstractly. 

Let M and N be C manifolds, 0 ::( r ::( 00. By a C mapping class on 
(M,N) we mean a function fl£ of the following type. The domain of fl£ is the 
set of triples (L,V,v) where V c M, V c N are open, L c M is closed, 
and LeV. To each triple fl£ assigns a set of maps fl£L(V,V) c C(V,v). 
In addition :r must satisfy the following localization axiom: 

Given triples (L, V,v) a map f E C( V,v) is in :r L( V,v) provided there 
exist triples (Li,Vi, V;) and maps;; E fl£ dVi, V;) such that L c ULi and 
f = ;; in a neigh·borhood of Li> for all i .• 

An example to keep in mind is: 

:r L(V, V) = m~ (V, V; V n A). 

A mapping class :r is called rich if there are open covers 0/1, Y of M, N 
such that whenever open sets V c M, V c N are subsets of elements of 
0/1, Y and LeV is compact, then fl£ L( V,v) is dense and open in C~( V, V). 

2.2. Globalization Theorem. Let:r be a rich C mapping functor on (M,N), 
o ::( r ::( 00. For every closed set L c M: 

(a) fl£ L(M,N) is dense and open in C'S(M,N): 
(b) fl£ L(M,N) is dense and open in C~(M,N) if L is compact. 

Proof. Fix Land f E C(M,N). In what follows i runs over a countable 
indexing set A. Let <P = {(jJi' VJ be a locally finite atlas on M, Ki c Vi 
compact sets such that L = uKi, and '1' = {I/Ji' V;} a family of charts on N 
such that f(Ki) c Vi. Because fl£ is rich we can choose Vi and V; so that 
:r dE, V;) is dense and open in C~(E, V;) for every open set E c Vi which 
contains K i . 

Define A c C(M,N) to be the set of all g E C(M,N) such that 

glVi E :r d Vi' V;) for all i E A. 

The localization axiom implies A c fl£ L(M,N). 
Suppose f E fl£ dM,N). Then f E A by the localization axiom. Our 

assumption that each :r dVi, V;) is weakly open implies that when L is 
compact A is weakly open (since A is then finite), while in general A is 
strongly open (because <P is locally finite). This proves the two openness 
statements in Theorem 2.2. 

We now drop the assumption that f E:r L(M,N) and proceed to the 
density part of Theorem 2.2. 

F or each i let 8i > 0 be given. Then there is defined the strong basic 
neighborhood 

.AI = .Alr(f; <P,'l',K,8) 

where K = {KiLEA and 8 = {8iLEA. 
Fixj E A. Let E = Vj n f- 1(Vj); then K j c E. Since:r is rich,:r K/E, Vj) 

is dense. Let },:E -> [0,1] be a C map with compact support, such that 
A = 1 near K j • 
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To simplify notation, identify Vi with an open subset of a halfspace via 
l/lj' so that vector operations make sense on elements of Vi, 

If 9 E C~(E, Vi) is sufficiently close to fiE, the following map r(g) = 

hE C(M,N) is well-defined: 

h(x) = {f(X) + A(X)[g(x) - f(x)] 
f(x) if x E M - E. 

if xEE 

Moreover, as 9 tends to fiE in the weak topology, h ~ f in the strong topol­
ogy. Since !![ K/E, Vi) is dense, we can choose 9 E !l£ K/E, Vi) so close to fiE 
that hE fl. Since h = 9 near K j it follows that hE !l£ Kj(M,N). 

This shows that for all i E A, the set q K,(M,N) is dense in C'S(M,N); and 
we already know it is open. It follows from Baire that ni q K,(M,N) is 
strongly dense; since this set contains!l£ L(M,N), the latter is therefore strongly 
dense. 

The proof that q dM,N) is weakly dense when L is compact, is similar. 

QED 

The proof of Theorem 2.1 will be based on the following semilocal result. 

2.3. Lemma. Let K be a compact set in a manifold U, IRa c IR" a linear 
subspace, and V c IR" an open set. Then 

m~ (U,v; IRa n V) 

is dense and open in C~(U,v), 1 :( r :( 00. 

Proof. Since C~(U,v) is open in C~(U,IR") it suffices to take V = IR". 
Let n:lR" ~ 1R"/lRa be the projection. If f E C(U,IR") and x E U, then 

f mx IRa if and only if: either (i) f(x) ¢ IRa, or (ii) x E IRa and x is a regular 
point for nf: U ~ 1R"/lRa. 

Suppose f mK IRa. Then each Y E K has a compact neighborhood Ky c K 
such that either (i) holds for all x E Ky or (ii) holds for all x E Ky. Let such 
a Ky be chosen. It is easily seen that whether (i) or (ii) holds y, the set of 
f E C~(U,IR") such that f r)iKy IRa is open. Since K is covered by a finite set 
of neighborhoods K y1 , .•• , K y" it follows that m~ (U,IR"; IRa) is open. 

We now prove denseness. Since COO maps are dense in C~(U,IR"), it suffices 
to show that an arbitrary COO map g: U ~ IR" is in the closure of m~ (U,lRn; E). 
Let {Yd be a sequence in IR" tending to 0, such that each n(Yk) is a regular 
value of ng: U ~ 1R"/lRa. Define 

gk: U ~ IR", 

gk(X) = g(x) - Yk' 

Then gk ~ 9 in C~(U,IR"). Since gk rr IRa, this shows that m~ (U,IR") is dense 
in C~(U,IR"). 

QED 
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Proof of the Transversality Theorem 2.1. First we assume that A is a 
closed submanifold and prove Theorem 2.l(b). We begin with the case 
aN = 0. 

It is easy to verify that for 1 ~ r ~ 00 the function 

q":(L,U,v) f---+ m~ (U,v; A (\ V) 

is a C mapping class on (M,N). Under the assumption that aN = 0 and 
A is closed, fl£ is rich. This follows from Lemma 2.3 by taking r1lt to be any 
open cover of M and 1/ to be an atlas of coordinate domains on N that 
come from submanifold charts for (N,A). It follows from Theorem 2.2 that 
m~ (M,N; A) is strongly dense and open, and weakly dense and open if L 
is compact. 

Suppose now that A is still closed, but aN # 0. We may assume N c IRq 
as a closed submanifold. Then the weak and strong topologies on C(M,N) 
are those it inherits from the weak and strong topologies C(M,lRq). We have 
already proved that mr (M,lRq; A) is strongly open, since A c IRq is closed 
and alRq = 0; therefore the equation 

mr (M,N; A) = C(M,N) (\ mr (M,lRq; A) 

shows that mr (M,N; A) is strongly open in C(M,N). A similar argument 
shows that m~ (M,N; A) is strongly open, and weakly open if L is compact. 
For density put No = N - aN, Ao = A - aN, so that aNo = 0 and 
Ao c No is a closed submanifold. Then m~ (M,N 0; Ao) is strongly dense 
in C(M,N 0), and weakly dense when L is compact. Now C(M,N 0) is a 
subset of C(M,N) which is both strongly and weakly dense. Therefore 
m~ (M,No; Ao) is a subset of m~ (M,N; A) which is strongly dense, and 
weakly dense when L is compact. This proves Theorem 2.1 (b) in full 
generality. 

To prove Theorem 2.l(a) when A is not closed, let Ak be a countable 
family of compact coordinate disks on A. Then 

mr (M,N; A) = n mr (M,N; Ak)· 
k=l 

Since Ak is closed, m r (M,N; Ak ) is strongly dense and open which proves 
00 mr (M,N; A) strongly residual. Write M = U M j where each M j is com­

j= 1 

pact. Then 
x mr (M,N; A k ) = n mr MiM,N; Ak)· 

j= 1 

This makes each mr (M,N; Ad weakly residual; hence each mr (M,N; Ak) 
is weakly residual. Finally, (ti' (M,N; A) is weakly residual. The proof of 
Theorem 2.1 is complete. 

QED 
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Transversality is often used to put submanifolds A, BeN in general 
position; this means that the inclusion map B -> N is transverse to A, or 
equivalently, that Ax + Bx = N x when x E A (\ B. Note that this condition 
is symmetric. If A and B are in general position then A (\ B is a submanifold 
of both A and B. 

2.4. Theorem. Let A, B be C submanifolds of N, 1 ~ r ~ 00. Every 
neighborhood of the inclusion iB : B -> N in C's(B,N) contains an embedding 
which is transverse to A. 

Proof. From the approximation results of Chapter 2 we may assume r = 

00. The theorem follows from Theorem 2.1 and the openness of embeddings. 

QED 

Frequently one wants a map M -> N to be transverse not just to one 
submanifold, but to each of several submanifolds Ao, ... , Aq. If each Ai is 
closed, the set of such maps is open and dense; this follows from openness 
and density of (jy (M,N; AJ But ifthe Ai are not closed we may lose openness. 
(But see Exercises 15 and 8.) 

2.5. Theorem. Let A o, ... , Aq be C submanifolds of N, 1 ~ r ~ 00. 

The set (jr (M,N; Ao, ... , Aq) of C maps M -> N that are transverse to 
each Ai' i = 0, ... , q, is residual in C's(M,N). 

Proof. Since each set (jy (M,N; A k) is residual, k = 0, ... , q, their inter­
section is residual. 

QED 

The following typical application of transversality is frequently used. 
For integers n ~ k ~ 0, let v". k denote the Stiefel manifold of linear maps 
~k -> ~n of rank k. It is an open submanifold of the vector space L(~n,~k). 
An element of v" k can be thought of as a k-frame, that is, a k-tuple of in­
dependent vector~ in ~": the image of the standard basis of ~k. 

2.6. Theorem. Let M be a q-dimensional manifold and K c M a closed 
set. If q ~ n - k then every map K -> v". k extends to a map M -> v". k' 

Proof. We assume n > k > 0, the other cases being trivial. By covering 
M with a locally finite family of coordinate disks and making successive 
extensions, one reduces the theorem to the case M = Dq, which we now 
consider. Let g:Dq -> L(~\~n) - v".k = A. By compactness, g~l(A) is a 
closed subset of D" which is disjoint from K. By the relative approximation 
theorem (Theorem 2.2.5) we assume: 9 is COO on an open set M o c M 
containing g~ l(A), such that K is disjoint from the closure of M 0, and 
9 = f on K. 

The subset A c L(~n,~k) is the union of the subsets 

L(k,n; p) = {T E L(~\~n):rank T = p}, 
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p = 0, ... , k - 1. Each of these is a submanifold. To see this fix T E L(k,n; p). 
Let i: [RP ~ IRk be a linear injection transverse to the kernel of T, and let 
p: IRn ~ IRP a linear surjection whose kernel is transverse to the image of T. 
For any S E L(k,n; p) in a sufficiently small neighborhood U of T, the linear 
map 

pSi: IRP ~ IRP 

is an isomorphism. Define 

<p:U ~ Gk • k - p x L(IRP,IRP) x Gn• p , 

S f--* (Ker S, pSi, im S); 

here Gm.l is the Grassmann manifold of C-planes in IRm; its dimension is 
C(m - C). Then <p maps U homeomorphically onto an open set. All possible 
maps of this type form an atlas on L(k,n; p). Since the inverse of <p is a CO) 
map into L(k,n), it follows that L(k,n; p) is a CO) submanifold of L(k,n) of 
dimension 

dp = (k - p)p + p2 + p(n - p) 

= nk - (n - p)(k - p), 

and co dimension (n - p)(k - p). This holds for ° ~ p ~ min {k,n}. Note 
that dp increases with p. 

Put Ap = L(k,n; p). The map g can be assumed to be transverse to each 
Ap. Now 

dk - 1 = (k - l)(n + 1). 

Therefore if p ~ k - 1, 

dim L(IR\lRn) - dp ~ kn - (k - l)(n + 1) = n - k + 1. 

It follows that if dim M < n - k + 1, the image of g misses Ao U ... U A k - 1 ; 

and so g(M) c v". k. 

QED 

Frequently one deals not with all C maps M ~ N but only with a 
family of maps parametrized by another manifold V. Thus one has a map 
F: V ~ C(M,N) and a submanifold A c N; it required to find v E V such 
that the map 

F(v) = Fv:M ~ N 

is transverse to A. Of course restrictions must be placed on F. We call the 
following result the parametric transversality theorem. For simplicity we 
state it only for manifolds without boundary. 

2.7. Theorem. Let V, M, N be C manifolds without boundary and A c N 
a C submanifold. Let F: V ~ C(M,N) satisfy the following conditions: 

(a) the evaluation map Fev : V x M ~ N, (v,x) f--* Fv(x), is C; 
(b) F" is transverse to A; 
(c) r > max {O, dim N + dim A - dim M}. 
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Then the set 
rjl(F; A) = {v E V:Fv rjl A} 

is residual and therefore dense. If A is closed in Nand F is continuous for 
the strong topology on C(M,N) then rjl(F,A) is also open. 

Proof. The last statement follows from openness of riY (M,N; A). To 
prove the rest of the theorem let W = (F") -l(A) c V x M. By (a), W is a 
C submanifold of V x M. Let n: V x M --> V be the projection. It is readily 
verified that Fv rjl A is and only if v E V is a regular value for the C map 
nl W: W --> V. The dimension of W is dim V + dim M - dim N + dim A. 
The theorem follows from Morse-Sard. 

QED 

In many situations parametric transversality is not sufficient; instead of 
a map from a manifold to a function space, one must deal with a map defined 
on another function space. Often the domain of the map is an infinite dimen­
sional manifold; in this case there is a generalization of Theorem 2.3 due to 
R. Abraham [ll 

A common situation concerns the jet map 

I: CS(M,N) --> CS-r(M,jr(M,N)). 

Here 1 ~ r < s ~ 00. One is given a submanifold A c jr(M,N) and tries 
to approximate a CS map g:M --> N by another CS map h whose prolonga­
tion Ih: M --> jr(M,N) is transverse to A. Denote the set of such maps h by ms (M,N ;l,A). 

2.8. Jet Transversality Theorem. Let M, N be COO manifolds without 
boundary, and let A c jr(M,N) be a Coo submanifold. Suppose 1 ~ r < s ~ 
00. Then ms (M,N; I,A) is residual and thus dense in q(M,N), and open if 
A is closed. 

Proof. Suppose A is closed. Openness follows from openness of 
m s - r (M,jr(M,N); A). To prove density let U c M, V c N be open sets 
and let LeU be closed in M. Define 

mdU,v) = {f E CS(U,v):ff mL A}. 

One verifies easily that :r is a CS mapping class on (M,N). By the 
globalization Theorem 2.2 it suffices to prove :r rich. For the coverings 
Olt, 1/ in the definition of rich choose any open coverings by coordinate 
domains. It now suffices to prove that if U c IRm is an open subset and 
A c jr(U,lRn) is a closed submanifold, then ms (U,lRn;l,A) is open and 
dense in Ctv(U,lRn). Moreover it is enough to prove this for s finite, s > r. 
Fix f E CS(U,lRn). Openness is obvious. The strategy for denseness is to 
find a COO manifold X and a map a: X --> Ctv( U,lRn) with f E a(x), and then 
apply parametric transversality to the composition 

F:X":' CS(U,lRn) i.. CS-r(U,jr(U,lRn)). 
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This requires that the evaluation map of F, 

PO':X x U -> Jr(U,lRn) 

be transverse to A and sufficiently differentiable. In fact PO' will be a C'X' 
submersion. 

Put X = Jt(lRm,lRn). Every element of X is the s-jet at 0 of a unique 
map g:lRm -> IRn whose coordinate maps gb"" gn are polynomials of 
degree :( s in the coordinates of IRm. We identify the elements of X with 
such maps g. 

Define e;:: X -> Cw( U,lRn), g 1-+ f + gl U and 

F = j' 0 e;::X -> CS-r(U,Jr(U,lRn)). 

Then F(O) = f. To compute Fev make the natural identification 

Jr(U,lRn) = Jo(lRm,lRn) x U. 
Then 

is given by 

The map 
(jt(g),X) 1-+ (jo(g + f),x). 

II: Jt(lRm,lRn) -> Jo(lRm,lRn) 

jt(g) 1-+ jo(g + f) 

is affine, hence F is ceo. Moreover the derivative of II at any point is the 
"forgetful" linear map 

Jt(lRm,lRn) -> Jo(lRm,lRn), 

jt(g) 1-+ jo(g) 

which is surjective. Thus pov ~ A; by Theorem 2.7 it follows that 

{x E X:j'(e;:(x)) ~ A} 
is dense in X. Since 

e;:: X -> CW( U,lRn) 

is continuous it follows that f is in the closure of 

{h E CW(U,lRn):j'h ~ A}. 

This proves that fll" is rich; hence for closed A, Theorem 2.8 follows from 
eo 

Theorem 2.2. If A is not closed write A = U Ak where each Ak is a com­
k= 1 

pact coordinate disk in A. Then each r1v (M,N; j',Ak ) is dense and open 
in CS(M,N). By Baire their intersection, which is ms (M,N ;f,A), is dense. 

QED 

Just as with ordinary transversality, jet transversality extends to sub­
manifold families; we leave the proof of the following result to the reader. 
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2.9. Theorem. Let Ao, ... , Aq be C'X! submanifolds of J'(M,N). If 1 :'( r < 
s :'( 00 then the set 

{f E CS(M,N):ff rjl Ak> k = 0, ... , q} 

is residual in q(M,N). 

As an application consider anew the question of density of immersions 
in C§(M,N). Let Ak C ]1(M,N) be the set of I-jets of rank k. Let m = dim M, 
n = dim N. Then Ao, ... , Am - 1 is a Coo submanifold family. A map 
f: M -+ N is an immersion if and only if the image of / f misses 
Ao u ... u Am _ l' The set of f E C2(M,N) such that / f is transverse to 
Ao, ... ,Am - 1 is dense in C§(M,N). If, for i = 0, ... , m - 1, dim Ai + 
dim M < dim ]1(M,N), such transversality implies that f is an immersion. 
As in the proof of Theorem 2.5 one computes that (assuming m :'( n) 

dim Ai :'( dim Am - 1 = 2m + mn - 1, 

dim ]1(M,N) = mn + m + n. 

Density of immersions in thus implied by 

(2m + mn - 1) + m < mn + m + n 

which is the same as n ~ 2m, exactly the condition found previously. 
This proof is not very satisfying geometrically; it gives no hint as to 

how the immersion is constructed. Nevertheless it shows the power of 
transversality: the existence and even the denseness of immersions is proved 
by merely counting dimensions! 

Exercises 

1. An immersion f: M ..... N has clean double points if whenever x, yare distinct points 
of M with f(x) = f(y), they have disjoint neighborhoods U, V such that fl U and flY 
are embeddings, and the submanifolds f(U), f(V) are in general position (as defined in 
Section 3.2). The set of immersions that have clean double points is dense and open 
in Imms(M,N), 1 ~ r ~ 00. 

2. An immersion f: M ..... N is in general position if for any integer k ~ 2, whenever 
f(x l ) = ... = f(Xk) = y and the points Xl' ... , Xk are distinct, then Ny is spanned by 
Tf(Mx, k) and 

The set of proper immersions which are in general position is dense and open in 
Imms(M,N), 1 ~ r ~ 00. 

3. If f: M ..... N is transverse to a submanifold complex Ao, ... , Aq then 
f-I(A o u ... u Aq) is a submanifold complex (see Ex. 15). 

4. There is a dense open set 9" c Cf(Mm,Nn) such that if f E 9", then: 
(a) for each p = 0, ... , min (m,n) the set 

R(f,p) = {x E Mm:rank Txf = p} 

is a submanifold of M; 
(b) R(f,p) = 0 if(m - p)(n - p) > m; 
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(c) if(m - p)(n - p) ~ m then 

codim R(f,p) = (m - p)(n - p); 
(d) the sub manifolds 

R(f,O), ... , R(f,min (m,n)) 

form a submanifold complex (see Ex. 15). 
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5. Generically, a C I map f: Mm -> N 2m - 1 has rank> m - 2 everywhere, and the set 
where f has rank m - 1 is a closed O-dimensional submanifold (perhaps empty). 

*6. A map f: [R2 -> [R2 has a cusp at x E [R2 if (i) Dfx has rank 1, (ii) j'f is transverse at 
x to the I-jets of rank 1, and (iii) Ker Dfx is tangent to R(f,1) (see Exercise 4). 

(a) (0,0) is a cusp of the map g(x,Y) = (x 3 - xy,y). 
(b) If U c [R2 is any neighborhood of (0,0), there is a weak C2 neighborhood JV 

of 9 such that every map in JV has a cusp in U. 

*7. A k-fold point of a map f:M -> N is the set of x EM such that there are k distinct 
points x = XI' ... , X k with f(x , ) = ... = f(xk ). Let M and N be manifolds such that 

k + 1 dim N k 
--<---,c--

k dimM"k-l' 
k ~ 2. 

(a) There is a dense open set of maps in CS(M,N), 1 ~ r ~ 00, having no (k + 1)­
fold points, and whose set of k-fold points is a closed C submanifold of dimension 
km (k - l)n (possibly empty). 

(b) There is a nonempty open set of maps in C~(M,N), each having a nonempty 
set of k-fold points. 

8. The transversality Theorems 2.5, 2.8, 2.9, combined with Ex. 15, take the following 
forms for weak topologies: 

(a) In Theorem 2.5 the set of maps M -> N transverse to Ao, ... , Aq is residual in 
C~(M,N), and open if u Ai is compact and {Ad is a submanifold complex. 

(b) In Theorem 2.8, rh s (M,N;j',A) is residual in C'W(M,N), and open if A is compact. 
(c) In Theorem 2.9, the set of maps whose r-jets are transverse to Ao, ... , Aq is 

residual in C'W(M, N), and open if UAi is compact and {A;} is a submonifold complex. 

9. Consider G s k embedded in Gs + I k+ 1 by identifying a k-plane P c [RS with 
P x [R c [RS x'[R = [Rs+I. If dim M:::; k, every mapf:M -> Gs+I.k+1 is homotopic 
to a map g: M -> Gs• k' If dim M < k, the homotopy class of 9 is uniquely determined 
by that of f. 

10. Let F: V -> C(M,N) be such that F": V x M -> N is C (see the parametric trans­
versality Theorem 2.7). Then F is continuous for the strong topology if V is compact; 
or, more precisely, if and only if F is constant outside a compact subset of V. 

11. In the jet transversality Theorem 2.8, the assumption that A c Jr(M,N) be a COO 
submanifold can be relaxed to: A is a Ck submanifold, for a certain k < 00 depending 
on r, s, dim M, and dim N. Compute k. 

***12. Are the parametric and jet transversality Theorems 2.7 and 2.8 true when V, M, N, 
and A are allowed to have boundaries? (The proof of Theorem 2.8 uses Theorem 2.7. 
In Theorem 2.7 there are two difficulties: the first is that V x M is not a manifold if 
V and M are a-manifolds; the second, and more troublesome, is that (F")-I(A) might 
not be a submanifold if N and A are a-manifolds.) 

13. Let p: V -> M be a C 1 submersion, and f: M -> Va C section of p (that is, pf = 1 M), 
1 ~ r ~ 00. Let A c V be a C submanifold. Then every neighborhood of f in C~(M, V) 
contains a ex section transverse to A. 
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14. Let g: A ---> N be a map. A map f: M ---> N is tral1srerse to g, written f rr y if, when­
ever fix) = y(y) = Z, the images of Txfand Tyg span N z. 

(a) f rr g if and only if the map f x g: M x A ---> N x N is transverse to the 
diagonal. 
***(b) Is it true (as seems likely) that the set {f E C(M,N):f rr y} is residual in C's(M,N) 

and open if y is proper? 

15. Submanifolds Ao, ... , Aq c N form a submal1ifold complex if (i)Ao is closed and 

Ai+l ~ Ai+l c Aou"'uAi; 

(ii) dim Ai- 1 < dim Ai; (iii) Let 0 ~ i < j ~ q; put d = dim Ai' If a sequence {xn } 

in A j converges to y in A" there is a sequence En of d-planes, En C TXnA j' converging 
to TyAi' 

(a) The set of C maps M ---> N transverse to all the Ai' is dense and open. 
*(b) The submanifolds Ap in the proof of Theorem 2.5 form a sub manifold complex. 



Chapter 4 

Vector Bundles and Tubular Neighborhoods 

The paradox is now fully established that the utmost abstractions are the 
true weapons with which to control our thought of concrete fact. 

-A. N. Whitehead, Science and 
the Modern World, 1925 

The Committee which was set up in Rome for the unification of vector nota­
tion did not have the slightest success, which was only to have been expected. 

-F. Klein, Elementary Mathematics 
from an Advanced Standpoint, 1925 

Deux surfaces fermees, par example de genre 0, situees dans une variete a 4 
dimensions, sont toujours equivalentes, mais, comme nous Ie voyons, leurs 
entourages ne Ie sont pas necessairement. 

-Heegard, Dissertation, 1892 

Although the concept of tangent bundle was defined in the first chapter, 
until now we have made only minimal use of it. In this chapter we abstract 
certain features of the tangent bundle, thus defining a mixed topological­
algebraic object called a vector bundle. Most of the deep invariants of a 
manifold are intimately linked to the tangent bundle; their development 
requires a general theory of vector bundles. 

A vector bundle can be thought of a family {EX}XEB of disjoint vector 
spaces parameterized by a space B. The union of these vector spaces is a 
space E, and the map p:E -+ B, p(Ex) = x is continuous. Moreover p is 
locally trivial in the sense that locally (with respect to B), E looks like a 
product with [Rn: there are open sets U covering B and homeomorphisms 
p-l(U) ~ U x [Rn, mapping each fibre Ex linearly onto x x [Rn. A morphism 
from one vector bundle to another is a map taking fibres linearly into fibres. 

A vector bundle is similar to a manifold in that both are built up from 
elementary objects glued together by maps of a specified kind. For manifolds 
the elementary objects are open subsets of [Rn; the gluing maps are diffeo­
morphisms. For vector bundles the elementary objects are "trivial" bundles 
U x [Rn; the gluing maps are morphisms U x [Rn -+ U x [Rn of the form 
(x,y) ~ (x,g(x)y) where g: U -+ GL(n). 

In Section 4.l the basic definitions are given and the covering homotopy 
theorem is proved. This basic result is the link between vector bundles and 
homotopy. 

In both manifolds and vector bundles, linear maps play a crucial role. 
But whereas linear maps enter into manifolds in a rather subtle way, as 
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derivatives, the linearity in vector bundles is closer to the surface. This makes 
the category of vector bundles far more flexible than that of manifolds; as a 
consequence, vector bundles are considerably easier to analyze. Many 
natural constructions can be made with vector bundles which are impossible 
for manifolds, such as direct sum, quotients and pullbacks. These are dis­
cussed in Section 4.2. 

In Section 4.3 we prove an important classification theorem for vector 
bundles. This theorem says that for given integers k; n ~ 0 there is an 
explicitly defined k-plane bundle ~ --+ G which is universal in the following 
sense: for every k-plane bundle 11 --+ M where M is a manifold of dimension 
:(; n, there is a map f: M --+ G such that ~ is isomorphic to f*~ (the pullback 
of 11 by f), and f is unique up to homotopy. This means that isomorphism 
classes of k-plane bundles over M are in natural one-to-one correspondence 
with homotopy classes of maps M --+ G. In this way all questions about 
vector bundles over M are translated into questions about homotopy classes 
of maps M --+ G. 

Section 4.4 introduces the important concept of orientation for vector 
spaces, vector bundles and manifolds. The orient ability or nonorientability 
of a manifold is an important invariant. As applications some nonembedding 
theorems are proved. 

In Sections 4.5 and 4.6 a new connection between vector bundles and the 
topology of manifolds is introduced: the tubular neighborhood. If MeN 
is a neat submanifold, M has a neighborhood in N which looks like the 
normal vector bundle of M in N; moreover, such neighborhoods are essen­
tially unique. Thus the study of the kinds of neighborhoods that M can have 
as a submanifold of a larger manifold, is reduced to the classification of 
vector bundles over M. For example, the problem of whether the inclusion 
M c:. N can be approximated by embeddings M c:. N - M is equivalent to 
the problem of whether the normal bundle of M in N has a non vanishing 
section. 

Section 4.7 exploits tubular neighborhoods to prove that every compact 
manifold without boundary has a compatible real analytic structure. 

1. Vector Bundles 

Let p:E --+ B be a continuous map. A vector bundle chart on (p,E,B) with 
domain U and dimension n a homeomorphism cp:p-l(U) ~ U x [Rn where 
U c B is open, such that the diagram 

U 
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commutes; here nl(x,y) = x. For each x E V we define the homeomorphism 
CPx to be the composition 

CPx:p-l(X).!4 x x [R" --+ [R". 

Thus if y E p-l(X) we have the formula 

cp(y) = (x,cpxCy))· 

A vector bundle atlas <P on (p,E,B) is a family of vector bundle charts on 
(p,E,B) with values in the same [R", whose domains cover B, and such that 
whenever (cp,V) and (I/!,v) are in <P and x E V n V, the homeomorphism 

is linear. The map 
V n V --+ GL(n), 

x --+ I/!xCP; 1 

is required to be continuous; it is called the transition function of the pair of 
charts (cp,V), (I/!,v). If<P = {CPbV;}iEA we obtain a family {gij} of transition 
function, 

gij: Vi n Vj --+ GL(n). 

These maps satisfy the identities 

gij(X)gjk(X) = gik(X) (x E Vi n Vj n Vd, 
g;;(x) = 1 E GL(n). 

The family {giJ is also called the co cycle of the vector bundle atlas <P. A 
maximal vector bundle atlas <P is a vector bundle structure on (p,E,B). We 
then call ~ = (p,E,B,<P) a vector bundle having (fibre) dimension n, projection 
p, total space E and base space B. Often <P is not explicitly mentioned. In 
fact we may denote ~ by E, or E by ~. Sometimes it is convenient to put 
E = E~, B = B~, etc. An atlas for ~ will mean a subatlas of <P. 

The fibre over x E B is the space p-l(X) = ~x = Ex. We give ~x the 
vector space structure making each CPx:~x --+ [R" an isomorphism; this struc­
ture is independent of the choice of(cp,V) E <P. Thus E is a "bundle" of vector 
spaces. To indicate the dimension n we sometimes call ~ an n-plane bundle. 

If A c B is any subset we may denote p-l(A) by ~A' ~IA, EA, or EIA. The 
restriction of ~ to A is the vector bundle 

~IA = (pIEA,EA,A,<P A) 

where <P A contains all charts of the form 

cplp-l(A n V):EIA n V --+ (A n V) x [R", 

where (cp,V) E <P. 
The zero section of ~ is the map Z: B --+ E which to x assigns the zero 

element of ~x' Often we call the subspace Z(B) c E the zero section. It is 
frequently useful to identify B with Z(B) via Z. 
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Let~i = (Pi,Ei,BhtPJbeavectorbundle,i = 0, l.AfibremapF:~o --> ~I 
is a map F:Eo --> EI which covers a map f:Bo --> BJ, that is, there is a 
commuting diagram 

F 
Eo--------~------~)EI 

Po 

BO--------f~·------~)BI 

Thus if x E Bo and f(x) = y, then F maps the fibre over x into the fibre 
over y by a map Fx:~ox --> ~1Y' 

If each map F x is linear we call F a morphism of vector bundles. If F is 
a morphism and each Fx is injective, F is a monomorphism; if each Fx is 
surjective, F is an epimorphism; while if each F x is bijective we call F a 
bimorphism or vector bundle map. If F is a bimorphism covering a homeo­
morphism f:Bo --> Bl then F is an equivalence. If Bo = BI = Band f = IB 
then F is an isomorphism, and we may write ~ 0 ~ ~ I' 

The trivial n-dimensional vector bundle over B is 

c~ = (p,B x ~n,B,tP) 

where p: B x ~n --> B is the natural projection and tP is the unique maximal 
vector bundle atlas containing the identity map of B x ~n. More generally, 
a vector bundle ~ is called trivial if it is isomorphic to c~. Such an isomor­
phism is a trivialization of ~. 

Fix a differentiability class C, 1 ~ r ~ w. The above definitions make 
sense if all spaces involved are required to be C manifolds, and maps are 
required to be C maps. In this way we obtain C vector bundles, morphisms 
and bundle maps. We also interpret CO vector bundle morphism to mean 
vector bundle as originally defined; similarly for CO morphisms, etc. We 
denote C isomorphism by ~ ,. 

The prime example of a C vector bundle is the tangent bundle p: T M --> 

M of a C+ 1 manifold M. For each chart t/J: u --> ~n we define a vector 
bundle chart 

p-I(U) --> U X ~n 

by sending the tangent vector X E TxM to (x,D<pAX))' If f:M --> N is a 
C+ 1 map then Tf:TM --> TN is a C vector bundle morphism. Note that 
Tf is a monomorphism, epimorphism or equivalence according as f is an 
immersion, submersion or diffeomorphism. 

If T M is trivial M is called parallelizable. 
There is evidently a category of C vector bundles and C morphisms. 

An isomorphism in this category is an equivalence of vector bundles. For 



1. Vector Bundles 89 

each C manifold M there is the subcategory of C vector bundles over M 
and C morphisms over 1M (for r = 0, M can be any space). An isomorphism 
in this subcategory is an isomorphism of vector bundles. The tangent functor 
T is a covariant functor from the category of C+ I manifolds to the category 
of C vector bundles. 

The following lemma is the first step in the proof of the covering homo­
topy theorem. 

1.1. Lemma. Let ~ = (p,E,B x l) be a C vector bundle, ° ~ r ~ 00. 

Then each b E B has a neighborhood V c B such that ~I V x I is trivial. 

Proof. By compactness of I and local triviality of ~ we can find a neigh­
borhood V; c B of b and a subdivision of I into intervals Ii = [ti-lot;], ° = to < ... < tm = 1 such that ~ is trivial over a neighborhood of V; x 
[ti-loti- I ], i = 1, ... , m. Put V = n V;; then Ii has a neighborhood Vi c I 
such that ~I V x Vi is trivial. 

We proceed by induction on m; if m = 1 there is nothing more to prove. 
Therefore we shall show that if m > 1, there is a neighborhood J c I of 
[0,t2 ] such that ~IV x J is trivial. Continuing in this way will eventually 
show that ~I V x I is trivial. Hence it suffices to assume that m = 2. 

Let V I = [O,b], V 2 = [a, 1], ° < a < b < 1. Choose C trivializations 

<Pi: ~I(V x V;) -> (V x V;) x IRn, 

Define a C map 
g: V x [a,b] -> GL(n), 

i = 1,2. 

g(x) = <Plx<pi}, X E V x [a,b]. 

Next we construct a C map 

h: V x [a,l] -> GL(n) 

such that h = g on V x [a,c] for some c, a < c < b. Let k[a,l] -> [a,b] 
be a C map which is the identity on a neighborhood [a,c] of a. 

Put fl = Iv x A: V x [a,l] -> V x [a,b]. Define h = go fl. 
Finally define, for each x E V x I: 

t/Jx:~x -> IRn, 
t/J = {<PIX if XE V x [O,c] 

X h(x)<pz/ (multiplication in GL(n)) if X E V x [a,l]. 

The two definitions agree for x E [a,c]. Hence the maps t/J x fit together to 
give a C trivialization of ~. 

QED 

1.2. Corollary. Every c;r vector bundle (0 ~ r ~ 00) over an interval is 
trivial. 
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The proof of the covering homotopy theorem is based on the following C 
version of the homotopy extension property: 

1.3. Lemma. Fix 0 ~ r ~ 00 and let N, P be topological spaces which are 
C manifolds if r > O. If r = 0 suppose also that N is a normal space. Let 
ZeN be closed and V cUe N be open, with Z eVe V c U. Suppose 
given a commuting diagram 

NxO UxO c U x I 

f 

P 

where f and g are C. Then there exists a C map h:N x 1-4 P such that 
hlN x 0 = f and h = g on V x 1. 

Proof. Let A:N -4 [0,1] be a C map with support in U such that 
A(V) = 1. Define a C map 

h:N x 1-4 P, 

h( ) = {g(X,A(X)t) if x E U 
x,t f(x) if x E N - U. 

Then h has the required properties. 

QED 

The following corollary of Theorem 1.3 is called the homotopy extension 
theorem. 

1.4. Theorem. Let Z be a closed subspace of a normal space N. Let 
f:N -4 P be a continuous map and let g:Z x 1-4 P be a homotopy of flz. 
If g extends to a homotopy of flU, for some neighborhood U c N of Z, then 
g extends to a homotopy h: N x I -4 P of f. In particular this is the case if 
Z is a retract of an open subset of N. 

The following theorem is the basic connection between vector bundles 
and homotopy. For reasons to be explained later it is called the covering 
homotopy theorem. 

1.5. Theorem. Let ~ be a C vector bundle over B x I, 0 ~ r ~ 00. 

Assume B is paracompact. Then ~ is C isomorphic to the vector bundle 
(~IB x 0) x I. 

Proof. Put ~IB x 0 = '1 = (p,E,B). Let '1 x I = (p x 1f,E x I,B x 1). 
We shall construct a bundle map ~ -4 '1 x lover the identity map of B x I. 
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For this we use the globalization Theorem 2.2.11 applied to a suitable 
structure functor on B. 

Let f!( = {X;} be a locally finite closed covering of B by sets Xi having 
the following property: each Xi has a neighborhood ~ c B such that 
~I ~ x I is trivial (use Theorem 1.2). It follows that 111 ~ x I is also trivial. 
Let ID be the family of unions of elements of f!(. 

Let Y c B. Consider pairs (f,N) where NcB is a neighborhood of Y 
and 1: ~IN x I ~ (l1IN) x I is a C isomorphism. Two pairs (.t;,N;), i = 0, 1, 
have the same Y-germ if Y has a neighborhood MeNon N 1 such that 
10 = 11 on ~IM x I. This is an equivalence relation; an equivalence class is 
called a Y-germ. If Y E ID the set of all Y-germs is denoted by g;(y). 

If Z E ID and Y c Z, restriction defines a map 

g;yz:g;(Z) ~ g;(y). 

In this way a structure functor (g;,ID) on B is defined. 
It is evident that (g;,ID) is continuous; and Theorem 1.1 implies it is 

nontrivial. In fact Theorem 1.1 also makes (g;,ID) locally extendable. For 
let X E f!(, Y E ID. We must prove that 

g;x,yux:g;(yu X) ~ g;(X) 

is surjective. This amounts to extending every X n Y - germ to an X germ. 
Now X x I has a neighborhood N x lover which both ~ and 11 x I are 
trivial. Since isomorphisms of the trivial bundle are the same as maps into 
GL(n), local extendability is implied by the following statement: if U c N 
is a neighborhood of X n Yand 

g:(U x I,U x 0) ~ (GL(n),l) 

is a C map (where 1 E GL(n) is the identity matrix), then there is a neigh­
borhood V c U of X n Y and a C map 

(N x I,N x 0) ~ (GL(n),l) 

which agrees with 9 on V x l. But this is a consequence of Theorem 1.3; 
therefore (g;, ID) is locally extendable. 

We now apply Theorem 2.2.11 and conclude that g;(B) is nonempty. 
This is equivalent to Theorem 1.4. 

QED 

1.6. Corollary. Two C vector bundles ~o, ~1 over a paracompact base 
space Bare C isomorphic if and only if there is a C vector bundle 11 over 
B x I such that 

~i ~rlllB x ° (i = 0, 1). 

Proof. If 11 exists, ~o ~ r ~ 1 by Theorem 1.3. Conversely, if F: ~o ~ ~ 1 is 
a C isomorphism we can take 11 = ~o x I. 

QED 
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Exercises 

1. Let~, IJ be vector bundles over a paracompact space and let A c B be closed. Then 
every morphismf: ~IA -+ IliA over lA extends to a morphism g: ~IW -+ IJIW over lw, for 
some neighborhood WeB of A, and if f is a mono-, epi-, or bimorphism so is g. 

2. Let ~ -+ B be a vector bundle over a paracompact space, and let A c B a contractible 
closed subset. Then A has a neighborhood WeB such that ~IW is trivial. 

3. Exercises 1 and 2 are true in the category of C' bundles, 1 :;:;; r :;:;; 00. 

4. Every Lie group is parallelizable. (A Lie group is a manifold G together with a group 
operation G x G -+ G which is CO), and such that inversion G -+ Gis CW .) 

2. Constructions with Vector Bundles 

In this section we fix a differentiability class r, 0 :;:;;; r :;:;;; w, and work 
consistently in the C category. For r = 0 this means we deal with topo­
logical spaces and continuous maps, while for r > 0 we deal only with C 
manifolds, C maps, and C vector bundles. Except for restrictions as indi­
cated below, r is arbitrary. We write "bundle" for "vector bundle." 

There is a general procedure, described in Lang's book [1], which for 
each functorial construction with vector spaces (direct sum, tensor product, 
etc.) defines a corresponding construction with vector bundles by applying 
the original construction to fibres. Rather than proceed at this level of 
abstraction, we describe explicitly the constructions we shall need. 

A subbundle of a bundle ~ = (p,E,B) is a bundle ~o = (Po,Eo,B) over the 
same base space B, such that Eo c E, Po = plEo, and there exists a vector 
bundle atlas <P for ~ with the following property. There is a linear subspace 
of IRn, which we may take to be IRk, such that if (cp,U) E <P then cp maps 
p-l(U) n E into IRk, and the pair 

(cplp-l(U) n E,U) 

belongs to the vector bundle structure of ~o. 
The notion of subbundle is patterned after the definition of submanifold; 

and in fact if A c M is a c+ 1 submanifold then T A is a C subbundle of 
TAM. 

If ~o is a subbundle of ~ then the inclusion map Eo -> E is a mono­
morphism ~o -> ~ over lB' Conversely, in analogy with Theorem 1.3.1, if 
1] is a bundle over Band F: 1] -> ~ is a monomorphism over 1 B then F( Yf), with 
the bundle structure induced by F, is a subbundle of ~. It suffices to prove a 
local result; hence we may suppose ~ and 1] are the trivial bundles B x IRn 
and B x IRk, k :;:;;; n. The monomorphism F: B x IRk -> B x IRn has the form 

F(x,y) = (x,GAy)) 

where F:B -> L(IRk,lRn) is of class C, and each linear map Fx:lRk -> IRn is 
injective. Fix x E B; put F A IRk) = E c IRn. There is no loss of generality in 
assuming that E = IRk C IRn and Fx is the standard inclusion IRk -> IRn. Let 
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n: IRn -+ IRk be orthogonal projection. There is an open neighborhood U c B 
of x such that nFz : IRk -+ IRk is an isomorphism for Z E U. Let KeIRn be the 
kernel of n, so that IRn = IRk X K. Define 

({J:U x (IRk x K) -+ U X (IRk X K) 
by 

({J(Z,(V,W)) = (z,nGAv),w). 

Then ({J is a C' vector bundle chart for ~ and ({J takes the image of F into 
U x IRk. This shows that the image of F is a sub bundle. 

Another way of getting subbundles is to take the kernel of an epimorphism 
F: ~ -+ ~' which covers 1 B' That is, for each x E B let I1x be the kernel of 
Fx:~x -+ ~~; then there is a unique subbundle '1 of ~ having fibres I1x' We 
leave this for the reader to prove. 

It is useful to introduce the notion of an exact sequence of vector bundles 
morphisms: this means a finite or infinite sequence 

;: Fi -1;: Fi ;: 
... ---+ Sj-l ----1-Si -----:. ~i+ 1 ---+ ..• 

of morphisms, all covering 1B , such that for each x E B we have 

image (Fi -l)x = kernel (FJx 

for all i. Of particular interest are the short exact sequences 

F G 
O-+~-+I1-+'-+O 

where 0 denotes a O-dimensional bundle over B. Such a sequence means 
merely that F is a monomorphism, G is an epimorphism and image F = 

kernel G. 
The existence of kernel subbundles for epimorphism can be stated in 

functorial language; given the exact sequence 

there is an exact sequence 

(1) 

and (1) is unique in the sense that for any exact sequence 
F' G o -+ ~' -+ 11 -+ , -+ 0 

there is a unique isomorphism ~ -+ ~' such that the diagram 

O-+~~I1~'-+O 
~ ~ = ~ = 

o -+ ~' P 11 (/ , -+ 0 
commutes. 

In the exact sequence (1) we call, the quotient bundle of the mono­
morphism F. It is easy to see that every monomorphism has a quotient 
bundle and the latter is unique up to isomorphism. In particular, if ~ c 11 



94 4. Vector Bundles and Tubular Neighborhoods 

is a subbundle, the fibres of the quotient bundle are taken to be the vector 
spaces l1x/~D and we denote the quotient bundle by I]/~. 

The short exact sequence (1) is said to split if there is a monomorphism 
H:( --> I] such that GH = 1~. Working fibrewise we see that this is equivalent 
to the existence of an epimorphism k:1] --> ~ such that KF = 1~. 

The Whitney sum (or direct sum) of bundles ~, ( over B is the bundle 
~ EB ( whose fibre over x is ~x EB (x. If ((J, Ij; are charts for ~, ( respectively 
over U, a chart e for ~ EB ( over U is obtained by setting 

ex = ((Jx EB Ij;x:~x EB (x --> [Rm EB [Rn. 

The natural exact sequences of vector spaces 

o --> ~x ~ ~x EB (x ~ (x --> 0 

fit together to give a split exact sequence 

F G o --> ~ --> ~ EB ( --> ( --> o. 
Let ~ = (p,E,M) be a c+ 1 vector bundle. Each fibre ~x is a vector space, 

with origin x; hence we identify ~x with Tx(~x). Thus ~ is a subbundle of T ME 
in a natural way. (Note that the "natural" differentiability class of T ME is 
only C.) Since M c E is a submanifold (via the zero section), TM is a C 
subbundle of T ME. Evidently we have a short exact sequence 

(2) 

which is split by 

(3) 

This proves: 

2.1. Theorem. Let ~ = (p,E,M) be a c+ 1 vector bundle, 0 ~ r ~ w. The 
exact sequence (2) of C vector bundles is naturally split by (3). Thus there is 
a natural C isomorphism 

In particular ~ c T ME as a natural subbundle. 
Here natural means with respect to C+ 1 morphisms. If 

~ ___ ....;;f ___ -+) I] 

M-----::g----+) N 
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is such a morphism, then the diagram 

Tf T ME~ __ ----::.L-__ -+) T NE17 

h~ 

~ EB T M --f""'--EB-T-g-4) 17 EB TN 

commutes, as is easily checked. 

95 

The following simple result is one of the most useful facts about vector 
bundles. 

2.2. Theorem. Every short exact sequence of C vector bundles is split, ° ~ r ~ 00, provided the base space is para compact. 

Proof· It suffices to prove that a monomorphism F: ~ ~ 17 over 1 B has 
a left inverse. This is true locally because F(~) is a subbundle of 17; we 
showed above that there are charts for 17 covering B taking (171 U,~I U) to 
(U x IR",U x IRk), and a local left inverse is obtained from a linear retraction 
IR" ~ IRk. Since local left inverses can be glued together by a partition of 
unity, the theorem follows. 

QED 

Let ~ = (p,E,B) be a vector bundle. An inner product or orthogonal 
structure (of class C) on ~ is a family rx = {rxxLEB where each rxx is an inner 
product (symmetric, bilinear, positive definite 2-form) on the vector space 
Ex, such that the map (x,y,z) ~ rxx(Y,z), defined on ((x,y,z) E B x E x E: 
x = p(y) = p(Z)} , is C. It is easy to construct such an rx whenever B is 
paracompact and r ~ 00, using partitions of unity. In fact, any K-germ of 
an orthogonal structure, where K c B is a closed set, can be extended to 
an orthogonal structure. The pair (~,iX) is called an orthogonal vector bundle. 
If M is a C + 1 manifold, a C orthogonal structure on T M is also called a 
Riemannian metric on M of class C. 

Suppose (~,iX) is an orthogonal bundle. If y, Z are in the same fibre ~x we 
write <y,z> or <y,z>x for iXx(y,Z). If 17 c ~ is a subbundle, the orthogonal 
complement 17.1 c ~ is the subbundle defined fibrewise by 

(17.1)x = (17Y = {y E ~x:<y,z> = 0, all z E ~x}' 

The natural epimorphism ~ ~ ~/17 maps 17.1 isomorphically onto ~/17. This 
provides another method of splitting short exact sequences, one which works 
just as well for analytic bundles with analytic inner products. 

Let MeN be a C+ I submanifold; suppose N has a C Riemannian 
metric. In this case T M.1 c T MN is called the geometric normal bundle of 
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M in N. The algebraic normal bundle of M in N is the C quotient bundle 
T MN/TM; it is canonically C isomorphic to TM . 

Let ~ = (p,E,M) be an orthogonal bundle. In each fibre C an ortho­
normal basis ex can be derived from arbitrary basis bx of ~x by the Gram­
Schmidt orthogonalization method. This classical procedure, which is a 
deformation retraction of GL(n) into O(n), is so canonical that it leads to a 
C family of orthonormal bases {ex} x E U, V c M, if one starts from an 
arbitrary C family {bx}xE u. This shows that ~ has an orthogonal atlas cP = 

{<PbV;}, that is, each map 

is an isometry. It follows that the transition functions 

%: Vi n Vj --> GL(n) 

take values in O(n). In other words every orthogonal bundle has an orthogonal 
atlas. Conversely, given an orthogonal atlas on ~ there is a unique orthogonal 
structure on ~ making each <Pix isometric. 

Two orthogonal vector bundles are isomorphic if there is a vector bundle 
isomorphism between them which preserves inner products. 

The following lemma shows that the orthogonal structure on a vector 
bundle is essentially unique. 

2.3. Lemma. Let ~i = (pi,EbM) be a vector bundle, i = 0, 1 and f: 
~o --> ~l an isomorphism. Suppose ~o and ~l have orthogonal structures. Then 
f is homotopic through vector bundle maps to an isomorphism of orthogonal 
bundles. 

Proof. Suppose first ~o and ~l are trivial as orthogonal bundles. We 
have 

f:M x [R" --> M x [R" 

f(x,y) = (x,g(x)y), 

g:M --> GL(n). 

Since O(n) is a deformation retract of GL(n), g is homotopic to h:M --> O(n). 
Moreover the homotopy can be chosen rei g-lO(n). Writing such a homo­
topy as gt, ° ~ t ~ 1, with go = g, gl = h, we define 

° ~ t ~ 1 
fr(x,y) = (x,gix)y). 

This is a homotopy of vector bundle isomorphisms from f to an isomorphism 
of orthogonal bundles, and fr = f whenever f is already orthogonal. 

The general case of Theorem 2.3 is proved by applying this special case 
successively over each element of a locally finite open cover {Vj} of M such 
that ~o and ~ 1 are trivial orthogonal bundles over V j . 

QED 
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A quite different construction is that of the induced bundle. Let ~ = 
(p,E,M,I1» be a vector bundle and f:Mo ~ M a Jlap. The induced bundle 
(or pullback) f*~ = (Po,Eo,Mo,l1>o) is defined as follows. Put 

and define 
Eo = {(x,y) E Mo x E:f(x) = p(y)}, 

Po:Eo ~ M o, 
Po(x,y) = x. 

Take 11>0 to be the maximal (C) atlas containing all charts of the form 
(lj;,f-1U) where (((J,U)EI1> and if zEf-1(U),f(z) = XE U, then lj;z = ((Jx. 
The natural vector bundle map tp :f*~ ~ ~ over f is given by (x,y) f--+ y. 

Let q:1] ~ Mo be a vector bundle and F:1] ~ ~ a morphism over f· 
There is a unique map of total spaces H:1] ~ f*~ making a commutative 
diagram 

1]~ 
f*~ ----'----~) ~ 

Po p 

MO------~f~----~)M 
JO 

and H is an isomorphism of vector bundles. If F is an epimorphism, mono­
morphism, or bimorphism, so is H. This proves the useful fact that if F:1] ~ ~ 
is a vector bundle map over f then 1] is canonically isomorphic to the pullback 
f*~. 

The main theorem about induced bundles is the following corollary of 
the covering homotopy Theorem 1.5. 

2.4. Theorem. Suppose B is a paracompact space. Let f, g: B ~ M be 
homotopic maps, and ~ a vector bundle over M. Then f*~ is isomorphic to g*~. 
In particular, if g is constant then f*~ is trivial. 

Proof. Let H:B x I ~ M be a homotopy from f to g. By 1.3, H*~ is 
isomorphic to (H~~) x I = (f*~) x I and also to (HiO x I = (g*~) x I. 
Looking at these bundles over B x I we find that f*~ is isomorphic to g*~. 

QED 

2.5. Corollary. Every vector bundle over a contractible para compact space 
is trivial. 
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The following corollary of 2.5 explains the name "covering homotopy 
theorem": 

2.6. Theorem. Let Bo be paracompact. Let F:~o -> ~l be a morphism of 
vector bundles covering f:Bo -> B 1• Let h:Bo x I -> Bl be a homotopy of f. 
Then there is a morphism H: ~o x I -> ~ 1 of F covering h. If F is a mono-, 
epi- or biomorphism, H has the same property. 

Proof. It suffices to find a morphism ~o x I -> ~l X I which covers the 
map g:Bo x I -> Bl X I, g(x,t) = (h(x,t),t) and which is given by F over 
Bo x O. Using the relation between induced bundles and bundle maps, we 
see that we may replace ~l x I with g*(~l x I), 9 with the identity map of 
Bo x I, and Bl x I with Bo x I. By 1.3 g*(~l X I) can be replaced by a 
vector bundle 1J x lover Bo x I. Thus we are given an isomorphism map 
F: ~o -> 1J and we must extend it to an isomorphism H: ~o x I -> 1J x I. 
We can take H = F X 1[. The last statement is obvious. 

QED 

Exercises 

1. Let ~i = (pi,Ei,BJ be a C' vector bundle, i = 0,1, and f:Bo -> Bi a C' map, 0 ~ 
r ~ w. There is a C' vector bundle I] over Bo whose fibre over x is L(~ox'~ Ix), such that 
C' sections of I] correspond naturally to C' morphisms ~o -> ~ lover f. 

2. Let pk denote real projective k-space, 8 the trivial 1-dimensional vector bundle over 
pk and ~ the normal bundle of pk c pk+l. Then 8 1 EB Tpk ~ ~ EB'" EB~. [Consider 
the inclusion Sk c Sk+ 1 and the antipodal map.] 

3. (a) If n is odd TS" has a nonvanishing section and therefore TS" = 8 1 EB I] where 
8k is a trivial k-dimensional bundle. [If n = 2m - 1, S" c [R2m = em. If x E S~ and 
i = ';=-1 then ix is tangent to sm at x.] 

(b) If n = 4m - 1, TS" ~ £3 EB (. [Use quaternions.] 
(c) If n = 8m - 1, TS" ~ 87 EB 2 [Use Cayley numbers.] 

4. TS" EB 8 1 is trivial. [Consider T(S" x [R) c T([R" + 1). Compare Exercise 12 of 
Section 1.2.] 

5. If TM has a nonvanishing section and TM EB 8 1 and TN EB 8 1 are trivial then 
M x N is parallelizable. 

6. A product of two or more spheres is parallelizable if they all have positive dimensions 
and at least one has odd dimension. [Use Exercises 3(a), 4, and 5, and induction.] 

*7. Find explicit trivializations of the tangent bundles of SI x S2, SI X S4, S2 X S5. 

8. The frame bundle F(M) of an n-manifold M is the manifold of dimension n2 + n 
whose elements are the pairs (x)) where x E M and 2: [R" -> Mx is a linear isomorphism. 
Define n:F(M) -> M by n(x)) = x. The topology and differential structure on F(M) 
are such that a coordinate system (ep,V) on M induces a diffeomorphism n- 1(V) ~ 
V x GL(n) by (x)) I-> (x,Depx 0 2). 

(S) 

(a) There is an exact sequence 

0-> kernel (Tn) -> TF(M) -> n*(TM) -> O. 

(b) kernel (Tn) and n*(TM) are trivial vector bundles. 
(c) Therefore F(M) is parallelizable. 
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9. (a) Parts (a) and (b) of Exercise 8 are true even if M is not paracompact. In this case, 
however, the exact sequence (5) might not split. A splittingj:n*(TM) --> TF(M) of (5) 
is called a (perhaps nonlinear) connection on M. 

(b) Let M be a connected manifold, not assumed to be paracompact or to have a 
countable base. If M has a connection then M is paracompact and has a countable 
base. [Hint: use part (a) and Exercise 8(c) to get a Riemannian metric on F(M).] 

3. The Classification of Vector Bundles 

We now prove a basic result-ultimately based on transversality-which 
quickly leads to the classification Theorem 3.4. 

3.1. Theorem. Let ¢ be a k-dimensional C vector bundle over a manifold 
M, 0 ~ r ~ 00. Let U c M be a neighborhood of a closed set A c M. 
Suppose that 

F:¢IU ~ U x IRS 

is a C monomorphism (of vector bundles) over 1u. If s ~ k + dim M then 
there is a C monomorphism ¢ ~ M x IRs over 1M which agrees with F over 
some neighborhood of A in U. 

Proof. Consider first the special case where ¢ is trivial. Then for each 
x E U, FI¢x is a linear map g(x): IRk ~ IRs of rank k. We thus obtain a map 
g: U ~ v.. ko which is easily proved to be C. Since dim M ~ s - k we can 
apply Theorem 3.2.5 (on extending continuous maps into v". k) to find a C 
map h: M ~ v.. k which extends the A-germ of g. If r > 0 we use the relative 
approximation Theorem 2.2.5 to make h C. Then we interpret h as a mono­
morphism M x IRk ~ M x IRs over 1M , 

The general case follows by using the globalization Theorem 2.2.11. 
(For those who want more details: a structure functor ($','D) on M is 

defined as follows. Let f!C = {X;} be a locally finite closed cover of M such 
that ¢ is trivial over a neighborhood of each Y;. Let 'II be the family of all 
unions of elements of f!C. For Y E 'II let $'( Y) be the set of equivalence classes 
[cp]y ("Y -germs") of maps cp: ¢I W ~ W x IRs, as follows. W c M can be 
any neighborhood of Y, and cp must be a monomorphism over 1w which 
agrees with f over some neighborhood of Y n A. The equivalence relation 
is: [cp]y = [l/J]y if cp and l/J agree over some neighborhood of Y. Restriction 
makes ($','D) into a structure functor which is clearly continuous and non­
trivial; and we proved above that (g;,'D) is locally extendable. Therefore 
Theorem 2.2.11 yields Theorem 3.1.) 

QED 

Let Ys. k ~ Gs. k be the following vector bundle over the Grassmannian 
Gs. k: the fibre of Ys. k over the k-plane P c IRS is the set of pairs (P,x) where 
x E P. This makes Ys. k into an analytic k-dimensional vector bundle in a 
natural way. We call this the Grassmann bundle or sometimes the universal 
bundle over Gs• k' 
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From Theorem 3.1 we have: 

3.2. Corollary. Let I] be a C k-plane bundle over V x I where V is an 
n-manifold. Suppose that F;: I] IV x i --> IRS is a C monomorphism for i = 0, 1. 
If s > k + n then Fo and Fl extend to a C monomorphism F:I] --> IRS. 

Proof. By the covering homotopy theorem, F 0 and F 1 extend to a 
monomorphism 1]1 U --> IRs, where U c V x I is a neighborhood of V x 
{0,1}. Now apply 3.1 (with M = V x I, A = V x {0,1}, etc.) 

QED 

Another corollary of Theorem 3.1 is the existence of "inverse" bundles: 

3.3. Theorem. Let ~ be a C k-plane over an n-manifold M, ° ~ r ~ 00. 

Then there is a en-plane bundle I] over M such that ~ EEl I] ~r M x IRS. 

Proof. Let F:~ --> M x IRn+k be a monomorphism over 1M , Give the 
trivial bundle M x IRn+k its standard orthogonal structure, and for I] take 
subbundle F(~).L c M x IRn+k. 

QED 

We now give another meaning to a C monomorphism F: ~ --> M x IRS 
over 1M , Define a vector bundle map 

cp 
~ ------'----+) Ys, k 

(1) 

M -----:-:g----+) Gs , k 

as follows. To y E M, g assigns the k-plane g(y) = F(~y) E Gs, k' If Z E ~y 
defines cp(x) = (F(~y),f(z)). It is easy to see that this correspondence F f--> 

(cp,g) induces a natural bijection between C monomorphisms ~ --> M x IRS 
over 1M , and C bundle maps ~ --> Ys, k' 

The map g: M --> G s, k in diagram (1) has the property that g*y s, k ~ ~. 

Such a map is called a classifying map for ~; we also say g classifies ~. From 
Theorems 3.1 and 3.2 and a collar on aM (see Section 4.6), we obtain the 
following classication theorem: 

3.4. Theorem. If s ;:::: k + n then every C k-plane bundle ~ over an n­
manifold M has a classifying map f( M --> Gs, k' In fact any classifying map 
aM --> Gs , k for ~laM extends to a classifying map for~. When s > k + n the 
homotopy class of f~ is unique, and if I] is another k-plane bundle over M then 
~ ~ f., if and only if ~ ~ 1]. 

Proof. The only statement needing further proof is the "if" clause. 
Suppose Ij;: I] ~ ~ and let cp: ~ --> Ys, k be a bimorphism covering ~. From 
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the diagram 

17 ----!.....---~) ~ -------"----~) Ys. k 

M ----J;."..~---~) Gs• k 

we see that ~ classifies both ~ and 17. Since the classifying map ~ is unique 
up to homotopy when s > k + n it follows that ~ ~ ~. 

QED 

Taken together with the covering homotopy theorem, this result is of 
fundamental importance because it converts the theory of vector bundles 
into a branch of homotopy theory. To put it another way, we can use what­
ever we know about maps to study vector bundles. For example, approxi­
mation theory yields: 

3.5. Theorem. Every C vector bundle ~ over a Coo manifold M has a 
compatible Coo bundle structure; and such a structure is unique up to Coo 
isomorphism. 

Proof. Let g: M --+ Gs, k be a C' classifying map for ~. Then g can be 
approximated by, and so is homotopic to, a Coo map h. Therefore 

~ ~rg*Ys.k ~rh*Ys.k· 

But h*ys. k is a Coo bundle. Thus ~ has a Coo structure. 
If 170 and 171 are Coo bundles that are C isomorphic, they have Coo 

classifying maps that are homotopic. These maps are then Coo homotopic. 
Pulling back Ys. k over M x I by such a homotopy gives a Coo vector bundle 
~ such that 

(1M x i ~ 00 '1;, 

Therefore '10 ~ 00 '11 by Theorem 1.4. 

i = o. 

QED 

The same result is true if Coo is replaced by CW; the proof uses the analytic 
approximation Theorem 2.5.1. See also Exercise 3 of Section 4.7 for a 
theorem of this type that can be proved without using Theorem 2.5.1. 

From now on we need not specify the differentiability class of a vector 
bundle. 

Although the theorems of this section have been stated for manifolds, 
they are also true (ignoring differentiability) for vector bundles over simplicial 
(or CW) complexes of finite dimension. The proofs are almost the same. The 
main difference is that Theorem 3.1 is proved by induction on dimension; 
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the inductive step is proved by extending a map aL1 m ~ ~. k to L1m if m ::;; 
s - k, where L1 m is an m-simplex. Similarly for CW complexes. 

The classification of vector bundles over more general spaces can be 
stated as follows. Let Kk(X) denote the set of isomorphism classes of k-plane 
bundles over the space X. Let [X,Gs. kJ be the set of homotopy classes of 
maps from X to Gs• k' A natural map 

ex: Kk(X) ~ [X,Gs. kJ 
is induced by the correspondence f f---* f*ys, k; that ex is well defined follows 
from the covering homotopy theorem, if we assume X paracompact. Then 
one can prove: if X has the homotopy type of a simplicial or CW complex 
of dimension less than s - k, the map ex is bijective. 

Exercises 

[X denotes either a manifold, or a finite dimensional simplicial or CW complex; Sk 

denotes the trivial k-plane bundle.J 

1. (a) Let i:G,.k -> Gs+I.k+1 be the natural inclusion. Then 

i*Ys+I.k+1 ~ l's.k EB <:1. 

(b) If dim X < s - k, then under the classification of vector bundles the map 

i# : [X,Gs.kJ ~ [X,Gs+1,k+1J 

corresponds to the map 

(J:KkX -> Kk+IX, 

2. Suppose dim X < min {s - k,r - j}. The natural embedding 

GS,k X Gr,j -> Gs+r,k+j 
induces the map 

which corresponds to Whitney sum. 

3. The map (J: Kk X -> Kk+ I X (see Exercise 1) is surjective if dim X ~ k and injective 
if dim X < k. [Use Exercise 7a and Exercise 9, Section 3.2.J 

4. Let~, 1], ( be bundles over X such that ~ EBI] ~ ~ EB (. If dim ~ > dim X then I] ~ (. 

[Suppose I] EB ex is trivial; use Exercise 3.J 
00 

5. Let Gs,k -> Gs+I,k be the natural inclusion and put Goo,k = n Gs,k' Then KkX 
s=k 

is naturally isomorphic to [X,Goo,k]. (More usually Goo,k is denoted by or BO(k). It is 
called the classifying space for the functor K\ and also for the group O(k).) 

6. Two vector bundles ~, I] over X are stably isomorphic if ~ EB !;j ~ I] EB !;k for some 
j, k. Let KX denote the set of stable isomorphism classes of bundles over X. The opera­
tion of Whitney sum induces a natural abelian group structure on KX. 

*7. There are maps Goo,k --> Goo,k+1 whose direct limit Goo, 00 is a classifying space for 
the functor KX of Exercise 6. That is, there is a natural isomorphism (of sets) KX ~ 
[X,Gro,oo]. Moreover, there is a map Gro, 00 x Goo, ro -> Gen,oo such that the resulting 
binary operation on [X,G 00, ooJ corresponds to the Whitney sum operation in KX. 
(More usually Goo, 00 is denoted by BO.) 
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8. A k-plane bundle over sn has a vector bundle atlas containing only two charts, each 
of whose domains contain a hemisphere. The transition function for such a pair of 
charts restricts to a map of the equator sn-l into GL(k). In this wayan isomorphism 
Kk(sn) ~ ITk-l(GL(k» ~ ITk_1(O(k» is established, with no restriction on k, n. 

9. Let ~ ---> sn be a k-plane bundle corresponding to!J. E ITn_1(GL(k» (see Exercise 8). 
If 1] ---> sn corresponds to the inverse of ~ (in the abelian group ITn- 1(GL(k» then ~ EB 1] 

is trivial. One can interpret 1] as the "reflection" of ~ in the equator. 

*10. Every vector bundle over S3 is trivial. [Hint: it suffices to consider 3-plane bundles.] 

4. Oriented Vector Bundles 

Let V be a (real) finite dimensional vector space of dimension n > O. 
Two bases (e b ... , en), (ft. ... ,In) of V are equivalent if the automorphism 
A: V ~ V such that Aei = h has positive determinant. An orientation of V 
is an equivalence class eel' ... , en] of bases. If dim V > 0 there are just 
two orientations. If one of them is denoted by w, then - w denotes the other 
one. 

If L: V ~ W is an isomorphism of vector spaces and w = [e I' ... , en] 
is an orientation of V then L( w) = [Le b ... , Len] is the induced orientation 
of W. 

If dim V = 0 an orientation of V simply means one of the numbers ± 1. 
Many special but trivial arguments for this case will be omitted. 

An oriented vector space is a pair (V,w) where w is an orientation of V. 
Given (V,w) and (V',w') an isomorphism L: V ~ W is called orientation 
preserving if L(w) = w'; otherwise L is orientation reversing. 

The standard orientation wn of IRn, n > 0, is [e I' ... , en] where ei is the 
i'th unit vector. The standard orientation of lRo is + 1. 

Let 0 ~ E' ~ E ~ E" ~ 0 be an exact sequence of vector spaces. Given 
orientations w' = eel' ... , em] of E' and w" = [fl' ... ,In] of E", an orienta­
tion w of E is defined by 

where 

independent of the choice of the gi' For if also 1/1 hi = h, the automorphism 
A: E ~ E such that Aej = ej and Agi = hi fits into the commutative diagram 

o ) E' q; ) E 1/1 ) E" ) 0 

A 

0----+) E'----+) E ----,.--+) E"----+) 0 
1/1 

which implies that det A 1. Hence 
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It is easy to see that any two of w', w, w" determine the third uniquely. 
We write W = w' EB w", w' = w/w", w" = w/w'. 

Now let ~ = (p,E,B) be a vector bundle. An orientation for ~ is a family 
w = {wx} x E B where Wx is an orientation of the fibre Ex such that ~ has an 
atlas cP with the following property: if <p: ~I U --+ IR" is in cP then 

<px: (Ex,wx) --+ (1R",w") 

is orientation preserving. We call W a coherent family of orientations of the 
fibres. The atlas cP is an oriented atlas belonging to ~. 

If ~ has an orientation w, then ~ is called orientable and the pair (~,w) 
is an oriented vector bundle. It is easy to see that if ~ is a C vector bundle 
for any r ~ 1, and w is an orientation, then ~ has a C atlas which belongs 
to w. An oriented C vector bundle can be defined as a C vector bundle 
together with a maximal C oriented atlas. 

Let F:1] --+ ~ be a bimorphism. If ~ has an orientation w, there is a unique 
orientation fJ of 1] such that F maps fibres to fibres preserving orientation. 
It follows that the pullback of f*~ of an oriented bundle (~,w) has a natural 
orientation f*w. 

Let ~ = (p,E,B) be any vector bundle. Let A: I --+ B be a path and w an 
orientation of ~IA(O). We propagate w along A as follows. Since the induced 
bundle A*~ --+ I is trivial and I is connected, there is a unique orientation 
fJ of A *~ such that over 0 E I, fJ coincides with A *w. Denote by A#W the orienta­
tion of ~IA(I) such that over 1 E I, A*(A#W) coincides with fJ. 

Let WI --+ B be another path with A(O) = J1(0) and A(I) = J1(1). If A ~ J1 
rei {0,1}, then J1#w = A#W. To see this, letf:D2 --+ B be such thatf = A on 
the top semicircle 1+ C 8D2, and f = J1 on the bottom semicircle L c 8D2. 
Since D2 is contractible, f*~ is trivial and therefore orientable. Since D2 is 
connected, f*~ has a unique orientation fJ containing f*w = A *w = J1*w. 
Over 1 E I, therefore, the orientations fJ,f* A#W and f* J1#w all coincide. This 
implies that A#W = J1#w. 

It follows that every vector bundle over a simply connected manifold M is 
orientable. To see this, pick a point Xo E M and for each y EM let Ay:I -+ M 
be a path joining Xo to y (we may assume M path connected). Let W be an 
arbitrary orientation of ~Ixo and define Wy = Ay#W. Since M is simply con­
nected Wy is independent of the choice of Ay. If <p: U ;::::; IR"( or 1R"r) is a chart 
on M and y E U, we can choose Az , Z E U to be of the form Ay followed by 
a straight line path (with respect to <p) from y to z. This choice of the Az 

shows that the resulting family of orientations {wz } Z E U is an orientation of 
~IU. It follows that W = {WY}YEM is an orientation of~. 

More generally, the vector bundle ~ -+ M is orientable if and only if 
every loop A:I -+ M, A(O) = A(I), preserves orientation of ~IA(O); that is, 
A#W = W if W is an orientation of ~IA(O). If this condition is satisfied and M 
is connected, then a given orientation of a single fibre ~x extends to a unique 
orientation of ~ by propagation along paths. Since each fibre has exactly 
two orientations, we see that an orientable vector bundle over a connected 
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manifold has just two orientations. If one of these is called w, the other is 
called -w. 

In general every vector bundle ~ = (p,E,B) has an oriented double 
covering ~ = (p,E,ii). Let 

ii = {(x,w):x E B, w is an orientation of ~x}. 

The topology of ii is generated by the subsets {X,OXLEU where U c B is 
open, ~I U is orientable, and ° is an orientation of ~I U. There is a natural 
map p:ii ~ B, p(x,w) = x. Define ~ = p*( The natural orientation of ~ is 
defined as follows: given (x,w) E ii, assign to ~I(x,w) the orientation p*w. A 
section B ~ ii is the same as an orientation of ~. Therefore ~ is orientable 
if B is simply connected. 

Let 0 ~ ~' ~ ~ ~ ~" ~ 0 be a short exact sequence of vector bundles. 
Given orientations w', w" for C ~" respectively, a family w = {WX}XE B of 
orientations of fibres of ~ is obtained by setting Wx = w~ EEl w~. Local 
trivializations make it clear that w is coherent; thus w is an orientation of 
~. Any two of w, w', w" determine the third. We put w = w' EEl w", etc. In 
particular we have 

4.1. Lemma. Two of~, ~', Care orientable if and only if the third is. 

Let M be a manifold. M is called orientable if T M is an orientable vector 
bundle. An orientation of M means an orientation of T M; an oriented manifold 
is a pair (M,w) where w is an orientation of M. We define -w to be the 
orientation of M such that (-w)x = -wx (these are orientations of MJ 
for all x E M. If M is connected and orientable then it has exactly two 
orientations, wand - w. Every simply connected manifold is orientable. 

An alternative definition of "orientable manifold" is: M is orientable if 
it has an atlas whose coordinate changes have positive Jacobian determinants 
at all points. A maximal atlas of this kind is an oriented differential structure. 
By considering natural vector bundle charts it is easy to see that the two 
definitions are equivalent. 

Let (M,w) and (N,O) be oriented manifolds. A diffeomorphismf:M ~ N 
is called orientation preserving if Tf:(TM,w) ~ (T N,O) preserves orientation; 
in this case we write f(w) = 0. On the other hand f is called orientation 
reversing if Tf reverses orientation. Notice that when M is connected, f 
must have one of these properties; to determine which one, it suffices to 
see whether a single Txf preserves orientation. 

Now let M be a connected orientable manifold and let g:M ~ M be a 
diffeomorphism. Let w, -w be the two orientations of M. Then either g(w) = 

wand g( -w) = -w, or else g(w) = -wand g(-w) = w. In other words 
9 either preserves both orientations or reverses both orientations. We call 
g orientation preserving or orientation reversing, accordingly, independent 
of any choice of orientation for M. If <1> is an oriented differential structure 
for M then f preserves orientation if f*<1> = <1>, that is, if the derivative of 
f at any point, expressed by charts in <1>, has positive Jacobian. 
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As an example consider a diffeomorphism of sn obtained from an ortho­
gonallinear operator L E O(n + 1). Since L also maps Dn+ 1 onto itself, Llsn 
is orientation-preserving exactly when LIDn+ 1 is orientation-preserving, or 
equivalently, when L preserves orientation of IRn+ 1. Thus Llsn preserves 
orientation if and only if det L > 0. In particular, reflection in a hyperplane 
always reverses orientation; the antipodal map of sn preserves orientation if 
n is odd and reverses orientation if n is even. 

Let M be a manifold and ~ = (p,E,M) the oriented double covering of 
the vector bundle T M. It is easy to see that ~ is naturally isomorphic to 
T M. Therefore M is an orientable manifold. This shows that every manifold 
M has an oriented double covering M. It is easy to see that the natural map 
p:M -> M is a submersion. If M is orientable, then each orientation w of 
M defines a section Sw: M -> M by sw(x) = (x,wx ). Conversely, every section 
defines an orientation of M. 

Next consider the algebraic normal bundle v of aM in M: 

4.2. Theorem. v is trivial, and hence orientable. 

Proof. Let n = dim M. Put 

1R"r = {x E IRn: Xl;:: O}. 

Let n: IRn -> IR be the projection n(x) = Xl. 

Let {((Ji: Ui -> 1R"r} be family of charts of M that cover aM. 
Define morphisms 

Fi: TMlaui -> IR, 

Fix = D(n((JJx· 

Since Fi maps T(aUJ to 0, it induces a morphism 

Gi:vlaui -> IR 

which is clearly a bimorphism. Note especially that if X E aUi n au;, the 
linear map 

GjxGi-;' 1: IR -> IR 

is positive. This is equivalent to the fact that each ((Ji maps Ui onto the same 
side of alR"r in IRn. This already proves v orientable. A trivialization of v is 
obtained by gluing together the Gi with a partition of unity. 

QED 

Implicit in the last part of the above proof is this result: 

4.3. Theorem. An orientable I-dimensional vector bundle over a para­
compact space is trivial. 

This is true in all C categories; as usual the analytic case requires a 
separate proof. But Theorem 4.3 is false without paracompactness: the 
tangent bundle of the long line is orientable, but if it were trivial the long 
line would have a Riemannian metric and thus would be metrizable! 
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We now give some classical geometric applications of orientations. 

4.4. Lemma. Let N be a connected manifold and let MeN be a connected 
closed submanifold of codimension 1, aM = aN = 0. If M separates N then 
the normal bundle v of M in N is trivial, and N - M has exactly two com­
ponents; and the (topological) boundary of each component is M. 

Proof. Let A c W be a component of N - M. Then M is the boundary 
of the subset A. For, since M is closed, Bd A is a nonempty closed subset 
of M. Looking at submanifold charts for (N,M) one sees that Bd A is also 
open in M. Since M is connected, Bd A = M. Such charts also show that 
A is a submanifold of N with aA = M. Clearly v is also the normal bundle 
of M in A; therefore Theorem 4.2 implies that v is trivial. Let B be another 
component of N - M; then B is also a submanifold of N with boundary 
M. Thus A u B is a closed subset of N. Invariance of domain (or the inverse 
function theorem) show that A u B is also open. Therefore A u B = N. 

From Theorems 4.1 and 4.4 we obtain: 

QED 

4.5. Theorem. Let N be a simply connected manifold and MeN a closed 
connected submanifold of codimension 1, aM = aN = 0. If M separates N 
then M is orientable if N is orientable. 

Next, a basic topological result: 

4.6. Theorem. Let N be a simply connected manifold and MeN a con­
nected compact submanifold of codimension 1, aM = aN = 0. Then M 
separates N. 

Proof. We may suppose N connected. Let xo, Xl EN - M. Letf:I -+ N 
be a COO path from Xo = f(O) to Xl = f(I); assume f is transverse to M. 
Then f- 1(M) is a finite subset of I. Let L(XO,X1,f) E 71. z be the reduction 
mod 2 of the cardinality of f- 1(M). We assert that L(xo,x 1,f) is independent 
off. For let g: I -+ M be another such path. Since N is simply connected, 
the paths f, g are homotopic rei end points. Thus there is a map H: I x I -+ 

N such that H(t,O) = f(t), H(t,l) = g(t), H(O,t) = Xo, and H(I,t) = Xl' By 
approximation we may assume that H is COO and transverse to M. Then 
H- 1(M) is a compact I-dimensional submanifold of I x I c IR z with 
boundary f- 1(0) x ° u g-l(O) X 1. Since H- 1(M) has an even number of 
boundary points, the assertion follows. 

It is clear that there exist X o, Xl' f as above with L(xo,x 1,f) = 1; for 
example, take Xo and Xl on opposite sides of M, in a small arc transverse 
to M. Then Xo and Xl must be in different components of N - M, since 
otherwise there would exist a path g joining them in N - M. Such a path 
can be made Coo and transverse to N; then L( Xo,X 1,f) = 0, contradicting 
the assertion above. 

QED 
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As a corollary of Theorem 4.6 we obtain the following "nonembedding 
theorem": 

4.7. Theorem. A compact nonorientable n-manifold without boundary can­
not be embedded in a simply connected (n + 1)-manifold. In particular pro­
jective 2n-space p2n does not embed in [R2n + 1 for n ~ 1. 

Proof. A simply connected manifold is orientable; together with 
Theorems 4.6 and 4.5, this proves the first statement. To prove the second 
we show that p2n is nonorientable. Consider p2n as the identification space 
of s2n by the antipodal map A; let p: s2n ~ p2n be the projection. We know 
that A is orientation reversing. Therefore p2n cannot be orientable; for if w 
is an orientation of p2n, there is a unique orientation 8 of s2n such that 
Tx p(8J = wp(x) for all x E s2n. But such a 8 would be invariant under the 
antipodal map, which is impossible. 

QED 
Theorem 4.7 is false if "simply connected" is replaced by "orientable": 

for p2n embeds in the orientable manifold p2n + 1. 

It is also true that p2n+ 1 does not embed in R 2n + 2, but more subtle 
methods are required. 

Exercises 

1. If ~ is any vector bundle, ~ EEl ~ is orientable. This implies that TM is orientable 
as a manifold. 

2. There are precisely two isomorphism classes of n-plane bundles over SI for each 
n ;:, 1. Two such bundles are isomorphic if and only if both are orient able or both are 
nonorientable. 

3. M x N is orient able if and only if M and N are both orientable. 

4. Every Lie group is an orientable manifold. 

(In Exercises 5 through 9, MeN is a closed, codimension 1 submanifold.) 

5. If aM # 0 and aN = 0 and M, N are connected, then N - M is connected. 

6. Suppose N = IRn+ 1, M is compact and aM = 0. Then M bounds a unique compact 
submanifold of IRn + 1. 

7. Suppose M is a neat submanifold. Then the normal bundle of M in N is trivial if 
and only if M has arbitrarily small neighborhoods in N that are separated by M. 

8. Suppose M is compact and aM = 0. If M is contractible to a point in N then M 
separates N. 

9. If M = aWwhere WeN is a compact submanifold, and W # N, then M separates 
N. 

10. Isomorphism classes of oriented k-plane bundles over an n-manifold M correspond 
naturally to homotopy classes of maps from M to the Grassman manifold Os. k of 
oriented k-planes in IRs, provided s > k + m. 
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*11. Let ~ -. B be a nonorientable vector bundle over a connected manifold M. The 
set of homotopy classes of orientation-preserving loops at Xo E M form a subgroup of 
index 2 in 7r j (M,xo)' 

12. Let M be a connected orientable manifold. The subgroup Diff't.(M) of orientation 
preserving diffeomorphisms is normal and has index 1 or 2 in Diff'(M), 1 <::; r <::; 00. 

Moreover Diff't.(M) is open and closed in both the weak and strong topologies. 

5. Tubular Neighborhoods 

Let MeV be a submanifold. A tubular neighborhood of M (or for 
(V,M)) is a pair (f,~) where ~ = (p,E,M) is a vector bundle over M and 
f: E .-. V is an embedding such that: 

1. flM = 1M where M is identified with the zero section of E; 
2. f(E) is an open neighborhood of M in V. 

More loosely, we often refer to the open set W = f(E) as a tubular 
neighborhood of M. It is then to be understood that associated to W is 
a particular retraction q: W .-. M making (q, W,M) a vector bundle whose 
zero section is the inclusion M .-. W. 

It is easy to see that only neat submanifolds can have tubular 
neigh borhoods. 

A slightly more general concept is that of a partial tubular neighborhood 
of M. This means a triple (f,~,U) where ~ = (p,E,M) is a vector bundle 
over M, U c E is a neighborhood of the zero section and f: U .-. V is an 
embedding such that flM = 1M and f( U) is open in V. 

A partial tubular neighborhood (f,~,U) contains a tubular neighborhood, 
in the following sense: there is a tubular neighborhood (g,~) of M in V such 
that g = f in a neighborhood of M. 

To construct g, fix an orthogonal structure on~. Choose a map p: M .-. IR+ 
such that if YEEx and IYI:( p(x) then YEf(U). Let k[O,oo).-. [0,1] be 
a diffeomorphism equal to the identity near 0. Define an embedding 

h:E .-. E, 

h(y) = p(plyj)Jc(jYI)Y. 

Then H(E) c U and h = identity near M. Now put g = fh. 
Eventually (Theorem 6.3) we shall prove that every neat submanifold 

has a tubular neighborhood. The first step is to prove: 

5.1. Theorem. Let M c IRn be a submanifold without boundary. Then 
M has a tubular neighborhood in IRn. 

Proof. It suffices to find a partial tubular neighborhood. 
Put k = n - dim M and let ')in, k .-. Gn, k be the Grassmann bundle 

(see Section 4.3). Let v:M .-. Gn,k be a (C')) field of transverse k-planes; 
this means that for each x E M, the tangent n-plane Mx c IRn is transverse 
to the k-plane v(x). For example, one could take v(x) = M;. 
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Put 
¢ = (p,E,M) = v*Yn. k; 

thus ¢ is a vector bundle, and 

E = {(x,y) E M x [Rn:y E v(x)}. 
Define a map 

f:E --+ [Rn 

f(x,y) = x + y (y E v(x)). 

The tangent space to E at a point (x,O) of the zero section has a natural 
splitting Mx EB v(x). It is clear that T(x.o) f is the identity on Mx and on 
v(x). Therefore Tf has rank n at all points of the zero section and it follows 
that f is an immersion of some neighborhood of the zero section. Since 
flM = 1M it follows that from Exercise 7, Section 2.1,fIU is an embedding 
of some open neighborhood U c E of M. Thus (f,¢,U) is a partial tubular 
neighborhood of M. 

QED 

In the above construction, if we choose v(x) = M; the resulting tubular 
neighborhood is called a normal tubular neighborhood of M in [Rn. It is not 
hard to prove that in this case U can be chosen small enough so thatf( U n vJ 
is the set of points in f(U) whose nearest point of M is x. See Figure 4-1. 

Figure 4-1. A normal tubular neighborhood. 

5.2. Theorem. Let MeV be a submanifold, aM = av = 0. Then M 
has a tubular neighborhood in V. 

Proof. We may assume V C [Rn. Let We [Rn be a neighborhood of 
V and r: W --+ Va COO retraction. (Such a Wand r exist because V has a 
tubular neighborhood in [Rn.) Give V the Riemannian metric induced from 
[Rn and let v = (p,E,M) be the normal bundle of M in V. Thus 

veT MV C T M[Rn = M x [Rn; 

each fibre Vx is contained in x x [Rn. 
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For each x E M let 

Ux = {(x,y) E vx:x + YEW}. 

Put U = U X EMU x. Then U is open in E, being the inverse image of Wunder 
the map 

E ~ [Rn, 

(x,y) ~ x + y 

It is easy to verify that the map 

f:U~ V, 

(y E vJ. 

f(x,y) = r(x + y) 

provides a partial tubular neighborhood for (V,M). 

QED 

It is useful to be able to slide one tubular neighborhood of a submanifold 
onto another one, mapping fibres linearly onto fibres. Such a sliding is a 
special case of an isotopy. Isotopies will be considered in more generality 
in a later chapter; at present the following remarks suffice. 

If P, Q are manifolds, an isotopy of P in Q is a homotopy 

F:P x I ~ Q, 

F(x,t) = Flx) 
such that the related map 

F:P x I ~ Q x I, 

(x,t) ~ (Flx),t) 

is an embedding. We call F the track of F. We also say F is an isotopy from 
F 0 to Fl. If A c P is such that Flx) = F o(x) for all (x,t) E A x I then 
F is a rei A isotopy. 

The relation "f is isotopic to g" is transitive. For let F, G be isotopies 
of P in Q such that F1 = Go. We can almost define an isotopy H from 
F 0 to G 1 by setting 

Ht = {
F2t 0::::; t::::; t 
G 2t - 1 t ::::; t ::::; 2; 

but H is not necessarily smooth at points of P x t. The solution is to write 
instead: 

where r: I ~ I is a COO map which collapses a neighborhood of i to i for 
i = 0, 1. This H is indeed an isotopy from F 0 to G 1. 

The same argument shows that reI A isotopy is an equivalence relation. 
Now let (/;'~i = (PhEhM)) be a tubular neighborhood of MeV for 

i = 0, 1. An isotopy of tubular neighborhoods from (fo,~o) to (f1'~1) is a reI 
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M isotopy F from Eo to V such that: 

Fo = fo, 
F o(Eo) = f1 (E 1), 

Fl1 F 0: Eo --+ E 1 is a vector bundle isomorphism ~o --+ ~ b 

and 

P(Eo x E 1 ) is open in V x I. 

This last condition is automatic if aM = 0. 
One thinks of {Ft(Eo)}t El as a one-parameter family of tubular neighbor­

hoods of M. Notice also that P defines a tubular neighborhood (p,~ x 1) 
of M x I in V x I. 

It is easy to see that isotopy is an equivalence relation on the class of 
tubular neighborhoods for (V,M). 

5.3. Theorem. Let MeV be a submanifold, aM = oV = 0. Then any 
two tubular neighborhoods of M in Vare isotopic. 

Proof. Let the tubular neighborhoods be (/;'~i = (p;,Ei,M)), i = 0, l. 
First supposefo(Eo) c f1(E 1). 

Let cJ>: ~o --+ ~ 1 be the fibre derivative of 9 = fl1 fo: Eo --+ E 1. Thus cJ> is 
the component along the fibres of the morphism 

TMg:TMEO = TM EB ~o --+ TM EB ~1 = TMEb 

which shows that cJ> is an isomorphism of vector bundles. 
We define the canonical homotopy from cJ> to 9 to be 

H:Eo x 1--+ E1, 

(1) H( ) = {t- 1g(tX) if 1 ~ t> 0, 
X,Y cJ>(x) if t = 0. 

(Here tx means scalar multiplication in the fibre containing x, etc.) 
We claim H is coo. This is a local statement; to prove it we can work 

in charts for M, ~o and ~1. Such charts make 9 locally a COO embedding 

g: U x IRk --+ IRm x IRk, 

g(x,Y) = (gl(X,y),g2(X,Y)), 
g(X,O) = (x,O) 

where U I IRm is open. Locally, cJ> becomes the fibre derivative of g: 

cJ>: U x IRk --+ IRm x IRk, 

( og2 ) cJ>(X,y) = x, ay (X,O)y . 

Here og/oy assigns to each point of U x IRk a linear map IRk --+ IRk. The local 
representation of H is a map (U x IRk) X I --+ IRm x IRk given by the same 
formula (1). 
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By Taylor's formula we can write 

(2) 
ogz 

g2(X,y) = ay (x,O)y + <s(x,y),y) 

where <, ) is the inner product in IRk and s: U x IRk ~ IRk is a Coo map with 
s(x,O) = o. 

It is trivial to verify that the first coordinate of (the local representation 
of) H as given by (1) defines a Coo map U x IRm x I ~ IRm. By (2) the second 
coordinate of H is given by the formula 

Og2 ay (x,O)y + <s(x,ty),y), 1 ~ t ~ o. 

Clearly this is Coo in (t,x,y). Thus H is Coo; and it is easily verified that H is 
an isotopy. 

An isotopy of tubular neighborhoods from (fo,~o) to (fb~l) is now 
defined by 

F(x,t) = f11 H(x,l - t), 

under the assumption that fo(Eo) C f1(E 1). 
For the general case we first pull Eo into the open setfo 1f1(E 1) c Fo 

by a preliminary isotopy of the form 

where 

G:Eo x I ~ Eo, 

G(z,t) = (1 - t)y + they) 

h:Eo ~ Eo, 

h( ) = [b(P(Y) )] 
y 1 + y2 y 

and b: M ~ IR + is a suitably small Coo map. 

Thus (fo,~o) and (fOG1'~0) are isotopic tubular neighborhoods; and since 
f OG1 maps Eo into F b so are (fOGb~O) and (f1'~1). Theorem 5.3 now follows 
from transitivity of the relation of isotopy. 

QED 

6. Collars and Tubular Neighborhoods of Neat Submanifolds 

The boundary of a manifold cannot have a tubular neighborhood. 
However, it has a kind of "half-tubular" neighborhood called a collar. 
A collar on M is an embedding 

f:oM x [0,00) ~ M 

such that f(x,O) = x. The following is the collaring theorem: 

6.1. Theorem. aM has a collar. 
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Proof. A proof using differential equations is given in Section 5.2. An 
alternative proof is outlined as follows. 

First, find a Coo retraction r: W -+ aM of a neighborhood of aM onto 
aM. This is obviously possible locally, and two local retractions into 
coordinate domains can be glued together with a bump function. A standard 
globalization technique (e.g., Theorem 2.2.11) produces a global retraction. 

Second, find a neighborhood U c M of aM and a map 

g: U -+ [0,00), 

g(aM) = ° 
having ° as a regular value. This is easily done with a partition of unity. 
Third, observe that the map 

h = (r,g): W -+ aM x [0,00) 

maps a neighborhood of aM diffeomorphically onto a neighborhood 
W c aM x [0,00), and h(x) = (x,O) for x E aM. 

Finally, let cp:aM x [0,(0) -+ h(W) be an embedding which fixes 
aM x 0. Thenh-Icpis a coliar. 

QED 

It is also true that boundaries of CO manifolds have collars, although 
this is far from obvious. An elegant and surprising proof is given by M. Brown 
[2J. 

We leave as an exercise the proof of the following refinement of 
Theorem 6.1 : 

6.2. Theorem. Let MeV be a closed neat submanifold. Then av has 
a collar which restricts to a collar on aM in M. 

Having collars at our disposal we can now prove: 

6.3. Theorem. Let MeV be a neat submanifold. Then M has a tubular 
neighborhood in V. 

Proof. By Theorem 6.2 there is a neighborhood N c V of av and a 
diffeomorphism 

cp:(N,aV) ::::; (aV x J,aV x 0) 

such that 
cp: N n aM ::::; aM x J. 

Let q > 2 dim V. Embed av in IRq-I; extend this to an embedding 

a V x J -+ IRq - I X [0,00) = IR~ 

(x,t) I----> (x,t). 

We can thus assume N c IR~ in such a way that every vector of IRq which 
is normal to N at a point of a V, or normal to N n M at a point of a V, is in 
IRq-I. See Figure 4-2. 
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N 

/ 
NnM 

Figure 4-2. An embedding of N in 1R"c. 

We can extend the embedding of N to an embedding of V in IR';.. Thus 
V is now a neat submanifold of IR';., and both V and M meet IRq-1 

orthogonally along aVand aM. 
We can now find a normal tubular neighborhood of Yin IR';. (Figure 4-3), 

and the rest of the proof is like that of Theorem 5.2. 

QED 

______________ ~ __________________ ~ __________________ lRq-1 

Figure 4-3. A normal tubular neighborhood of V in 1R"c. 

The following extension theorem for tubular neighborhoods is useful: 

6.4. Theorem. Let MeV be a neat submanifold. Then every tubular 
neighborhood of aM in aVis the intersection with av of a tubular neighborhood 
for M in V. 

Proof. First consider the special case V = W x I, M = N x I where 
NeW is a submanifold and aN = aw = 0. Then 

av = W x 0 u W x 1 

aN = N x 0 u N x 1. 

In this case a tubular neighborhood for (aV,aM) is just a pair of tubular 
neighborhood for (W,N). Let these be Eo, E 1• By Theorem 5.3 there is 
an isotopy of tubular neighborhoods from Eo to E 1 , say F:Eo x I ~ W. 
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Then the corresponding embedding 

F:Eo x 1--+ W x I = W 

F(x,t) = (F(x,t),t) 

a tubular neighborhood for N x I = M in V, restricts to Eo and El in av. 
Now consider the general case. Give av a collar in V which contain a 

collar on aM in M; we shall identify av x [0,00) with a neighborhood 
of av in V, so that aM x [0,00) corresponds to a neighborhood of aM 
in M. Put 

V' = av x [0,1], 

V" = av x [1,00), 

M' = aM x [0,1] 
Mil = aM x [1,00). 

Thus V = V' u V", V' n V" = av x 1, and similarly for M. 
Let Eo be a tubular neighborhood for aM in avo By 6.3 there is a tubular 

neighborhood E" of Mil in V". Let El = E" n av c av x 1. Thus Eo 
and El form a tubular neighborhood for M x {O,l} in V x {O,l}. By the 
special case Eo u El extends to a tubular neighborhood E' of V' in M'. 
Then E' u E" is a tubular neighborhood M in V which extends Eo. (Actually 
one has to make sure that E' and E" fit together smoothly at a V" ; this is 
left to the reader.) 

QED 

A closed tubular neighborhood of radius B > 0, of a submanifold MeV, 
is an embedding D/~) --+ M which is the restriction ofa tubular neighborhood 
(f,~ = (p,E,M)) of M. Here 

DeW = {x E E:lxl ~ B} 

is the disk subbundle of ~ of radius B, for a given orthogonal structure on ~. 
The isotopy theorem for closed tubular neighborhoods is as follows: 

6.5. Theorem. Let MeV be a submanifold. Let ~i = (pi,Ei,M) be 
orthogonal vector bundles over M, i = 0,1. Let (j;'~i) be a tubular neighborhood 
of M. Let B > 0, c5 > 0. Then (fo,~o) and (fb~l) are isotopic by an isotopy 
of tubular neighborhoods Ft : E --+ V, ° ~ t ~ 1, such that F 0 = fo and 

Proof. By Theorem 5.3 and a preliminary isotopy we may assume that, 
as tubular neighborhoods, (fo,~o) = (ft,~1); but De(~o) and Di~l) might 
be defined by different orthogonal structures. However, by 2.3 and a linear 
isotopy we may assume that these orthogonal structures are identical. 
The theorem is now obvious: in any orthogonal vector bundle there is a 
linear isotopy carrying D/~) onto D6(~). 

QED 

As a very special but useful case, let M be a point Xo E V. An open tubular 
neighborhood of Xo is an embedding (IRn,O) --+ (V,xo) and a closed tubular 
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neighborhood of radius 1 is an embedding (D",O) - (V,xo), wheren = dim V. 
(We suppose av = 0.) 

6.6. Theorem. Let En = Dn or IRn and let J;:(En,O} _ (V,xo) be an 
embedding, i = 0, 1, where n = dim V. If 

Det(D(fl 1fo)(O}} > ° 
then fo and fl are isotopic reI o. 

Proof. Note that fl 1fo is well defined on a neighborhood of 0 in En, 
so its derivative at ° is defined. By isotopy of tubular neighborhoods we 
can assume fl 1fo is a linear automorphism L E GL(n}. If det L > 0 then 
L is connected to the identity in GL(n} by an arc Lt, 0 ~ t ~ 1: 

Lo = fl 1fo, Ll = 111l,. 

The required isotopy from fo to fl is 

fl Lt- 1fl 1fo, O~t~l. 

QED 

One use for tubular neighborhoods is to make a map look like a vector 
bundle map (after a homotopy). Let V, N be manifolds, A c N a compact 
neat submanifold and f: V - N a map such that f and flav are both 
transverse to A. Put M = f- 1(A}, a neat submanifold of V. Suppose given 
tubular neighborhoods U c V of M and E c N of A. Let D cUbe a 
disk subbundle such that f(D} c E. 

6.7. Theorem. Under the assumptions above, there is a homotopy fr 
from f = fl to a map fo = h: V - N such that: 

(a) hiD is the restriction of a vector bundle map U - E over f:M - A; 
(b) fr = f on M u (N - U), 0 ~ t ~ l. 
(c) ft- 1(N - A} = V- M,O ~ t ~ l. 

Proof. Let cP: U - E be the vector bundle map, over f: M - A, which 
is the fibre derivative of f: D - E. Let fr: D - E, 1 ~ t ~ 0 be the canonical 
homotopy from fl = flD to fo = cPID: 

fr(x} = {C 1f(tX}, _ 1 ~ t ~ 0, 
cP(x}, t - 0. 

Notice that fr(aD} c N - A. 
Let D' cUbe a disk subbundle such that D' int D. Put D' - int D = L; 

thus aL = aD' u aD. Define a homotopy 

gt:aL- N - A, 

_ {fr on aD, 
gt - f on aD. 

By homotopy extension (Theorem 1.4) gt extends to a homotopy 
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9/: L ~ N - A. Define a homotopy 

h/:V~ N, 

hI = {~ 
fr 

on 
on 
on 

The required map is then h = ho. 

Exercises 

V-D 
L 
D. 

QED 

1. There is an obvious definition of C' tubular neighborhood and C' isotopy, 1 ~ r < 
00. A neat C' submanifold has a C' tubular neighborhood, unique up to C' isotopy. 

*2. Let M 0, M 1 be neat submanifolds of V in general position. Let (j;,~J be a tubular 
neighborhood of M 0 n M 1 in M i , i = 0, 1. Then there is a tubular neighborhood 
(f,~o EB ~ tl of M 0 n M 1 in V such that fl~i = /;. 

*3. Extendability of germs of tubular neighborhoods. Let MeV be a neat submanifold 
and U c M a neighborhood ofa closed subset A c M. For every tubular neighborhood 
Eo of U in V there is a tubular neighborhood E of M in V, and a neighborhood W c U 
of A, such that EI W = Eo W. 

4. Let D c M be a neat p-disk of codimension k. Then K has a neighborhood E c M 
such that 

(E,D) ~ (DP x [R\DP x 0). 

5. Let MeV be a closed neat sub manifold of codimension k. Then there is a map 
f: (V,M) -> (S\p) such that p is a regular value and f -l(p) = M, if and only if M has 
a trivial normal bundle. 

6. Let M c [Rn be a submanifold of codimension k, aM = 0. Let v:M -> Gn k be a 
transverse field of k-planes. Suppose that v locally satisfies Lipschitz conditions with 
respect to Riemannian metrics on M and Gn k. Then M has a tubular neighborhood 
U c [Rn whose fibre over x E M is the inter~ection of U and the k-plane through x 
parallel to v(x). But if v is merely continuous this may be false, even for Sl c [R2. 

7. The boundary of a nonparacompact manifold does not necessarily have a collar. 
For instance there is a 2-dimensional manifold M such that M - aM ~ [R2 but aM 
has uncountably many components (each diffeomorphic to [R). 

***8. Let L be the long line with its natural ordering (see Exercise 2, Section 1.1) and set 

M = {(x,y)EL x L:x ~ y}. 

Then M is a a-manifold with aM ~ L. It seems unlikely that aM has a collar. 

*9. Ambient isotopy of closed tubular neighborhoods. In Theorem 6.5, the isotopy F,IDE(~o) 
can be achieved through a diffeotopy of V. That is, there is an isotopy G,: V -> V, ° ~ t ~ 1, such that Go = lv, and F,(x) = G,/o(x) for x E D,(~o). 

7. Analytic Differential Structures 
We shall use tubular neighborhoods and transversality to prove the 

following result: 

7.1. Theorem (Whitney). Let M be a compact manifold without boundary. 
Then M is diffeomorphic to an analytic submanifold of Euclidean space. 
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Proof. We may assume M embedded in IRq with codimension k. Let 
E c IRq be a normal tubular neighborhood of M. We identify E with a 
neighborhood of the zero section of the normal bundle of M. Let p: E --+ M 
be the restriction of the bundle projection. 

Let g: M --+ G q. k be the map sending x E M to the k-plane normal to 
Mat x. Let Eq. k --+ Gq. k be the Grassmann k-plane bundle and let f: E --+ Eq, k 

be the natural map covering h; thus 

f(y) = (h(y),y) E Eq, k C Gq, k X IRq. 

Note that f is transverse to the zero section Gq, k cEq, k and 

f-1(Gq , k) = M. 

The main point of the proof is to C1 approximate f by an analytic map. 
For this we use Theorem 2.5.2. That result says that a real-valued C' map 
(0 :( r :( (0) on an open subset of Euclidean space can be C' approximated, 
near a compact set, by an analytic map. The same result clearly holds for 
maps into IRS. Moreover it holds for maps from open subsets E c IRq into 
a CO) submanifold N c IRS. For a normal tubular neighborhood of N 
provides a CO) retraction p: W --+ N where W c IRq is an open set. Given 
f:E --+ N, the required CO) approximation is po f' where f':E --+ W is 
a CO) approximation to f. 

Now Eq , k embeds analytically in IRS with s = q2 + q. For this it suffices 
to embed Gq, k in IRq2. This is done by mapping a k-plane P E Gq, k to the 
linear map IRq --+ IRq given by orthogonal projection on P. 

It follows that the map f: E --+ Eq, k can be approximated near M by 
an analytic map <p:E --+ Eq,k' Put M' = <p-l(Gq,k)' If <p is sufficiently C1 

close to f then <p rjl Gq, k and the restriction of p: E --+ M to M' is a COO 
diffeomorphism M' ~ M. 

QED 

Of course stronger results can be proved by using the powerful Remmert­
Grauert approximation Theorem 2.5.1. The proof given used only the 
elementary Theorem 2.5.2. 

Exercises 

1. Let f:M -> IRq be an embedding where M is compact without boundary. Then f 
can be approximated by embeddings 9 such that g(M) is an analytic submanifold. 

2. Let M c IRs and N c IR' be analytic submanifold without boundaries, with M com­
pact. Then analytic maps are dense in C'iv(M,N), 0 :( r :( C'IJ. 

3. Let ~ be a C' vector bundle over M, where M is a compact analytic submanifold 
of Euclidean space, 0 :( r :( C'IJ, and aM = 0. Then ~ has a compatible CW vector 
bundle structure, unique up to CW isomorphism. 



Chapter 5 

Degrees, Intersection Numbers, and 
the Euler Characteristic 

Topology has the peculiarity that questions belonging in its domain may 
under certain circumstances be decidable even though the continua to which 
they are addressed may not be given exactly, but only vaguely, as is always the 
case in reality. 

Geometry is a magic that works ... 

-H. Weyl, Philosophy of Mathematics 
and Natural Science, 1949 

-R. Thorn, Stabilite Structurelle 
et Morphogenese, 1972 

We now have enough machinery at our disposal to develop one of the 
most important tools in topology: the degree of a map f: M ~ N, where M 
and N are compact n-manifolds, N is connected, and aM = aN = 0. This 
degree is an integer if M and N are oriented, an integer mod 2 otherwise. 

Intuitively, the degree is the number of times f wraps M around N. The 
precise definition requires the theories of approximation, regular values, and 
orientation. If f is C1 and if YEN is a regular value, then the degree of f 
is the number of points in f-l(y) at which Tf preserves orientation, minus 
the number of points at which Tf reverses orientation. 

It turns out that the degree of f is the same for all maps homotopic to 
f. This has two important consequences: it makes the degree of any given 
map easy to compute, and it gives us a convenient method of distinguishing 
homotopy classes. Moreover the degree is the only homotopy invariant for 
maps into S"; this is the main result of Section 5.1. 

With the introduction of the degree we enter the realm of algebraic topol­
ogy. Many geometrical questions depend on the computation of degrees of 
maps; thus topology is translated to algebra, the continuous is reduced to 
the discrete. 

The degree is actually a special case of a more general geometrical concept 
called the intersection number, developed in Section 5.2. If M and N are 
submanifolds of W of complementary dimensions, and M and N are in 
general position, their intersection number is the algebraic number of points 
in M n N, each counted with appropriate sign determined by orientations. 
By means oftransversality theory, intersection numbers of maps M, N ~ W 
can be defined; again we obtain homotopy invariants. If W is an n-dimen­
sional oriented vector bundle ~ ~ M then the self-intersection number of 

120 
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the zero section is called the Euler number X(~). This is an important iso­
morphism invariant of bundles. The Euler number of T M is the Euler 
characteristic X(M). 

We can compute X(~) by means of sections of~. This leads to the com­
putation of X(M) as the sum of the indices of zeros of a vector field on M. 
In Chapter 6 we shall use the Morse inequalities to recompute X(M) as the 
alternating sum of the Betti numbers of M. 

1. Degrees of Maps 

In this section we exploit orientations and tubular neighborhoods to 
derive some classical homotopy and extension theorems. 

Recall that Euclidean n-space IRn, n ~ 1, has the standard orientation pn 
given by any basis whose coordinate matrix has positive determinant (and 
the orientation of lRo is the number + 1). Every n-dimensional sub manifold 
of IRn is also given this orientation. 

If (M,w), (N,e) are oriented n-manifolds, the product orientation 
w x e for M x N assigns to (x,y) E M x N the orientation Wx EB ey of 
(M x N)(x,y) = Mx EB Ny. 

Let (M,w) be an oriented a-manifold and a!:aM x [0,(0) -+ M a collar. 
Then TaM! induces an isomorphism of the trivial bundle M x IR onto the 
normal bundle v of aM in M. The standard orientation of IR orients each 
fibre of M x IR; via ToM! this induces an orientation I of v which does not 
depend on the collar. In other words v is oriented by inward pointing vectors 
tangent to M at aM. 

We now have orientations wand i of M and v. From the exact sequence 
of vector bundles 

o -+ T(aM) -+ ToMM -+ v -+ 0 

we define the induced orientation wll = aw of aM. Thus (eb ... , en-1) is an 
orienting basis for (aw)x if (eb ... , en - ben) is an orienting basis for Wx and 
en points into M at x E aM. 

Let e be an orientation of M. We usually give M x I the product orienta­
tion w = e x p1 where p1 is the standard orientation of I. It follows that 

awlM x 0 = e and awlM x 1 = -e. 
We shall frequently speak of "the oriented manifold M", not naming 

the orientation explicitly. In this case aM and M x I are also oriented 
manifolds, as is any submanifold of M of the same dimension. If - M de­
notes the manifold M with the opposite orientation, then 

a(M x I) = (M x 0) u ( - M x 1) 

as oriented manifolds. 
The closed unit n-disk Dn + 1 C IRn+ 1 has the standard orientation. There­

fore its boundary sn inherits an orientation, also called "standard". It is easy 
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to verify that stereographic projection from the north pole P = (0, ... ,0,1) E 

sn is an orientation preserving diffeomorphism sn - P ~ [Rn. Thus if 
(ej, ... , en) is an orienting basis for [Rn C [Rn+ 1, an orienting basis for sn at 
the south pole - P is (e I, ... , en), while at the north pole (e j, ••. , en - I, - en) 
is orienting. 

Let A: [Rm ---+ [Rm be the antipodal map A(x) = - x. Since Det A = (-it 
it follows that A preserves orientation of [Rm if and only if m is even. The 
antipodal map of [Rn + I restricts to a diffeomorphism of Dn + I. Since it clearly 
preserves orientation of the normal bundle of aDn+ I, it follows that A: sn ---+ sn 
preserves orientation if and only if n is odd. 

1.1. Lemma. Let (W,w) be an oriented a-manifold. Suppose K c W is 
an embedded arc which is transverse to aw at its endpoints u, v E aw. Let K 
be an orientation of K, and consider the quotient orientation W/K of the alge­
braic normal bundle of K. Then 

wulKu = (aw)u ¢> Wv/Kv = -(aw)v· 

Proof. Let X m X v be tangent vectors to K at u, v which belong to Km Kv 
respectively. Then Xu is inward if and only if Xv is outward; this is equivalent 
to the lemma. 

QED 

Let (M,w), (N,8) be compact oriented manifolds of the same dimension, 
without boundaries. Assume N is connected. Let f: M ---+ N be a CI map 
and x E M a regular point of f. Put y = f(x). We say x has positive type if 
the isomorphism Txf:Mx ---+ Ny preserves orientation, that is, it sends Wx to 
8y- In this case we write degx f = 1. If Txf reverses orientation then x has 
negative type, and we write degx f = -1. We call degx f the degree off 
at x. 

Suppose YEN is any regular value for f. Define the degree off over y 
to be 

deg(f,y) = LXEr'(YJ degx f; 

if f-I(y) is empty, deg(f,y) = O. To indicate orientations we also write 

deg(f,y) = deg(f,y; w,8). 

Reversing w or 8 changes the sign of deg(f,y). 
To interpret deg(f,y) geometrically, suppose that f - I(y) contains n points 

of positive type and m points of negative type, so that deg(f,y) = n - m. 
From the inverse function theorem we can find an open set U c N about 
y and an open set U(x) c M about each x E f -I(y) such that f maps each 
U(x) diffeomorphically onto U preserving or reversing orientation according 
to the type of x. Thus deg(f,y) is the algebraic number of times f covers U. 

F or example, let Sl be the unit circle in the complex plane. Let M = 

N = SI, and 8 = w. If f: Sl ---+ Sl is the map f(z) = zn then deg(f,z) = n, 
provided z i= 1 when n = O. 
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If M is not connected, but has components M b ... , M k, note that 

deg f = Ii deg(fIMJ 
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Of course each M j is given the orientation wlMj induced by the inclusion 
M j ~M. 

1.2. Lemma. Let W be a compact oriented manifold of dimension n + 1, 
N a compact oriented n-manifold without boundary and h: W ~ N a COO map. 
Let YEN be a regular value for both hand hloW. Then deg(f,Y) = 0. 

Proof. Let w, 8 be the orientations of W, N respectively. Let M b ... , M m 

be the components of oW. 
Since Y is a regular value, h -l(y) is a compact 1-dimension submanifold 

of W whose boundary is (hloW)-l(y). Let u E h -l(y). Then there is a unique 
v E h- 1(y), v =F u, and a component arc K c h- 1(y) such that oK = {u,v}. 
It suffices to show that u and v are of opposite type for hloW. 

Let v = TW/TK, the algebraic normal bundle of Kin W. Since y is a 
regular value, Tf induces a bimorphism <P: v ~ Ny. There are natural identi­
fications Vu = (oWL Vv = (oW)v· 

Since K is an arc there is a unique orientation K ofv such that Ku = (ow)U" 
By Lemma 1.1, Kv = -(ow)v. 

Suppose u is of positive type (for hloW). Then <PAKx) = 8y for all x E K. 
It follows that 

T(hloW)(ow)u = <PuKu 
= 8y 

and 
T(hloW)( -ow)v = <PvKv 

= 8v• 

Therefore v is of negative type. This shows that hloW has equal numbers 
of points of positive and negative type in h -l(y). 

QED 

1.3. Corollary. Let (M,w) and (N,8) be compact, oriented n-manifolds, 
oM = oN = 0. Let N be connected, and f, g:M ~ N homotopic Coo maps 
having a common regular value YEN. Then deg(f,y) = deg(g,y). 

Proof. There is a homotopy h: M x I ~ N from f to g, and one can 
make h Coo and transverse to y. As oriented manifolds 

o(M x 1) = (M x O,w) u (M x 1,-w). 

By Theorem 1.2 we have 

° = deg(hlo(M x 1)) 

= deg(f,y; w,8) + deg(g,y; -w,8) 
= deg(f,y; w,8) - deg(g,y; w,8). 

QED 



124 5. Degrees, Intersection Numbers, and the Euler Characteristic. 

1.4. Lemma. Let M, N be a compact oriented n-manifolds without bound­
aries, n :;:, 1, with N connected. Let y, ZEN be regular values for a coo map 
f:M ~ N. Then deg(f,y) = deg(f,z). 

Proof. Suppose there is a diffeomorphism h: N ~ N, homotopic to the 
identity, such that h(y) = z. Then deg(h,z) = degy h = 1, by Theorem 1.3. 
It is easy to see that this implies 

deg(f,y) = deg(hf,z). 

But hf is homotopic to f; hence 

deg(hf,z) = deg(h,z). 

It remains to construct h. If y and z are very close together, say in the same 
coordinate ball, the construction is not hard, and is left as an exercise. The 
relation between y and z, that such an h exists, is an equivalence relation 
on N whose equivalence classes are thus disjoint open sets. Since N is con­
nected, any two points are equivalent. 

QED 

1.5. Lemma. Let M, N be manifolds and f:M ~ N a continuous map. 
Then f can be approximated by COO maps homotopic to f. 

Proof. We may assume, by Theorem 4.6.3, that N is a Coo retract of an 
open subset W c IR~; let r: W ~ N be a retraction. Let g:M ~ N be a Coo 
map which approximates f so closely that the map 

h:M x I ~ IR~, 

h(x,t) = (1 - t)f(x) + tg(x) 

takes value in W. Then rh:M x I ~ N is a homotopy from f to g. 

QED 

We are ready to define the degree of a map. Let M, N be oriented compact 
n-manifolds, n :;:, 1, with N connected and aM = aN = 0. The degree degf 
of a continuous map f: M ~ N is defined to be deg(g,z) where g: M ~ N is 
a Coo map homotopic to f and ZEN is a regular value for g. By Theorem 
1.5 such a 9 exists, and deg f is independent of 9 and z by Theorems 1.3 
and 1.4. 

If M and N are not oriented, perhaps even nonorientable, a mod 2 degree 
of f:M ~ N is defined as follows. Again let zEN be a regular value for a 
COO map g: M ~ N homotopic to f. Let deg2(g,z) denote the reduction 
modulo 2 of the number of points in g-1(Z). Then deg2(g,z) is independent 
of 9 and z. This follows from the mod 2 analogue of Lemma 1.2, the proof 
of which reduces to the fact that a compact I-manifold has an even number 
of boundary points. We then define deg2(f) = deg2(g,z). 

The results proved up to now apply to degrees of continuous maps to 
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yield: 

1.6. Theorem. Let M, N be compact n-manifolds without boundary, with 
N connected. 

(a) Homotopic maps M --4 N have the same degree if M, N are oriented, 
and the same mod 2 degree otherwise. 

(b) Let M = oW, W compact. Suppose a map f:M --4 N extends to W. 
Then degf = 0 if Wand N are orientable, and deg2f = 0 otherwise. 

The degree is a powerful tool in studying maps. For example, if deg f( or 
deg2 f) is nonzero then f must be surjective. For if f is not surjective, it can 
be approximated by a homotopic COO map g which is not surjective. If 
YEN - geM), clearly deg( g,y} = O. 

Here is an application of degree theory to complex analysis; it has the 
fundamental theorem of algebra as a corollary. Let p(z), q(z) be complex 
polynomials. The rational function p(z)/q(z) extends to a COO map f: S2 --4 S2, 
where S2 denotes the Riemann sphere (the compactification of the complex 
field C by 00). Then: f is either constant or surjective. 

The key to the proof is the observation that z E S2 is a regular point if 
and only if the complex derivative 1'(x) #- 0, and in this case the real deriva­
tive Dfz: [R2 --4 [R2 has positive determinant. 

If f is not constant then l' is not identically 0; hence there is a regular 
point z. By the inverse function theorem there is an open set U c S2 about 
z, containing only regular points, such that feU) is open. Let WE feU) be 
a regular value. Then f-l(W) is nonempty. Since every point in f-l(W) has 
positive type, it follows that deg(f,w) = deg f > O. Therefore f is surjective. 

A famous application of degree theory is the so-called "hairy ball 
theorem": every vector field on s2n is zero somewhere; more picturesquely, 
a hairy ball cannot be combed. To prove this, suppose that a is a vector 
field on Sk which is nowhere zero. A homotopy of Sk from the identity to 
the antipodal map is obtained by moving each x E Sk to - x along the great 
semicircle in the direction a(x}. The existence of such a homotopy implies 
that the antipodal map has degree + I and so preserves orientation; therefore 
k is odd. 

The question of zeros of a vector field, or more generally, of a section 
of a vector bundle, is approached more systematically in Section 5.2 with 
the theory of Euler numbers. 

The following lemma will be used in the extension Theorem 1.8. 

1.7. Lemma. Let W be an oriented (n + I)-manifold and K c Wa neat 
arc. Let V c aw be a neighborhood of oK and f: V --4 N a map to an oriented 
manifold N, oN = 0. Let YEN be a regular value of f and assume oK = 

f-l(y). Finally, assume that f has opposite degrees at the two endpoints of K. 
Then there is a neighborhood Wo c W of K and a map g: Wo --4 N such that: 

(a) g = f on Wo " V, 
(b) y is a regular value of g, 
(c) g-l(y) = K. 
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Proof. We may take (N,y) = ([Rn,O). Let the endpoints of K be xo, Xl' 

Since 0 is a regular value each Xi has a neighborhood U i C V such that f 
restricts to an embedding k (U,Xi) -+ ([Rn,O). 

It suffices to prove the lemma for any map agreeing with f near K. 
Therefore we can assume that each j; is a diffeomorphism. Then fi- 1 can 
be regarded as a tubular neighborhood of Xi in W; and together, f oland 
f11 form a tubular neighborhood of aK in aw. 

By Theorem 4.6.4 this tubular neighborhood extends to a tubular neigh­
borhood E of K in V. We may assume W = E. Since K is an arc, E is a 
trivial vector bundle over K, and we may assume that 

(W,K) = (I x [Rn,I x 0) 

and (N,y) = ([Rn,O). With this notation, 

V = 0 x [Rn U 1 x [Rn 

and k i x [Rn -+ [Rn (i = 0, 1) is given by a linear isomorphism Li E GL(n). 
The degree assumptions and the convention for orienting a(I x [Rn) mean 
that Lo and L1 have determinants of the same sign. Therefore Lo and L1 
can be joined by a path L t in GL(n), 0 :!( t :!( 1. The required extension of 
f is the map 

QED 

We can now prove a basic extension theorem: 

1.8. Theorem. Let W be a connected oriented compact a-manifold of 
dimension n + 1. Let f:aw -+ sn be a continuous map. Then f extends to 
a map W -+ sn if and only if deg f = O. 

Proof. We already know that the degree vanishes if f extends. Suppose 
then that deg f = O. 

By homotopy extension it suffices to extend some map homotopic to 
f. Since f is homotopic to a C'Xl map (Theorem 1.5) we may assume f is 
COO. Let y E sn be a regular value of f. 

Since deg(f,g) = 0, f-1(y) has equal numbers of points of positive and 
negative type. We can find a set of disjoint embedded arcs K 1, ... , Km C W, 
each going from a positive to a negative point of f- 1(y), with K = 
K1 U ... u Km a neat submanifold and aK = f-1(y). When dim W ~ 3 
this follows from density of embeddings I -+ W. When dim W = 2 we can 
find immersed arcs K 1, ... , Km (which may across each other). A new family 
of K~, ... , K'", without crossings can be obtained by the following device. 
Assume the crossings are in general position. At each crossing make the 
change suggested by Figure 5-1. The arrows indicate the orientation of the 
arcs from positive to negative endpoint. There results a compact neat 1-
dimensional submanifold K' of W with boundary f -l(y). Each component 
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+ 

+ 
+ 

Before After 
Figure 5-1. Eliminating crossings. 

of K' is an arc or a circle; each arc has endpoints of opposite types (see the 
arrows in Figure 5-1). Thus we obtain disjoint embedded arcs. 

Now apply Lemma 1.7 to each arc K i , with N = sn. We obtain an open 
neighborhood Wo c W of UKi and a map g: Wo ~ sn which agrees with 
f on awo, having y as a regular value, and with g-l(y) = K i • 

Let U c Wo be a smaller open neighborhood of Ki whose closure is in 
Woo Then Bd U c Wo - uKi. The maps g and f fit together to form a 
continuous map 

H:X = Bd U u (aW - U) ~ sn - y. 

Note that X is a closed subset of W - U. Since sn - y :::::; [Rn, Tietze's 
extension theorem permits an extension of h to a map H: W - U ~ sn - y. 
An extension of f to W is the map equal to H on W - U and to g on Woo 

QED 

An analogue of Theorem 1.8 for nonorientable manifolds is: 

1.9. Theorem. Let W be a connected compact nonorientable a-manifold 
of dimension n + 1 ~ 2. A map f:aw ~ sn extends to W if and only if 
degz f = O. 

Proof. If f extends, degz f = 0 by Theorem 1.6. 
Suppose degz f = O. We may assume f is COO. Consider first the case 

dim W ~ 3. 
Let y E sn be a regular value; then f-l(y) has even cardinality. Hence 

f-l(y) = aK where K c W is the union of disjoint neatly embedded arcs. 
Let Ki be one of these arcs with endpoints u, v E f-l(y). Although TW 

is not an orientable vector bundle, TW!Ki is. Give TW!Ki an arbitrary 
orientation; this induces orientations to TuaW and TvaW. It then makes 
sense to ask whether u and v are of opposite type for the map f. If they are 
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not, we change Ki to a new arc K; by adding to it an orientation reversing 
loop L in W (see Figure 5-2). 

Because dim W ~ 3 we can make K'I embedded and disjoint from the 
other arcs K j • Give TWiK; an orientation and give TuaW and TvaW the 
induced orientations. With respect to these orientations, u and v are now 
of opposite type; otherwise L would preserve orientation. 

v 
Before 

Figure 5-2. 

v 
After 

We can thus assume that TKW is oriented so that with respect to the 
induced orientation of T(aW)if-l(y), the endpoints of each arc are of 
opposite type. The rest of the proof for dim W ~ 3 is now exactly like that 
for the oriented case. 

Now let dim W = 2. Let y E Sl be a regular value for f. After a homotopy, 
we may assume that there are disjoint open intervals I I, ... , I v caw with 
the following properties: 

(a) each I j contains exactly one point Xi of f-I(y); 
(b) f maps I j diffeomorphically onto Sl - (- y); 
(c) f(aW - uIJ = - y. 

We say that f is in standard farm in this case. 
Give aw any orientation, so that the integer deg f is now defined. Note 

that deg f is even. Each I j contributes ± 1 to deg f; hence v is even. 
We proceed by induction on v = v(f); if v = 0 then f is constant and 

extends to the constant map of W. Suppose then that v ~ 2. 
Let K c W be a neat arc joining XI to X2; give T K Wan orientation w. 

As before, choose K so that XI and X2 are of opposite type for f with respect 
to the orientations of Tx,aW, i = 1, 2 induced by w. 

Let N c Wbe a tubular neighborhood of K such that N n aw = I I U 12 , 

Topologically N is a rectangle whose boundary aN is a circle consisting 
of four arcs II, 1[, 12 , 1 2 , 
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We change f to a new map g:oW -+ Sl thus: g = f on oW - (I1 U I z), 
while g(I1 u I z) = - y. Observe that g is in standard form and v(g) = v(f) - 2. 
We assume inductively that g extends to a map G: W -+ Sl. 

Note that deg(GloN) = 0, by Theorem 1.6(b) since G extends over N. 
Since Gill u I z is constant, this means that deg GIJ 1 + deg G/1z = 0, 
when J 1 and J z are given orientations induced from an orientation of oN. 

Define a new map h:oN -+ Sl equal to G on J 1 u Jz and to f on 11 u I z. 
Because of the way the arc K was chosen, deg fill + deg fllz = O. It 
follows that deg h = o. By Theorem 1.8 (adapted to N) there is an extension 
of h to a map H:N -+ Sl. The required extension of f is the map W -+ Sl 
which equals H on Nand G on W - N. 

QED 

We can now classify maps of all compact n-manifolds into S". Let ~ 
denote the relation of homotopy. 

1.10. Theorem. Let M be a compact connected n-manifold, n ~ 1. Let 
f, g: M -+ S" be continuous maps. 

(a) If M is oriented and oM = 0, then f ~ g if and only if deg f = deg g; 
and t¥~ are maps of every degree m E Z. 

(b) If Mis nonorientable and oM = 0, then f ~ g if and only if degz f = 

degz g; and there are maps of every degree m E Zz . 
. (c) IfoM #- 0 thenf ~ g . 

. Proof. We first show that there are maps of every degree. Let M be as 
in (a)'. The constant map M -+ S" has degree o. Given m E Z+ let ((>i: Vi -+ [R", 

i = 1; ... , n be disjoint surjective charts which preserve orientation. Let 
s: [R" ~ S" - P be the inverse of stereographic projection from the north 
pole P so that s preserves orientation. Define 

f:M -+ S", 

f - {S((>i on Vi 
constant map P on 

Then f is continuous and has degree m. If the ((>i were orientation reversing 
f would have degree - m. Taking m = 1 and ignoring orientations proves 
the second part of (b). 

The first parts of (a) and (b) are consequences of Theorems 1.8 and 1.9 
with W = M x I. To prove (c) let M' be the double of M, two copies of 
M glued along oM, and p:M' -+ M the map identifying the two copies, 
and i: M -+ M' the embedding of one copy. It is easy to see that fp: M' -+ S" 
has degree 0 if M is orientable, and otherwise deg2(fp) = o. Therefore fp 
is homotopic to a constant map c (which also has degree 0). Since fpi = f, 
it follows that f ~ c. Similarly g ~ c, so f ~ g. 

QED 
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Exercises 

1. A complex polynomial of degree n defines a map of the Riemann sphere to itself 
of degree n. What is the degree of the map defined by a rational function p(z)/q(z)? 

2. (a) Let M, N, P be compact connected oriented n-manifolds without boundaries 
and M .!!. N .!.. P continuous maps. Then deg(jg) = (deg g)(deg f). The same holds 
mod 2 if M, N, P are not oriented. 

(b) The degree of a homeomorphism or homotopy equivalence is ± 1. 

*3. Let WIn be the category whose objects are compact connected n-manifolds and whose 
morphisms are homotopy classes [fJ of maps f:M --> N. For an object M let nn(M) 
be the set of homotopy classes M --> sn. Given [fJ:M --> N define [fJ* :nn(N) --> nn(M), 
[fJ*[gJ = [wI This makes nn a contravariant functor from 9.Rn to the category of sets. 

(a) There is a unique way of lifting this functor to the category of groups so that 
nn(sn) = 2 with the identity map corresponding to 1 E 2. 

(b) Given the group structure of (a), for each M there is an isomorphism 

if M is orientable, aM = 0 
if Mis nonorientable, aM = 0 

if aM # 0. 

But there is no natural family of such isomorphisms. 

4. A continuous map f: sn --> sn such that f(x) = f( - x) has even degree. 

*5. Let M, N be compact connected oriented n-manifolds, aM = 0. 
(a) Suppose n ? 2. If there exists a map sn --> M of degree one, then M is simply 

connected. More generally: 
(b) If f:M --> N has degree 1 then the induced homomorphism of fundamental 

groups f# :nl(M) --> nl(N) is surjective. 
(c) If f:M --> N has degree k # 0 then the image of f # is a subgroup whose index 

divides Ikl. 

6. Let M c [Rn+ I be a compact n-dimensional submanifold, aM = 0. For each 
x E [Rn + I - M define 

Y I-> (y - x)/Iy - xl. 

Then x and yare in the same component of [Rn+ I - M if and only if ax ~ ay, and x 
is in the unbounded component if and only if ax ~ constant. If M is connected then 
x is in the bounded component if and only if deg(axl = ± 1. 

7. Let M, N c [Rq be compact oriented submanifolds without boundaries, of dimen­
sions m, n respectively. Assume that M and N are disjoint, and m + n = q - 1. The 
linking number Lk(M,N) is the degree of the map 

M x N --> Sq-I 

(x, Y) f--> (x - y)/x - y. 

Then: 
(a) Lk(M,N) = (_l)(m-I)(n-I) Lk(N,M). 
(b) If M can be deformed to a point in M - N, or bounds an oriented compact 

submanifold in M - N, then Lk(M,N) = O. 
(c) Let S, S' be the boundary circles of a cylinder embedded in [R3 with k twists. 

Then, with suitable orientations, Lk(S,S') = k. 
(d) Let CI and Cz c [R3 be cylinders embedded with kl and kl twists respectively. 

If Ikll # Ikzl there is no diffeomorphism of [R3 carrying CI onto Cz. 
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8. Let M c [Rn+ I be a compact n-dimensional submanifold without boundary. Two 
points x, y E [Rn+1 - M are separated by M if and only if Lk({x,y},M) =I O. (See 
Exercise 7.) 

9. The Hopfinvariant of a map f:S3 ...... S2 is defined to be the linking number H(f) = 
Lk(g-I(a),g-I(b)) (see Exercise 7) where g is a C) map homotopic to f and a, bare 
distinct regular values of g. The linking number is computed in 

c =I a, b. 

(a) H(f) is a well-defined homotopy invariant of f which vanishes if f is null homo-
topic. 

(b) If g:S3 ...... S3 has degree p then H(fg) = pH(f). 
(c) If h:S2 ...... S2 has degree q then H(hf) = q2H(f). 
(d) Let S3 c e2 be the unit sphere and S2 = Cpl. The Hopfmap 

cp:S3 ...... S2, 

cp(z,w) = [z,w J 
has Hopf invariant 1. Hence cp is not null homotopic. 

10. Let U, V be noncompact oriented n-manifolds without boundaries and h: U ...... V 
a proper Coo map. The degree of h is defined as usual, 

deg h = Ix degx h 

where y is a regular value. 
(a) deg h is independent of y, and if g is a Coo map homotopic to h by a proper ho­

motopy U x I ...... V then deg g = deg h. Thus the degree of any continuous proper 
map f: U ...... V can be defined by choosing h sufficiently close to f. 

(b) In particular the degree ofa homeomorphism U ...... Vis defined; it is always ± 1. 
(Compare Exercise 2). 

(c) A topological n-manifold without boundary is called topologically orientable if 
it has an atlas whose coordinate changes have degree + 1 on each component. A smooth 
manifold is orientable if and only if it is topologically orientable. 

(d) Orientability of a smooth manifold is a topological invariant. 

11. The fundamental theorem of algebra can be generalized as follows. Let U c [Rn be 
a nonempty open set and f: U ...... [Rn a C I map. Assume: (a) f is proper; (b) outside 
some compact set, Det(Dfx) does not change sign and is not identically zero. Then f 
is surjective. In particular the equation f(x) = 0 has a solution. 

12. Let fl, ... , in be real [or complex J polynomials in n ~ 2 variables. Write h = 
hk + rk where hk is a homogeneous polynomial of degree dk > 0 and rk has smaller 
degree. Assume that x = (0, ... , 0) is the only solution to hl(x) = ... = h.(x) = O. 
Assume also that Det[ohdoxjJ =I 0 at all nonzero x in [Rn [or IC"]. Then the system 
of equations h(x) = 0, k = 1, ... , n, has a solution in [Rn [or en]. [Hint: Exercise I1.J 

2. Intersection Numbers and the Euler Characteristic 

Let W be an oriented manifold of dimension m + nand NeW a 
closed oriented submanifold of dimension n. Let M be a compact oriented 
m-manifold. Suppose aM = eN = 0. 

Let f: M -> W be a Coo map transverse to N. 
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A point x E I- 1(N) has positive or negative type according as the com­
posite linear isomorphism 

y = I(x) 

preserves or reverses orientation; we write # x(f,N) = lor -1, respectively. 
The intersection number of (f,N) is the integer 

#(f,N) = L # AI,N), 

summed over all x E I - l(N). 

2.1. Theorem. II I, g:M --+ Ware homotopic Coo maps transverse to N 
then #(f,N) = #(g,N). 

Proal. The proof is similar to that of Theorem 1.2 and is left to the reader. 

QED 

For any continuous map g:M --+ Wwe define #(g,N) = # (f,N) where 
I is a Coo map which is transverse to N and homotopic to g. By Theorem 2.1, 
#(g,N) is well defined. 

Note that it is not really necessary for Nand W to be oriented; all that 
is actually used is an orientation of the normal bundle of N. 

If M is also a submanifold of Wand i: M --+ N is the inclusion, the 
intersection number of (M,N) is the integer #(M,N) = # (i,N). We put 
#(M,N) = #(M,N; W) to emphasize W. If both M and N are compact 
then #(M,N) = (-l)mn#(N,M) as is easily proved. 

Clearly # (f,N) = 0 if I is homotopic in W to g: M --+ W - N. In 
particular if M and N are closed submanifolds oI ~m + n with M compact 
and aM = aN = 0, then #(M,N; ~m+n) = o. 

It is not generally true that if #(M,N) = 0 then M is deformable into 
W - N; Figure 5-3 shows a counterexample of two circles on a surface S 
of genus 2. If M, N, and Ware allowed to have boundaries, # (f,N) and 
# (M,N) are defined in the same way whenever M and N are neat 
submanifolds and aM n aN = 0. In this case the Coo map g:M --+ N 

Figure 5-3. # (M,N) = 0, but M is not deformable into S - N. 
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homotopic to f must be chosen to an approximate f so closely that there is 
a homotopy fromfto g in W - aN. In this case # (j,N) is only an invariant 
of this kind of homotopy. 

If M, N or W is not oriented, mod 2 intersection numbers # 2(j,N) 
and # 2(M,N) are defined in a similar way. 

Let ~ = (p,E,M) be an n-dimensional oriented vector bundle over M; 
as usual M is identified with the zero section. Assume M is connected, 
compact, n-dimensional and without boundary. The Euler number of ~ 
is defined to be the integer 

X(~) = #(M,M) = #(M,M; E) 

To compute X(~) approximate the zero section Z:M -> E by a COO 
map h transverse to Z(M). If the approximation is close enough then 
ph: M -> N is a diffeomorphism and we obtain a COO section g transverse 
to the zero section by setting g = h(ph)-l: thus fg = !m. 

Let Xl> ... , Xm E M be the zeros of g. Let <'Pi:~!Vi -> Vi X IRn be local 
trivializations of ~ over open sets Vi c M such that Xi E Vi. The composition 

F i : Vi ~ E!Vi -> Vi X IRn -> IRn 

has 0 E IRn as a regular value and Xi E Fi-1(O). Then 

Hence 

We define the index at Xi of the section g to be #xi(g,M). 
If ~ = TM then X(~) is called the Euler characteristic of M, denoted 

by X(M). Later we shall define X(M) for nonorientable and a-manifolds. 

2.2. Theorem. If ~ (as above) has a section f that is nowhere zero then 
X(~) = O. 

Proof. f is homotopic to the zero section by the linear homotopy 
(x,t) -> tf(x). Hence if i:M -> E is the zero section, 

X(~) = #(i,M) = #(j,M) = o. 
QED 

To compute X(M) one can start with a COO vector field'! f:M -> TM 
transverse to the zero section. At each zero Xi of f let <'Pi: Vi -> IRn be a chart 
(preserving orientation). Then T<'Pi 0 f 0 <'Pi- 1 is a COO vector field on <'Pi(VJ 
and thus defines a Coo map gi: <'Pi(VJ -> IRn with a regular value at O. Denote 
by di the degree of gi at f(xJ; then X(M) = L di. The integer di is the index 
at Xi of the vector field f; it is independent the choice of (<'Pi,VJ and the 
orientation of M. We denote di by Indxi f. 

1 A vectorfield is a section of the tangent bundle. 
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As an example we compute X(sn). Let P be the north pole and Q = - P 
the south pole. Let 

(J: sn - P --> [Rn 

T : sn - Q --> [Rn 

be the stereographic projections. The coordinate change 

is given by x f-+ x/lxI2. 
Let f be the vector field on sn - P whose representation via (J is the 

identity vector field on [Rn. Thenf(x) --> 0 as x --> P and we define f(P) = O. 
Thusf:sn --> TSn has zeroes only at Q and P. 

In T coordinates f corresponds to the vector field x f-+ - X on sn - (Q). 
Thus f is Coo. 

The identity map of [Rn has degree 1 at 0, the antipodal map has degree 
( -it. Therefore 

Indpf = 1, 

Thus we have proved: 

2.3. Theorem. 

if 
if 

n IS even, 
n is odd. 

2.4. Corollary. Every vector field on s2n vanishes somewhere. 

Some other computations are given by: 

2.5. Theorem. (a) Let M and N be compact oriented manifolds without 
boundaries. Then X(M x N) = X(M)X(N). 

(b) Let ~ be an n-dimensional oriented vector bundle over a compact 
oriented n-manifold M n without boundary. Then X(~) = 0 if n is odd. 

(c) X(M) = 0 if M is an odd dimensional compact oriented manifold 
without boundary. 

Proof. (a) is proved by choosing vector fields f, g on M, N and using 
f x g: M x N --> T M x TN to compute X(M x N). The details are left 
as an exercise. 

(b) is proved by using sections f and - f to compute X(~) in two ways. 
One finds that 

n = dimM. 

Hence if n is odd, X(~) = - X(~). And (c) follows from (b). 

QED 

Now we define X(M) for a nonorientable compact manifold M, aM = 0. 
Let f:M --> TM be a section transverse to M. For each x E M there is 
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a canonical identification 

see Theorem 4.2.1. Therefore Tf induces an automorphism ifJx via the 
composition 

Define 
Indx f = Det ifJx/lDet ifJxl, 

XJeM) = L Indx f, x E f-l(M). 

This definition of course makes sense if M is oriented, and in that case 
it is easy to check that it is the same as X(M). In particular, it is independent 
of f and of the orientation in this case. 

For M nonorientable, let p: M ---+ M be the oriented double covering. 
Given f as above let {: M ---+ TM be the unique section covering f. Let 
x E [-l(M); put p(x) = x. It is clear that 

Ind.;' J = Indx f· 
It follows that 

or 
xAM) = 2xJeM ), 

h(M) = XJ(M). 

Thus XJ(M) is independent of f. 
Parts (a) and (c) of Theorem 2.5 hold for M nonorientable. 
The Euler characteristic X(M) of a compact a-manifold M is defined 

as follows. Let f: M ---+ T M be a section which is transverse to the zero 
section M, and such that f points outward at points of oM. Such a section 
always exists; for example, an outward section over oM can be obtained 
from a collar, extended over M by a partition of unity, and then be made 
transverse to the zero section by approximation. Moreover any two such 
outward vector fields are connected by a homotopy of outward vector 
fields. We define 

X(M) = xiM ) = Lx Indx f, 

To show that XJeM) is independent of f, let M ---+ M be the oriented 
double covering of M and let J be the vector field on M which covers f. 
Then J is outward, and local computations show that X/eM) = 2xJ(M). 
It therefore suffices to show that XJeM) is independent of f when M is 
oriented; and this proof is similar to that of Theorem 1.2. 

The Euler characteristic XeM) is thus defined for any compact manifold 
M. Note that Theorem 2.5 (a) is true whenever aM or aN is empty. 

The proof of the following lemma is left to the reader (a similar argument 
was given in the proof of Theorem 1.4). 

2.6. Lemma. Let M be a connected manifold, U c M an open set F c M 
a finite set. Then there is a diffeomorphism of M carrying F into U. 
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U sing the lemma we prove: 

2.7. Theorem. Let M be a compact connected a-manifold. Then M has 
a nonvanishing vector field. 

Proof. Let M' be the double of M, containing M as a submanifold. 
Then M' has a vector field f with a finite set F of zeros. Let cp: M' -+ M' 
be a diffeomorphism taking F into M' - M. Then Tcp c f 0 cp -11M is a 
vector field on M without zeros! 

QED 

The following lemma relates the index of a zero of a vector field to the 
degree of a map into a sphere. 

2.8. Lemma. Let D c IRn be an n-disk with center x. Let U c IRn be 
an open set containing D and f: U -+ IRn a COO map, considered as a vector 
field on U. Suppose 0 is a regular value and xED n f -1(0). Define a map 

g:aD -+ sn-1, 

y -+ f(y)/lf(y)l· 
Then deg 9 = Indx f· 

Proof. We may suppose for simplicity that x = O. Define fr: U -+ IRn by: 

frey) = {t- 1y(ty), 
Dfo(Y), 

1 ~ t > 0 
t = 0; 

define gt:aD -+ sn-1 like g, using fr instead of f. Since go is homotopic 
to gl = g, it follows that deg go = deg g. 

We claim Indo fo = Indo f. This is because the map 

rJ>:D x J -+ IRn x J, 

(y,t) -+ (J;(y),t) 

. is Coo (see proof of Theorem 4.4.3) and TrJ> thus induces a homotopy between 
Dfo(O) and Df1 (0). 

It remains to prove Indo fo = deg go. Now fo is linear, and hence is 
homotopic through linear maps to an element of O(n). Thus it suffices to 
prove the lemma for the special case where f is orthogonal. But then 9 = f 
and in this case the lemma is easy to verify: Indo f = ± 1 = deg 9 according 
as f preserves or reverses orientation. 

QED 

The degree of g:aD -+ sn-1 in Theorem 2.8 is defined whenever x is 
an isolated zero of f: U -+ IRn, even if f is merely continuous. Moreover 
deg 9 is independent of D, by Theorem 1.6(b). This permits us to extend 
significantly the definition of Indx f. Let U c IRn be an open set, f: U -+ IRn 

a vector field on U and x E U an isolated zero of f. The index of f at x is 
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Indx f = deg g, where for some n-disk D c V with center x, 

g:aD --+ sn-l, 
g(y) = f(y)!lf(y)l· 
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If 0 is a regular value of f this agrees with the older definition. Note that 
deg g can take any integer value. 

2.9. Lemma. Let W c IRn be a connected compact n-dimensional sub­
manifold andf: W --+ IRn a C W map. Assume f- 1(0) is afinite subset of W - aw. 
If 

I Indxf = 0, 

there is a map g: W --+ IRn - 0 which equals f on aw; and conversely. 

Proof. Let f- 1(0) = {Xl" .. ,xd. Let Db"', Dk be small disjoint 
n-disks in Int W, centered at Xl' •.• , Xk respectively. 

n 

Let Wo = W - u lnt Di • Then awo = aw U aDJ(Wo) c IRn - O. 
i= 1 

Notice that deg(flaWo) = 0 by 1.8. Define 

g: Wo --+ sn-1, 
y f--+ f(y)!lf(y)l. 

According to the preceding lemma, 

k 

I deg(glaD;) = O. 
i= 1 

It follows that deg(glaW) = 0; by Theorem 1.8 there is a map W --+ sn-1 
extending glaw. The composition 

aw ~ S"-l --+ IRn - 0 

is homotopic to flaw. Since g extends over W, so does flaw. The converse 
part of Theorem 2.9 is left to the reader. 

QED 

We can now prove the converse of Theorem 2.2. 

2.10. Theorem. Let M be a compact connected oriented n-manifold with­
out boundary and ~ an oriented n-plane bundle over M. If X(~) = 0 then ~ has 
a nonvanishing section. 

Proof. Let f: M --+ T M be a CW section tranverse to M. By Theorem 2.6 
we may assume that the finite set f - 1 (M) lies in the domain of the chart 
<p: V ~ IRn. The map 

T <p c f 0 <p - 1 : V --+ TV = V x IR" 

is a vector field on IR" transverse to the zero section, or what is the same 
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thing, a map g: [Rn --> [Rn transverse to O. The assumption X(e) = 0 implies 
that 

Let B c [Rn be an n-disk containing g-I(O) in its interior. By Theorem 
2.9 there is a map h: [Rn --> [Rn - 0 which equals g on [Rn - Int B. Thus h 
defines a nonvanishing vector field gl on [Rn which equals g on [Rn - Int B. 
Define 

fl:M --> TM, 

f1 = {f on M - cp-I(lnt B) 
T ucp -1 0 gl 0 cp on B. 

Then fl is non vanishing. 

QED 

We use all the preceding results to prove a classical theorem of Whitney 
[3]. We follow Whitney's proof. 

2.11. Theorem. Let M C [R2n be a compact oriented n-dimensional sub­
manifold without boundary. Then M has a nonvanishing normal vector field. 

Proof. We may assume M connected. Let v be the normal bundle of 
M. By Theorem 2.l0 it suffices to prove that X(v) = O. We identify a neigh­
borhood W of the zero section of v with a neighborhood of M in [Rn. Then 

X(e) = #(M,M; W) = #(M,M; [Rn) = O. 

QED 

If M in Theorem 2.11 is not assumed orientable, the conclusion may be 
false, as Whitney showed for p 2 c [R4. 

Exercises 

1. Consider complex projective m-space cpm as a submanifold of cpn in the natural 
way. Then (with natural orientations) 

A similar result holds mod 2 for real projective spaces. 

2. # (f,N; W) = 0 if f: M -> W extends to an oriented compact manifold bounded by 
M, or if N bounds a closed oriented submanifold of W, or if f or N is null homotopic 
in W. Similarly for # z(f,N). 

3. Let M be a compact oriented manifold without boundary. Let 

Mo = {(x,x)EM x M} 

be the diagonal submanifold. 
(a) X(M) = #(MJ,MJ) 
(b) X(M) = 0 if and only if there is a map f: M -> M without fixed point, which is 

homotopic to the identity. This is true even if M is nonorientable. 
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4. Let M, N, W be oriented manifolds without boundaries, dim M + dim N = dim W. 
The intersection number of maps f: M -+ W, g: N -+ W is defined as 

#(f,g) = #(f x g,WJ ; W x W). 

This integer depends only on the homotopy classes of f and g. If g is an embedding then 

#(f,g) = #(f,g(N)). 
In general 

# (g,f) = (_l)d;m M d;m N # (f,g). 

For un oriented manifolds a mod 2 intersection number is defined similarly. 

5. Let ~i = (p;,Ei,MJ, i = 0, 1, be oriented n-plane bundles over compact oriented n­
manifolds without boundary. Put 

~o x ~l = (Po x Pl,Eo x El,Mo x Md. 
Then 

6. Let ~ be an n-plane bundle over a connected k-manifold M. 
(a) If k < n, ~ has a nonvanishing section. 
(b) If k = n and x E M, ~ has a section which vanishes only at x. 
(c) If k = n, and aM i= 0 or M is not compact, then ~ has a nonvanishing section. 

7. (a) Suppose a compact n-manifold can be expressed as A u B where A, B are compact 
n-dimensional submanifolds and A n B is an (n - 1) - dimensional submanifold. Then 
X(A n B) = x(A) + x(B) - x(A n B). 

(b) X(oA) is even. [Hint: take B ~ A.J 
8. The Euler characteristic of an (orientable) surface of genus g is 2 - 2g. [Use 
Exercise 7.J 

9. (a) Let M be a possibly nonorientable compact manifold without boundary, and 
G: M -+ M x M a COO map. Then the integer L( G) = # (G,MJ ; M x M) is well-defined 
using arbitrary local orientations of M at points x where G(x) E MJ , and the correspond­
ing local orientations of M x M and MJ at (x,x). Moreover L(G) is a homotopy invariant 
and so is defined for continuous maps G. If g:M -+ M is any continuous map, the 
Lefschetz number of g is the integer Lef(g) = L( G) where G(x) = (x,g(x)). Lef(g) is a 
homotopy invariant of g. The Lefschetz number of 1M is X(M). If Lef(g) i= ° then g 
has a fixed point. 

10. LetxEMbeanisolatedfixedpointofacontinuousmapg:M -+ M.Letcp:U -+ [Rn 
be a chart at x; put cp(x) = y. The vector field fez) = cpgcp -l(Z) - z is defined on a 
neighborhood of y in [Rn and has y for an isolated zero. Define 

LefAg) = Indy f. 
This is independent of (cp,U). If cp is C 1 then 

LeUg) = Det(Txcp - 1), I = identity map of Mx. 

If the set Fix (g) of fixed points of g is finite, then (see Exercise 9) 

(x E Fix(g)). 

11. Every continuous map p2n -+ p2n has a fixed point. [Consider maps of s2n which 
commute with the antipodal map. See Exercises 9, 1O.J 

12. Lemma 2.9 is true even if the map f is merely continuous. 
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13. (a) There is a continuous map f: S2 -> S2 of degree 2, that has exactly two periodic 
points. (A point x is periodic if f"(x) = x for some n > 0.) 

**(b) If f:S 2 -> S2 is C l and has degree d such that idi > 1, then f has infinitely 
many periodic points. (Shub-Sullivan [1 J). 
***(c) Identify the 2-torus T2 with the coset space [R2jZ:'Z and letf:T2 -> T Z be the 

diffeomorphism induced from the linear operator on [R2 whose matrix is [i iJ. Shub 
and Sullivan ask: if g: T2 -> T2 is a continuous map homotopic to f, must 9 have 
infinitely many periodic points? 

14. Let M, N be compact oriented n-manifolds without boundary; assume N is con­
nected. Then the degree ofa map f:M -> N equals the intersection number of the graph 
off with M x yin M x N, for any YEN. 

*15. Using intersection numbers and some elementary homotopy theory one can prove 
that every diffeomorphism of the complex projective plane CP2 preserves orientation. 
Using the fact that 1!Z(CP2) is infinite cyclic, generated by the natural inclusion i:S2 = 

Cpl c Cp2, one sees that if h:Cp2 :::::: Cpz then h#[iJ = ±[iJ in 1!2(CP2). Therefore 

#(hi,hi) = #(i,i) = 1 

(see Exercise 4). On the other hand it is easy to see that for any maps 

f,g:S2 -> Cp2, 

#(hf,hg) = (degh)[#(f,g)]. 
Therefore deg h = 1. 

16. Theorem 2.11 generalizes as follows. Let M n c N 2n be a compact submanifold. 
Suppose M n and N 2n are orientable and M n ~ 0 in N 2n. Then M n has a nonvanishing 
normal vector field (for any Riemannian metric on N2n). 

17. What is the Euler number of the normal bundle of cpn in cp2n? 

[Zo,"" znJ H [wo,···, wnJ 

where Wj = (Ik AjkZk)P, if P is an integer and [AjkJ E GL(n,C)? 

18. What is the Euler number of the normal bundle of cpn in cp2n? 

19. Let ~ -> sn be an orthogonal oriented n-plane bundle. 
(a) ~ corresponds to an element CI. E 1!n_I(SO(n)). (Compare Exercise 8, Section 4.3.) 
(b) X(~) is the image of CI. in 1!n_l(sn-l) = Z:' by the homomorphism 

f#:1!n_I(SO(n)) -> 1!n-I(S"-I) 

induced by the map f: SO(n) -> S" -I, where f is defined by evaluation on the north 
pole PESn- l • 

20. Verify the statement of Heegard quoted at the beginning of Chapter 4. 

3. Historical Remarks 
The origin of the notion of the degree is Kronecker's "characteristic of 

of a system of functions" defined in 1869. The type of problem Kronecker 
studied was the following (in modern terminology). Let F 0, ... , F n be C1 

maps from IRn to IR. Suppose 0 E IR is a regular value for each of them, and 
that each submanifold M; = F;-l( - oo,OJ is compact. If there is no common 
zero of F 0, ... , Fn on aM; for i = 1, ... , n, how many common zeros are 
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there for the n maps Fj:Mi --+ [R,j = 0, ... , i - 1, i + 1, ... ,n? Kronecker 
gave an integral formula which is equivalent to the degree of the composite 
map 

aM. ~ [Rn - 0 ~ sn - 1 , 

where Gi = (F 0, ... , Fi , ••• ,Fn) and n(x} = x/lxl. He proved that this 
degree is independent of i and equals the algebraic number of zeros of Gi 

in Mi' He also showed that the total curvature of a compact surface M2 c [R3 

is 2n times the degree of the Gauss map M2 --+ S2. Later Walter van Dyck 
showed that the degree of the Gauss map equals the Euler characteristic of 
M, thus giving the first proof of what is now wrongly called the Gauss­
Bonnet theorem. 

An influential and still interesting article by Hadamard [1] in 1910 gave 
a more geometrical presentation of Kronecker's ideas. Kronecker's work is 
discussed in modern terms in the books by Lefschetz [1], and Alexandroff 
and Hopf [1]. 

The topological idea of the degree of a map is due to Brouwer [1]. 
Brouwer made fundamental contributions to the topology of manifolds (see 
Lefschetz [1] for an extensive bibliography). In his later years, however, he 
developed the intuitionistic view of mathematics and repudiated some of 
his earlier results. 

Our treatment of the degree closely follows that of Pontryagin [1]. 



Chapter 6 

Morse Theory 

La topologie est precisernent la discipline rnathernatique qui perrnet la passage 
du local au global. 

-R. Thorn, Stabilite Structurelle 
et Morphogenese, 1972 

Up to this point we have obtained results of a very general nature: 
all n-manifolds embed in 1R2n + 1, all maps can be approximated by cro 
maps, etc. These are useful tools but they give no hint as to how to analyze 
a particular manifold, or class of manifolds. As yet we are unable even to 
classify compact 2-manifolds. 

In this chapter we analyze the level sets f-l(y) of a function f:M ~ IR 
having only the simplest possible critical points. Such a function is called 
a "Morse function." The decomposition of M into these level sets contains 
an amazing amount of information about the topology of M. For example 
we will show in Section 6.4 how a CW-complex, homotopy equivalent 
to M, can be obtained from any Morse function. In Section 6.3 the Morse 
inequalities are proved. These relate the critical points of f to the homology 
groups of M; in particular they compute the Euler characteristic of M 
from any Morse function on M. 

Morse functions are shown in Section 6.1 to be open and dense in C~(M,IR), 
2 ~ r ~ 00. At each critical point a special kind of chart is constructed, 
making a Morse function look like a non degenerate quadratic form. The 
index of this form is called the index of the critical point. These charts 
give a complete local analysis of the function. 

In Section 6.2, which starts out with some facts about differential 
equations, the sets f - 1 [a,b] which contain no critical point are investigated. 
Under mild restrictions it is shown that f- 1 [a,b] ~ f-l(a) x [a,b]. 

Section 6.3 contains the heart of Morse theory. Suppose f - 1 [a,b] 
contains exactly one critical point, of index k. It turns out that up to homotopy 
equivalence, f-l[a,b] is obtained from f-l(a) by attaching a k-cell. This 
leads directly to the Morse inequalities, and to the construction of a 
CW-complex homotopy equivalent to M which has one k-cell for each 
critical point of index k. 

We have presented only the very beginning of Morse theory. For the 
subject's important applications to such fields as differential geometry 
and the calculus of variations the reader should consult M. Morse [1], 
Milnor [3], Palais [1], or Smale [3]. 

142 
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1. Morse Functions 

Let M be a manifold of dimension n. The cotangent bundle T* M is 
defined like the tangent bundle TM using the dual vector space (~n)* = 
L(~n,~) instead of ~n. More precisely, as a set T*M = UXEM(Mi) where 
M: = L(Mx,~). If (cp,U) is a chart on M, a natural chart on T* M is the map 

T* U --+ cp( U) x (~n)* 

which sends A E M: to (cp(x))cp; 1). The projection map p: T* --+ M sends 
M: to x. 

Let f:M --+ ~ be a C+ 1 map, 1 ~ r ~ w. For each x E M the linear 
map Txf:Mx --+ ~ belongs to M:. We write 

TJ = DfxEM:. 
Then the map 

Df:M --+ T*M, 

x ~ Dfx = Df(x) 

is a C section of T* M. The local representation of Df, in terms of a chart 
on M and the corresponding natural chart on T* M, is a map from an open 
set in ~n to (~n)*, of the form x ~ Dg(x) where 9 is the local representation 
of f. Thus Df generalizes the usual differential of functions on ~n. 

A critical point x of f is a zero of Df, that is, Df(x) is the zero of the vector 
space M:. Thus the set of critical points of f is the counter-image of the 
submanifold Z* c T* M of zeroes. Note that Z* ~ M and the codimension 
of Z* is n = dim M. 

A critical point x of f is nondegenerate if Df is transverse to Z* at x. 
If all critical points of fare non degenerate f is called a Morse function. 
In this case the set of critical points is a closed discrete subset of M. 

The idea behind the definition of nondegenerate critical point is this. 
By means of local coordinates, assume M = ~n and x E ~n is a critical 
point for f: ~n --+ ~. It is easy to see that x is non degenerate precisely when 
x is a regular point for Df: ~n --+ (~n)*. Therefore as y varies in a small 
neighborhood of x, DJ;, takes on every value in a neighborhood of 0 in 
(~n)* exactly once. Moreover as y moves away from x with nonzero velocity, 
DJ;, moves away from 0 with nonzero velocity. 

Let U c ~n be open and let g: U --+ ~ be a C2 map. It is easy to see 
that a critical point p E U is nondegenerate if and only if the linear map 

D(Dg)(p): ~n --+ (~n)* 

is an isomorphism. Identifying L(~n,(~n)*) with L2(~n) in the natural way, 
we see that this is equivalent to the condition that the symmetric bilinear 
map D2g(p):~n x ~n --+ ~ be nondegenerate. In terms of coordinates this 
means that the n x n Hessian matrix 
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has rank n. This provides a criterion in local coordinates for a critical point 
of a map M -+ ~ to be non degenerate. 

Let P E U be a critical point of g: U -+ R The Hessian of 9 at the critical 
point p is the quadratic form Hpj associated to the bilinear form D2g(p); 
thus 

This form is invariant under diffeomorphisms in the following sense. Let 
V c ~n be open and suppose h: V -+ U is a C2 diffeomorphism. Let q = h - 1 (p) 
so that q is a critical point of gh: V -+ ~. Then the diagram commutes, 

Hq(gh) 
~n ________ ~ ______ ~ 

Dh(q) 

as a computation shows. 
Now let J:M -+ ~ be C2 . For each critical point x of J we define the 

Hessian quadratic form HxJ:Mx -+ ~ to be the composition 

H J' M ~ ~n H~AJ<p-;) ~ 
x • x 

where cp is any chart at x. The invariance property of Hessians of functions 
on ~n implies that HJ is well-defined independently of cp. Note that x 
is a nondegenerate critical point if and only if HJ is a nondegenerate 
quadratic form. Thus we obtain an alternate definition: a critical point of 
a C2 real valued function is nondegenerate if and only if the associated 
Hessian quadratic form is non degenerate. 

Now let Q be a nondegenerate quadratic form on a vector space E. 
We say Q is negative definite on a subspace FeE if Q(x) < 0 whenever 
x E F is nonzero. The largest possible dimension of a subspace on which 
Q is negative definite is the index of Q, denoted by Ind Q. If A = [aij] is 
a symmetric n x n matrix expressing Q(x) as L,aijXiXj for some choice of 
linear coordinates on E, then the index of Q equals the number of negative 
eigenvalues of A, counting multiplicities. 

Let p E M be a nondegenerate critical point of J: M -+ ~. The index 
of p is the index of the Hessian of J at p, denoted by Ind(p) or Indf(p). 

This number gives us valuable information about the local behavior 
of J near x. Suppose that M = ~n and p = O. The second-order Taylor 
expansion of J at 0 looks like 

J(x) = J(O) + !HoJ(x) + R(x) 
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where R(x)/ixi2 ~ 0 as x ~ O. Thus f is approximately a constant plus 
half the Hessian at O. Let E _ EB E + be a direct sum decomposition of 
IRn so that Hof is negative definite on E_ and positive definite on E+, and 

dim E _ = k = Ind H of 

dim E+ = n - k 

Then if x E IRn and t E IR - 0 are sufficiently small, f(tx)/t is a decreasing 
function of t for x E E _ and an increasing function of t for x E E +. 

It follows that for a Morse function f: M ~ IR, a critical point p is a 
local minimum if and only if Indp = 0, and a local maximum if and only if 
Indp = dim M. 

The following result of Marston Morse is a sharper form of this relation 
between f and its Hessian at a non degenerate critical point p. It states that 
f has a local representation at p which equals f(p) + tH pf. 

1.1. Morse's Lemma. Let p E M be a nondegenerate critical point of 
index k of a c+ 2 map f:M ~ IR, 1 ~ r ~ w. Then there is a C chart (cp,U) 
at p such that 

k 

f cp - 1(U1' ... , un) = f(p) - L u; + 
i=l i=k+1 

The proof is based on the following parametric form of the diagonaliza­
tion of symmetric matrices. Let tQ denote the transpose of the matrix Q. 

Lemma. Let A = diag{a b ... , an} be a diagonal n x n matrix with 
diagonal entries ± 1. Then there exists neighborhood N of A in the vector 
space of symmetric n x n matrices, and a CW map 

P:N ~ GL(n,lR) 

such that P(A) = I (the identity matrix), and if P(B) = Q then tQBQ = A. 

Proof of Lemma. Suppose B is a symmetric matrix so close to A that 
bll is nonzero and has the same sign as all. Consider the linear coordinate 
change in IRn: x = Ty where 

Xl = [Y1 - ::: Y2 - ... - :~: YnJ/ ~ 
for k = 2, ... , n. 

One verifies that tTBT has the form 

all 0 ... 0 

o 

o 
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If B is near enough to A then the symmetric (n - 1) x (n - 1) matrix 
B1 will be as close as desired to the diagonal matrix A1 = diag{ a2' ... , an}; 
in particular it will be invertible. Note that T and B1 are CW functions of B. 
By induction on n we assume there exists a matrix Q1 = P 1(Bd E GL(n - 1) 
depending analytically on B1, such that tQ1B1Q = A 1. Define P(B) = Q by 
Q = TS where 

then tQBQ = A. 

1 0 ... 0 

o 
S = Q1 

o 

QED 

Proof of Morse's Lemma. We may assume M is a convex open set in 
[Rn, p = 0 E [Rn, and f(O) = 0 E R By a linear coordinate change we may 
assume that the matrix 

is diagonal, with the first k diagonal entries equal to -1 and the rest equal 
to + 1. By assumption Df(O) = O. 

There exists a C' map x I---> Bx from M to the space symmetrix n x n 
matrices such that if x E M and Bx = [bij(x)] then 

n 

f(x) = L bij(x)xiXj 
i, j= 1 

and Bo = A. This follows, for example, from the fundamental theorem of 
calculus applied twice: 

f(x) = S; Df(tx)x dt 

n [1 1 af ] .L ~ (tx) dt Xj 
J=l 0 UXJ 

n [1 1 11 a2f ] = L --",- (stx) ds dt XiXj 
i,j=l 0 0 aXj UXi 

n 

= L bij(x)x;Xj. 
i, j= 1 

Let P(B) be the matrix valued function in the lemma; put P(BJ = 

Qx E GL(n). Define a C' map cp: U ~ [Rn, where U c M is a sufficiently 
small neighborhood of O. 
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A calculation shows that Dcp(O) = I; therefore by the inverse function 
theorem we may assume (cp,U) is a C chart. 

Put y = cp(x); then, in mat~ix notation: 

f(x) = txBxx 

= tyeQxBxQx)Y 

= tyAy 
n 

= L aiiYf. 
i= 1 

QED 

We now have a complete local description of a Morse function f: M ~ ~. 
If a E M is a regular point then by the implicit function theorem there are 
coordinates near a such that 

If a is a critical point there are coordinates near a such that 

f(xt. ... , x n ) = f(a) - xi - ... - xl + xl+ 1 + ... + x;. 

The index k is uniquely determined by the critical point. 
It follows that the level sets f - 1( y) of a Morse function have nice local 

structure. Near a regular point f-l(y) looks like a hyperplane in ~n. At 
a critical point there is a chart (cp, U) throwing U n f - 1( y) onto a 
neighborhood of 0 in the degenerate quadric hypersurface 

- xi - . . . - xl + xl + 1 + . . . + x; = 0; 

nearby level surfaces in U go onto open subsets of the nondegenerate quadrics 

- xi - ... - xl + xl + 1 + ... + x; = constant -=1= o. 
See Figure 6-1 for some examples. 

As the value of the Morse function increases past a critical value, the 
topological character of the level surfaces changes suddenly. This is studied 
in detail in the following sections. 

We close this section with: 

1.2. Theorem. For any manifold M, Morse functions from a dense open 
set in CS(M,~), 2 :( s :( 00. 

Proof. The cotangent vector bundle T* M is isomorphic to j1(M,~), 
the bundle of 1-jets of maps M --> ~; a natural isomorphism is defined by 
sending j~f E J~(M,~) to Dfx E T~M. Thus a CS map f:M --> ~ is a Morse 
function if and only if its I-prolongation 

/f:M ~ P(M,~) 
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Figure 6-1. 

is transverse to the zero section. The theorem now follows from jet trans­
versality (Theorem 3.2.7). 

QED 

Exercises 

**1. In Morse's lemma C'+z can be replaced by C'+1. (Assume M = 1R",p = O,j(p) = 0, 
Put tD 2J(0)(x,x) = Q(x). Let t f-> W,x) be the solution of the differential equation 
dx/dt = grad Q(x) such that ~(O,x) = O. For x near 0 there is a unique t(x) such that 
Q~(t(x),x) = J(x). Define rp(x) = ~(t(x),x). See Kuiper [1], Takens [1 J.) 
2. Let M c IRq + 1 be a compact C2 submanifold. For each v E sq let !v: M --> IR be the 
map fv(x) = <u,x). (This is essentially orthogonal projection into the line through v.) 
Then the set of v E sq such that Iv is a Morse function is open and dense. 

3. Let M c IRq be a CZ submanifold and J:M --> IR a CZ map. The set of linear maps 
L E L(lRq,lR) such that the map M --> IR, x f-> J(x) + L(x) is a Morse function, is a Baire 
set and thus dense. If M is compact it is open and dense. 

4. Let M c IRq be a closed compact CZ submanifold. The set of points U E IRq such 
that the map x f-> Ix - ul z is a Morse function on M, is open and dense. 
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*5. Let fo, fl : M -> IR be Morse functions. It may be impossible to find a C2 homotopy 
f: M x [0,1] -> IR such that f(x,O) = fo(x),f(x,l) = fl(x) and each map J,(x) = f(x,t) 
is a Morse function, 0 ~ t ~ 1. (Take M = IR, fo(x) = x 3 - X, fl (x) = x3 + x.) How­
ever, a C2 homotopy from fo to fl can be found such that each J, is a Morse function 
except for a finite set to, ... , tm: for each j, J,j has only one degenerate critical point 
Zj: in suitable local coordinates at Zj' J,j has the form: 

-xi - ... - xf + xf+1 + ... + X;_I ± x; + R(x) + constant 

where R(x)/lxI3 -> 0 as Ixl -> O. (Assume f is C3 and make the map (x,t) f-> j~J, trans­
verse to suitable submanifolds of J2(M,IR).) 

6. There is a Morse function on the projective plane which has exactly three critical 
points. 

*7. Generalized Morse's lemma. Let f:M -> IR be a C+ 3 map. A submanifold V c M 
is critical if every point of V is a critical point. A critical submanifold V is nondegenerate 
of index k if every x E V has the following property: for some (hence any) submanifold 
W c M which is transverse to V at x, the point x is a nondegenerate critical point of 
flW having index k. If also V c M - aM, and V is connected, then there is a C 
tubular neighborhood (g,~ EB tTl for (M, V) and an orthogonal structure on ~ EB tT such 
that the composition E(~ EB tTl 'if M -> IR is given by 

(x,y) -> -lxl2 + IYl2 + C 

for (x,y) E ~p EB tT p , P E V, where C is the constant f(V). 

2. Differential Equations and Regular Level Surfaces 

We recall some facts about differential equations. Let We [R" be an 
open set and g: W --+ [R" a C map, 1 ~ r ~ w, regarded as a vector field 
on W. Then locally g satisfies Lipschitz conditions, so the basic theorems 
about existence, uniqueness and differentiability of solutions of ordinary 
differential equations apply to the initial value problem: 

(1) 
q/(t) = g(<p(t)), 

<p(O) = x 

for each x E W. Therefore there is an open interval J c [R about 0 and a 
C+ 1 map 

<p:(J,O) --+ (W,x) 

which satisfies (1). If <Pl:J 1 --+ W is another solution to (1) then <P = <PI 
on J n J l' Thus <p and <p 1 fit together to form a solution on J u J l' It 
follows that J and <p are unique provided J is taken to be maximal. We 
call this maximal interval J(x), and the corresponding solution is written 
variously as 

<pX:J(x) --+ W, 

<pX(t) = <Pt(x) = <p(t,x). 

The maps <px and sometimes the sets <pX(J(x)) are called solution curves 
or trajectories or flow lines of the vector field f. 
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The interval-valued function x I--> J(x) is lower semicontinuous in the 
sense that if rI. E J(x) then rI. E J(y) for all y in some neighborhood of x. 
This implies that the set 

Q = {(t,x) E IR x W:t E J(x)} 

is open in IR x W. 
The flow generated by f is the C map 

For each t E IR let 

({J:Q ~ W, 

(t,x) I--> ({Jt(x). 

~ = {x E W:t E J(x)}. 

Then Wr is open in Wand there is defined a C map 

({Jt: Wr ~ W, 

X I--> ({Jt(x). 

Clearly ({JlWr) = W~t and ({J~t = ({Jt~ 1. Thus ({Jt is a C embedding. More 
generally we have the relations 

({Js({Jt(x) = ((Js+t(x), 

valid in the sense that if one side is defined so is the other, and they are equal. 
It is not hard to prove that if K c IR is any interval and V c W is an open 
set such that Vent E K ~, then the map K ~ Embr(K, W) is continuous 
for the weak topology. 

Let PeW be compact. For each x E W the set of t E J(x) such that 
((Jlx) E P, is closed in IR, not merely in J(x). This has the important 
consequence that if x E P is such that ((Jt(x) E P for all t E J(x) n IR+ then 
J(x) => IR+, and similarly for IR~. In particular if the trajectory of x has 
compact closure in W then J(x) = IR. 

Now let X be a C vector field on an n-manifold M; that is, X is a C 
section of TM. Assume first that oM = 0. 

An integral curve (or solution curve) of X is a differentiable map 1]: J ~ M 
where J c IR is an interval and I]'(t) = X(I](t)) for each t E J. If (t/I,V) is 
a chart on M (of class ceo, or CO> if r = w) containing 1]( J) and W = t/I( V) c IRn 

then the composite map 

f:W ~ V ~ TV ~ IRn 

is a C vector field on W. The map ({J = t/I 0 1]: J ~ W satisfies the differential 
equation 

(2) 

because 

((J'(t) = f(({J(t)), 

((J'(t) = Dt/I(I]'(t)) = Dt/I(X~(t)) 
= (Dt/I 0 X 0 t/I ~ 1)( t/lI](t) ) 

= f(cp{t)). 
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Thus '" carries an integral curve of X into solution of (2), provided the 
integral curve lies in a coordinate domain. 

All the results about vector fields on open sets in IRn carryover to vector 
fields on M. For each x E M there is a maximal open interval J(x) about ° 
and a C+ 1 integral curve (or trajectory, or flow line) of X, 

The set 

l(:(J(X),O) ~ (M,x) 

l((t) = '1(t,x) = '11(X). 

Q = {(t,x) E IR x M:t E J(x)} 

is open in IR x M; the flow of X is the C map 

'1:Q ~ M, 

(t,x) H '11(X). 

The previous results about endpoints of J(x) and compact subsets of 
M are still valid. An important case is where M is compact and without 
boundary. In this case Q = M x IR and each '11 is a C diffeomorphism of 
M. Thus the maps {'1I}1 E ~ form a one-parameter group of C diffeomorphism 
of M: the map 

IR ~ Diff'(M), t H '11 

is a continuous homomorphism, and '11'1s = '11+S' 
Unfortunately we must also consider vector fields on a-manifolds. 

Suppose now that aM i= 0. The preceding results can be used if we first 
embed M as a closed submanifold of an n-manifold N without boundary, 
such as the double of M, and then extend X to a C vector field on N. (This 
can be done with a partition of unity if 1 ~ r ~ 00, since local C extensions 
exist by definition. If r = w the local extensions are unique and fit together 
to give an analytic vector field on a neighborhood of M in N, which is all 
that is needed.) 

If X is tangent to aM, that is, if X(aM) c T(aM), everything is as before. 
But if X is not tangent to aM, the intervals J(x) will not all be open. If x E aM, 
X(x) i= 0, and X(x) points into [respectively, out of] M, then J(x) will 
contain ° as its left Crespo right] endpoint. It is also possible that X(x) is 
tangent to aM and still J(x) contains the endpoint 0; and J(x) can even 
be the degenerate interval {O}. For any y E M, if J(y) contains an endpoint 
b then '1(b,y) E aM. 

The set Q, defined as before, is not necessarily open in IR x M, but its 
interior is dense. Moreover the flow '1: Q ~ M is C in the sense that it 
extends to a C map Q' ~ N where Q' c IR x N is open. 

If the trajectory of x E M has compact closure then J(x) is a closed 
interval; if also the trajectory lies in M - aM then J(x) = IR. 

If J(x) = IR for all x E M the vector field is called completely integrable. 
A necessary condition for X to be completely integrable is that X be tangent 
to aM. A sufficient condition is that X be tangent to aM and each trajectory 
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have compact closure. A more general sufficient condition is given in 
Exercise 1. 

Differential equations can be used to prove anew the collaring theorem: 

2.1. Theorem. Let M be a a-manifold. Then there exists a eX) embedding 

F:aM x [0,(0) -> M 

such that F(x,O) = x for all x E aM. 

Proof. Using charts covering aM and a partition of unity, one finds 
a CO vector field X on a neighborhood U c M of aM which is nowhere 
tangent to aM and which points into M (in local coordinates). Let 
W c aM x [0,(0) be a neighborhood of aM x ° on which the flow 11 of 
the vector field is defined. There is a COO embedding h:aM x [0,(0) -> w 
which leaves aM x ° pointwise fixed. The required map F is the composition 

F:aM x [0,(0) .!!.. W.!!.. M. 

QED 

We turn now to the construction of a vector field transverse to the regular 
level surfaces of a C + 1 map f: M -> R, r ~ 1. We assume M has been given 
a COO Riemannian metric. The inner product in any Mx is denoted by (X, Y); 
the corresponding norm is IXI = (X,X)1/2. 

For every linear map A:Mx -> [R there exists a unique tangent vector 
X).EMx such that A(Y) = (X;.,Y) for all YEMx. We call X;. the vector 
dual to A. The map A r--+ X;. is a linear isomorphism from M~ onto Mx. 
Its inverse assigns to X E Mx the linear map 

Yr--+ (X,Y). 

If f:M -> [R is C+ 1, for each x E M define the vector grad f(x) E Mx to 
be the dual of Dfx. In this way the C gradient vector field grad f is defined. 
It depends on the Riemannian metric. 

If M is open in [Rn and the metric is given by the standard inner product 
of [Rn then 

( af af ~ 
grad f(x) = a~ (x), ... 'a--;C- (xJ . 

It is clear that grad f(x) = ° if and only if x is a critical point of f. At 
a regular point grad f(x) is transverse to the level surface f -l(f(X)); in 
fact, they are orthogonal. 

Notice that f is nondecreasing along gradient lines, that is, along solution 
curves of the gradient differential equation 11' = grad f(I1). For if l1(t) is a 
solution then 

d 
dt f(l1(t)) = (grad f(l1(t)), grad f(l1(t))) 

= Igrad f(l1(t) W ~ 0. 
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And f is strictly increasing along any solution curve which is not a critical 
point. 

The following regular interval theorem is a useful way of finding diffeo­
morphisms. 

2.2. Theorem. Let f: M ~ [a,b] be a C + 1 map on a compact a-manifold, 
1 ~ r ~ w. Suppose f has no critical points and f( aM) = {a,b}. Then there 
is a C diffeomorphism F:f-1(a) x [a,b] ~ M so that the diagram 

f- 1(a) x [a,b]--....::F __ ~) M 

} 
[a,b] 

commutes. In particular all level surfaces off are diffeomorphic. 

Proof. Give M a Riemannian metric. Consider the C vector field on M: 

grad f(x) 
X(x) = Igrad f(xW' 

Notice that X(x) has the same trajectories as grad f but with a different 
parametrization. 

Let tJ:[toh] ~ M be a solution curve of X. A computation shows 
that the derivative of the map 

[to,t1 ] ~ IR, 

is identically 1. This means that 

(1) 

t f--* f().( t) ) 

Let x E f-1(S). Since M is compact, the set J(x) is closed; from (1) it follows 
that 

(2) J(x) = [a - s,b - s]. 

The assumptions on f imply that f-1(a) is a union of boundary 
components of M. Define a map 

F:f-1(a) x [a,b] ~ M, 

F(x,t) = tJ(t - a,x). 

Since f increases along gradient lines, and thus along X -trajectories, F 
is injective. And F is an immersion because gradient lines are transverse 
to level surfaces. Thus F is an embedding. Finally, F is onto because of (2). 

QED 
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2.3. Corollary. Let M be a compact manifold and assume aM = A u B 
where A and B are disjoint closed sets. Suppose there exists a C2 map f: M -+ IR 
without critical point such that f(A) = 0, f(B) = 1. Then M is diffeomorphic 
to both A x I and B x I. 

The following topological application of critical point theory is due 
to G. Reeb. 

2.4. Theorem. Let M be a compact n-dimensional manifold without 
boundary, admitting a Morse function f: M -+ IR with only 2 critical points. 
Then M is homeomorphic to the n-sphere sn. 

Proof. Let the critical points be P + and P _. We may assume P + is 
a maximum and P _ a minimum. Put f(P +) = Z+, f(P _) = L. By Morse's 
lemma there are coordinates (Xl> ... ,xn ) in a neighborhood U + of P + 

giving fl U + the form 

f( P +) = - xi - . . . - x; + Z + . 

Therefore there exists b < Z + such that the set 

D+ = f-1[b,z+] 

is a neighborhood of P + diffeomorphic to the n-disk Dn. 
Similarly there exists a > z _ such that the set 

D_ = f-1[L,a] 

is a neighborhood of P _ diffeomorphic to Dn. We assume L < a < b < z+. 
Note that 

aD+ :::::; aD_ :::::; sn-l. 

By Theorem 2.2 the setf-1[a,b] is diffeomorphic to sn-l X I. See Figure 6-2. 
Let Q+, Q_ c sn be the north and south poles. Let B+, B_ be disjoint 

neighborhoods of Q+, Q_ diffeomorphic to Dn (the two "polar caps") so 
that, putting C = sn - Int(B + U B _), we have c:::::; sn - 1 X I and 
ac = aB+ u aB_. 

b 

f 
-+ 

a 

M 
sn 

Figure 6-2. 
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Let ho: D + -+ B + be a diffeomorphism. Extend 

holoD+ :oD+ --+ oB+ 

155 

to a diffeomorphism (oD+) x 1-+ (oB+) x I. This provides an extension 
of ho to a homeomorphism 

hl:D+ u I-la, b -+ B+ u C. 

It is possible to extend 

hlloD_ :oD_ -+ oB_ 

to a homeomorphism D_ -+ B I . This is the same as extending a homeo­
morphism gO:S"-1 --+ S"-l to a homeomorphism g:D" -+ D", and one can 
extend radially: 

( ) = {Ixlgo(x/lxl) if x oF ° 
g x ° if x = 0. 

Thus g maps each radial segment [O,y J, YES" -1, linearly onto the segment 
[O,go(Y)]. 

In this way hI is extended to a homeomorphism h:M -+ S". 

QED 

It is not always possible to find a diffeomorphism between M and S"! 
In 1956 John Milnor [IJ found an example of a manifold which is homeo­
morphic, but not diffeomorphic, to S7. This very surprising result stimulated 
intensive research into such "exotic spheres" and into the more general 
problem of finding and classifying all differential structures on a manifold. 
A great deal is now known, but the problem has not been solved. 

Exercises 

1. A vector field X on M has bounded velocity if there is a complete Riemannian metric 
on M such that IX(x)1 is bounded. In this case every maximal solution curve is defined 
on a closed interval J(x). If also X is tangent to aM then X is completely integrable. 

***2. If a C l vector field X is completely integrable, does X necessarily have bounded 
velocity? (See Exercise 1.) 

3. Let X be a C' vector field on a manifold M, 1 :S; r :S; 00. There is a completely 
integrable C' vector field Y on M whose trajectories (considered as subsets) are the 
same as those of X. 

4. Let X be a Cl vector field on a a-manifold M. If x E aM and J(x) = [O,a] or [O,a) 
then every neighborhood of x contains a point Y E aM such that X(y) 1> aM and X(y) 
points inward. 

5. Let (x,y) be local coordinates on the torus T = SI X SI corresponding to angular 
variables on SI taken mod 2n. For each pair rx, {J of real numbers not both zero, let 
X.,P denote the vector field on T which in (x,y) coordinates is the constant field (rx,{J). 

(a) If rx and {J are linearly dependent over the rational numbers then every trajectory 
of X., p is a circle. 
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(b) If (X and f3 are linearly independent over the rationals then every trajectory of 
X 2, p is dense. In fact: 

(c) In case (b), let T be any nonzero real number. Then for each x E M the set 
{fPnix): n E Z' +} is dense, where fP, is the flow of X". p. 

*6. On every surface of genus p ~ 1 there is a vector field having a dense trajectory. 

***7. Does every C2 vector field on S3 necessarily have either a zero or a periodic trajectory? 
(This has recently been proved false for C I fields by Paul Schweitzer [I],) 

*8. Let X be a completely integrable C l vector field on a manifold M. Suppose that 
every positive semi-orbit {fP,(x):t ~ O} is dense and that every negative semi-orbit 
{fP,(x):t ~ O} is dense, where fP is the flow generated by X. Then M is compact. 

9. Let f:M --> [R be a C I function on a Riemannian manifold and let V c M be a 
submanifold. If x E V then grad(fl V)(x) is the image of grad f(x) under the orthogonal 
projection Mx --> Vx' 

10. Theorem 2.2 is true for noncompact M under the extra hypothesis that M has a 
complete Riemannian metric for which Igrad f(x) I is bounded. (See Exercise 1). But 
without this assumption there are simple counter examples. 

11. The trick used in the proof of Theorem 2.2, of following integral curves, can often 
be used to obtain diffeomorphisms. For example, let X be a C vector field on M, 
1 ~ r ~ w. Let Va, VI be C submanifolds of M which are transverse to X. Assume 
aVa = aVI = aM = 0. Suppose that every integral curve through a point of either of 
the sub manifolds intersects the other at a unique point. Then Va and VI are C diffeo­
morphic, Moreover if r < w there is a C diffeomorphism of M which is C isotopic 
to the identity and which carries Va onto VI' 

12. Corollary 2.3 is also true for C I maps, 

13. Theorem 2.4 admits the stronger conclusion that M is the union of two n-balls 
intersecting along their common boundary. 

*14. Theorem 2.4 can be generalized as follows. If M admits a function with only two 
critical points (perhaps degenerate), then the complement of either critical point is 
diffeomorphic to [Rn and M is homeomorphic to sn. (Use the gradient flow and a disk 
around a critical point P to exhibit M - P as an increasing union of open disks; then 
use Exercise 15 of Section 1.2.) 

***15. The conclusions of Exercises 13 and 14 suggest the difficult problem: if M - P ~ 
[Rn, is M the union of two n-balls intersecting in their common boundary? This is 
known to be true for all n =F 4. 

3. Passing Critical Levels and Attaching Cells 

In order to make oM behave nicely with respect to level surfaces, we 
shall consider Morse functions f: M ---> [a,b ] of the following type, which 
we call admissible: oM = f-l(a) U f-l(b), and a and b are regular values. 
This has the following implications. Each of f -l(a), f -l(b) is a union of 
components of oM. Iff-l(a) or f-l(b) is empty, the minimum or, respectively, 
maximum value of f is taken only at critical points in M - oM. 

Theorem 1.2 implies that a compact manifold has an admissible Morse 
function taking prescribed constant values on boundary components. 
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Figure 6-3 shows some examples of admissible Morse functions on 
2-manifolds, the map being orthogonal projection into the vertical interval 
[a,b]. Note that if p, q E [a,b] are regular values, p < q, then restriction of 
f to f - 1 [p,q] is also admissible (into [p,q]). 

b 

a 
Figure 6-3. Admissible Morse functions. 

In the last section we saw that if f has no critical points then 
M ::::; f- 1(a) x I. In the following theorem we suppose f has just one 
critical point. 

By a k-cell in M is meant the image of an embedding Dk ~ M. 

3.1. Theorem. Let M be compact and f:M -+ [a,b] an admissible Morse 
function. Suppose f has a unique critical point z, of index k. Then there exists 
a k-cell ek c M - f-l(b) such that ek n f- 1(a) = 8e\ and there is a 
deformation retraction of M onto f -l(a) u ek. 

Proof. Let f(z) = c, a < c < b. To prove the theorem it suffices to 
prove it for the restriction of f to f- 1 [a',b'] for any a', b' such that 
a < a' < c < b' < b, by the regular interval Theorem 2.2 applied to 
f- 1 [a,a'] and f- 1 [b,b']. Moreover, we can assume c = 0, replacing f by 
f(x) - c otherwise. 

Let (<p,U) be a chart at z as in Morse's lemma. We write (Rn = (Rk X (Rn-k; 
thus <p maps U diffeomorphically onto an open set V c (Rk X (Rn-\ and 

f<p-l(X,y) = -lxl2 + lyl2 

for (x,y) E V. Note that <p(z) = (0,0). Put g(x,y) = -lxl2 + I Y12. 
Let ° < 6 < 1 be such that V contains r = Bk(6) x Bn-k(6) where 

Bi(6) c (Ri is the closed ball about ° of radius 6. Give M a Riemannian 
metric which agrees in <p -1(r) with the metric induced by <p from the standard 
inner product on (Rn. If <p(u) = V E r then 

D<p(u)(grad f(u)) = grad g(v). 

Let B > ° be much smaller than 6, say B < 62/100. Put 

Bk = Bk(Jf.) X ° C (Rk X (Rn-k 

= {(x,O) E (Rk X (Rn-k:lxI2 ~ B}, 
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A deformation of f-1[ -t:,t:] to f-1(-t:) u ek IS made by patching 
together two deformations. First consider the set 

T1 = D\J2i) x Dn - k(J2i). 

See Figure 6-4 for the case k = 1, n = 2. In T1 n g-l[ -t:,t:] a deformation 

T1 
Figure 6-4. 

is obtained by moving (x,y) at constant speed along the interval joining 
(x,y) to the point (x,sy) E g-l( - t:) U B\ S E IR where 

{o if Ixl2 < t: 
S = s(x,y) = JrxF-=-~/IYI if 

Note that these intervals are closures of solution curves of the vector field 
X(x,y) = (O,-2y). This deformation is transported to <p-1(T1) via conjuga­
tion by <po 

Outside the set 

the deformation moves each point at constant speed along the flow line 
of the vector field - grad g so that it reaches g-l( - t:) U Bk in unit time. 
(The speed of each point is the length of its path under the deformation.) 
See Figure 6-5. This deformation is transported to U - <p - l(T 2) by <p; 
it is then extended over M - <p -l(T 2) by following flow lines of - grad f. 
Each such flow line must eventually reach f - 1( - t:), for it can never enter 
T 2 because Ixl increases and I yl decreases along flow lines, and Igrad fl 



3. Passing Critical Levels and Attaching Cells 

Figure 6-5. 

has a positive lower bound in the compact set 

f-l[ -8,8] - Int cp- 1r2. 
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To extend the deformation to points of r 2 - r 1 it suffices to find a 
vector field on r which agrees with X in r 1 and with - grad g in r - r 2' 

Such a field is 

Y(x,y) = 2(/1(x,y)x, - y) 

where the C'X) map W [Rk X [Rn-k ---+ [0,1] vanishes in r 1 and equals 1 
outside r 2' It is easy to see that each flow line of Y which starts at a point of 

(r 2 - r 1) n g-l[ -8,8] 

must reach g-l( - 8) because Ixi is non-decreasing along flow lines. 
The global deformation of f - 1 [ - 8,8] into f -l( - 8) U ek is obtained 

by moving each point of r at constant speed along the flow line of Y until 
it reaches g-l( - 8) U Bk in unit time and transporting this motion to M 
via cp; while each point of M - cp -l(r) moves at constant speed along the 
flow line of - grad f until it reaches! -l( - 8) in unit time. Of course points 
on f -l( - t;) u ek stay fixed. 

QED 
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If we consider the map - f: M ~ [ - b, - a] instead of f, we obtain the 
following result dual to Theorem 3.1 : 

3.2. Theorem. Let f: M ~ [a,b] be an admissible Morse fimction having 
a unique critical point z, of index k. Then there exists an (n - k)-cell 
e~-k c M - f-l(a) such that e~-k n.r l(b) = ae~-\ and there is a deforma­
tion retraction of M onto f-l(b) u e~-k. Moreover e~-k can be chosen so 
that ek (of Theorem 3.1) meets e~-k only at z, and transversely. 

We speak of these cells ek and e~-k as dual to each other. In Figure 6-6 
dual pairs of cells are shown. 

Figure 6-6. Dual cells. 

The k'th type number ofa Morse functionf:M ~ [R; is the number Vk = 

vlf) of critical points of index k, ° ~ k ~ n = dim M. We say f has type 
(va, ... , vn )· 

3.3. Theorem. Let f: M ~ [a,b] be an admissible Morse .limction of type 
(va, ... , vn) on a compact manifold. Suppose f has just one critical value c, 
a < c < b. Then there are disjoint k-cells e7 c M - f- 1(b), 1 ~ i ~ Vb 

k = 0, ... ,n, such that e7 n f-l(a) = ae7; and there is a deformation 
retraction of M onto f-l(a) u {Ui, ken. 

The proof is just like that of Theorem 3.1, using disjoint Morse charts 
for the different critical points. 

We can now prove the celebrated Morse inequalities. These require 
familiarity with singular homology theory, or any homology theory satisfying 
the Eilenberg-Steenrod axioms. 
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The k'th singular homology group of the pair (X,A) with coefficients in 
the field F is denoted by Hk(X,A; F); this is a vector space over F and thus 
has a dimension Ak(X,A; F). When F is the rational field Q, these are called 
the Betti numbers of (X,A). If these numbers are finite, and only finitely 
many are nonzero, then the homological Euler characteristic 

00 

X'(X,A) = I (-l)kAk(X,A; F) 
k=O 

of (X,A) is defined. When X is a compact manifold and A is a compact 
submanifold then X'(X,A) is defined and is independent of the field F. 

3.4. Theorem. Let f: M --+ [a,b ] be an admissible Morse function on 
a compact manifold, of type (vo, ... , vn). Let F be a field and denote by Pk 
the dimension of the relative homology group Hk(M,f-l(a); F). Then: 

m m 

(a) I (-l)k+mVk? I (-l)k+mpk 
k=O k=O 

for 0 ~ m ~ n; and 
n n 

(b) I (-l)kvk = I (-l)kPk = x'(M,f-l(a)). 
k=O k=O 

Before giving the proof we derive some corollaries. 

3.5. Theorem. Let f: M --+ [a,b ] be an admissible Morse function on a 
compact manifold, of type (vo, ... , vn). Assume that f - l(a) = 0. If Pk denotes 
the dimension of Hk(M; F) where F is afield then (a) and (b) of 3.4 are valid. In 
particular the alternating sum of the type numbers equals the homological 

m 

Euler characteristic x'(M) = I (-l)kPk. 
k=O 

Notice that vk(f) = Vn-k( -f). From this follows: 

3.6. Theorem. The homological Euler characteristic of a compact odd 
dimensional manifold without boundary is O. 

Proof. Let f:M --+ IR be a Morse function of type (vo, ... , vn). Let 
a < f(x) < b for all x EM; thus f: M --+ [a,b ] is an admissible Morse 
function. Then Theorem 3.5 applied to f and - f gives 

n n 

x'(M) = I (_l)kVk = I (_l)kvn -k(-f) 
k=O k=O 

n 

= (- 1 r I (- l)n - kV n - k( - f) 
k=O 

= -x'(M). 

QED 



162 6. Morse Theory 

The inequalities (a) in Theorem 3.4 can be conveniently arranged as 
follows. Put Vk - f3k = 15k. Then 

15 0 ~ 0 

15 1 ~ 15 0 ~ 0 
15 3 ~ 15 1 - 15 0 ~ 0 

and in general 

15m + 1 ~ 15m - 15m -1 + ... + (-l)m15 o ~ O. 

In particular, 15k ~ 0, k = 0, ... , n. This proves: 

3.7. Theorem. In Theorems 3.4 and 3.5, Vk ~ f3b k = 0, ... , n. 

We now prove Theorem 3.4. It is convenient to assume that f separates 
the critical points, that is, f(Zl) =I f(Z2) if Zl, Z2 are distinct critical points. 
This can be arranged by perturbing f slightly in disjoint neighborhoods 
V j c M - aM of the critical points Zj to get a function g:M -> IR of the 
following type. Outside the union of the V;, g = f. In V j we have 

g(x) = f(x) + 8;Aj(X) 

where the Coo map Aj:M ...... [O,lJ has support in V j and equals 1 on a 
neighborhood of Zj, while 8 j > O. As max 8j tends to 0, g tends to f in C~(M,IR). 
Thus for small 8j, g will be a Morse function having the same critical points 
as f1 and these will have the same indices. We can choose the 8j so that g 

separates the points Zj. Therefore we assume f separates its critical points 
Zl> •.• , zp. 

Put fez;) = c;, and order the Zj so that a < C1 < ... < cp < b. Let 
k(i) be the index of Zj. Choose regular values ao, ... , ap so that 

Put A = f-1(ao), X j = f-1[ao,aJ. Thus X j is obtained from X i - 1 by 
attaching a k(i)-cell. We denote this by 

Define 

where homology groups always have coefficients in the field F. The excision 
axiom for homology implies 

Therefore 

(1) 

Define 

aU,}) = {~ if 

if 

i = k(j) 
i =I k(j). 

f3(i,j) = dim H;(Xj,A). 
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Since Xj is obtained from A by adding cells of dimensions ~ n, fJ(i,j) = 0 
for i > n. 

Consider the exact homology sequence of the triple (Xj,Xj_ bA): 

o -> HnCXj- bA) -> Hn(Xj,A) -> Hn(Xj,Xj- 1) -> 

Hn-1(Xj-1,A) ... -> Ho(Xj,xj-l) -> O. 

Exactness implies the vanishing of the corresponding alternating sum of 
dimensions of the vector spaces in the sequence. Grouping 3 terms at a time 
in this sum gives: 

n 

o = I (-1)i[fJ(i,j - 1) - fJ(i,j) + a{i,j)J. 
i=O 

Summing over j yields 

ito (_1)i [Jl a(i,j)] = it (-l)i[fJ(i,n) - fJ(i,O)] 

n 

= I (_1)ifJi 
i=O 

because fJ(i,n) = fJi and fJ(i,O) = O. Now 
n 

I a(i,j) 
j= 1 

is the number of j E {1, ... , n} such that k(j) = i, which is Vi' Therefore 
n n 

I (-1YVi = I (-1)ifJi' 
i=O i=O 

This proves (b) of Theorem 3.3. 
The proof of (a) is similar, starting from the exact sequence 

o -> K m, j -> Hm(Xj-1,A) -> Hm(Xj,A) -> Hm(Xj,Xj- 1) 

where the first term is the kernel of Hn(Xj-1,A) -> Hn{Xj,A) and the rest 
of the sequence is as before. Let Km, j = dim K m , j' Exactness yields 

m 

Km, j = I (- 1)i + m[fJ(i,j - 1) - fJ( i,j) + a( i,j) J. 
i=O 

Summing over j = 1, ... , n gives 

n m m n m 

I Km, j + I {_1)i+mfJi = I (_1)i+m I a(i,j) = I (_1)i+mVi 
j=l i=O i=O j=l i=O 

which implies (a) since K m , j ~ O. The proof of Theorem 3.4 is complete. 

QED 
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For the following important application of Theorem 3.5 let M be a 
compact manifold without boundary. Recall that in Chapter 4 we defined 
the Euler characteristic of M to be the sum of the indices of zeros of a vector 
field on M. We have also defined the homological Euler characteristic of 
M to be the alternating sum of the Betti numbers of M. The celebrated 
Theorem of Hopf equates these two characteristics: 

3.8. Theorem. The homological Euler characteristic equals the Euler 
characteristic for a compact manifold without boundary. 

Proof. The Euler characteristic can be computed from any vector field 
X on M having finitely many zeros. We choose X = !gradf, wheref:M --+ IR 
is a Morse function, and the gradient is taken in a Riemannian metric on M 
which, near each critical point, is induced from IRn by Morse coordinates. 

Let p be a critical point of index k. Let (Xl' ... ,xn) be Morse coordinates 
at p = (0, ... , 0). Then 

f(x) = -xi - ... - x~ + X~+l + ... + x; +f(p), 
and 

X(X) = (-Xb"" -XbXk+l,""Xn ), 

Thus X is the Cartesian product of the vector fields Yon IR\ Z on IRn - k 

defined by Y(y) = - y, Z(z) = z. An easy computation shows that 

Indo X = (Indo Y)(Indo Z) 
and 

Indo Y = (- 1)\ Indo Z = 1. 
Therefore 

n 

Therefore the sum of the indices of zeros of X is I (-l)kvk where Vk is 
k=O 

the number of critical points of f of index k. By Theorem 3.5, this is the 
homological Euler characteristic. 

QED 

Exercises 

1. The co-limit set Lw(x) of a point x EM for a vector field X on M is the set of points 
of the form limn~cx, l1(tmX) where '1 is the flow of X and tn --+ 00. The \I.-limit set L.(x) 
is defined similarly by letting tn --+ - 00 instead of 00. 

(a) If M is compact, Lw(x) and L,(x) are connected, compact nonempty sets, invariant 
under the flow. 

(b) If X = gradf and f:M --+ IR has isolated critical points then L,,,(x) and L.(x) 
each consists of a single critical point. 

2. Let f:M --+ IR be a C+ 1 Morse function on a compact manifold. Suppose M has 
a COO Riemannian metric which is induced by Morse charts near critical points. Consider 
the flow of grad f for this metric. If z is a critical point the stable manifold of z (also 
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called the inset) is 

while the unstable manifold of z (also called the outset) is 

J¥,,(z) = {x E M:L.(x) = z}. 

(a) It;(z) and J¥,,(z) are connected C submanifolds, of dimensions k and n - k 
respectively, where k = Ind(z). 

(b) It;(z) and J¥,,(z) intersect transversely at z and are otherwise disjoint. 
*(c) If 13M = 0 then It;(z) ~ IRn - k and J¥,,(z) ~ IRk. 

**(d) Actually, (a), (b) and (c) are true for any C'" Riemannian metric on M. 

3. A compact n-manifold is the union of the closures of a finite number of disjoint open 
n-cells. [Consider stable manifolds of local minima of a Morse function.J 

4. Let J: M ---> [a,b J be an admissible Morse function on a compact manifold, having 
a unique critical value c, a < c < b. Let ZI, ... , Zm be the critical points of J and put 
It; = Ui It;(z;), J¥" = Ui J¥,,(zJ (See Exercise 1 for definition of It; and J¥".) Then: 

M - (It; u J¥,,) ~ [J-I(a) - It;J x I ~ [J-l(b) - J¥"J x I. 

*5. Let S be a compact surface of genus p. 
(a) Every Morse function on S has at least 2p + 2 critical points. 
(b) Some Morse function has exactly this number of critical points. 

6. Real projective n-space pn can be represented as the quotient space of IRn + I - ° 
under the identifications (xo, ... , xn ) = (exo, ... , exn ) if e oF 0. The equivalence class 
of (xo, ... , xn ) is denoted by [xo, ... , xnJ. Let Ao, ... , An be distinct nonzero real num­
bers and define J: pn ---> IR by 

(a) J is a Morse function of type (1,1, ... , 1). (See also Exercise 1, Section 6.4.) 
(b) Sketch the critical points and level surfaces of the composition sn !!. pn !... IR, 

where p is the canonical double covering, for n = 1, 2, 3. 

*7. Let J:sn ---> IR be a Morse function invariant under the antipodal map x ---> -x. 
Then J has at least one critical point of each index 0, 1, ... , n. [Consider the function 
induced on pn. The 7L2 Betti numbers of pn are 1, 1, ... , 1.J 

8. Let M be a compact n-manifold without boundary and J: M f-> IR a C2 map. Suppose 
every critical point belongs to a nondegenerate critical submanifold (see Exercise 7, 
Section 6.1). Let 11k denote the sum of the Euler characteristics of the non degenerate 
critical submanifolds of index k. Then the following generalized Morse equality holds: 

X(M) = L (-I)k l1k · 
k~O 

[Let g:M -> IR vanish outside tubular neighborhoods of the critical submanifolds, such 
that g restricts to a Morse function on the critical submanifolds. One can choose g so 
that J + g is a Morse function whose critical points are precisely those of g on the 
critical submanifolds. If V is a critical submanifold of index k and x E V is a critical 
point for g of index i, then x has index (_l)ki as a critical point of J + g. The sum of 
the indices of the critical points of J + g in V is thus (-I)kX(V). This result is due to 
R. Bott.J 
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9. Let cp: M ...... N be a surjective submersion where M and N are compact manifolds 
without boundary. Let V = cp -1( y) for some .r E N. Then X(M) = X( V)X(N). [Let 
g: N ...... IR be a Morse function and apply Exercise 8 to .r = cpg: M ...... IR.] 

10. Let o+M be a union of components of the boundary ofa compact n-manifold M; 
put c_M = oM - o+M. Then 

x'(M,c+M) = x'(M,o_M). 

4. C W-Complexes 

In this section we assume familiarity with the notion of CW-complex. 

Briefly, a CW-complex is a space X which can be expressed X = U Xn 
n=O 

where Xo C Xl C ... , Xo is a discrete subset and X n + 1 is obtained from 
Xn by attaching n-cells by continuous maps of their boundaries into X n- l • 

It is required that a subset of X is closed provided its intersection with each 
such cell (image) is closed. If X = Xn we call X an n-dimensional CW­
complex. If the number of cells is finite, X is a finite CW-Complex. 

A subcomplex A of a CW-complex X is a closed subspace A which is 
the union of cells of X. A CW-pair (X, A) consists of a CW complex X and 
a subcomplex A. 

4.1. Theorem. Let M be a compact n-mani{old and f: M ~ [a,b J an 
admissible Morse function of type (v o, ... , vn) such that aM = f-1(b). Then 
M has the homotopy type of a finite CW complex having exactly Vk cells of 
each dimension k = 0, ... , n and no other cells. 

Proof. The proof is by induction on the number of critical values. If 
C1 is the smallest critical value, then C1 is the absolute minimum of f because 
f-l(a) is empty. Choose a < Cl < a 1 so that C1 is the only critical value in 
[a,alJ. Then f-1[a,a1J has the homotopy type of a finite discrete set of 
points by Theorem 3.4; in fact f-1[a1a1J is the union of disjoint n-disks. 
This starts the induction. The inductive step follows from Theorem 3.4. 

QED 

Using the same ideas, one can prove the following result. The details 
are left to the reader. 

4.2. Theorem. Let M be a compact n-dimensional manifold. Then (M,aM) 
has the homotopy type of a CW-pair of dimensions ~ n. 

The restriction that M be compact is not necessary, but the proof for 
noncompact manifolds uses triangulation. We outline a proof of a somewhat 
weaker result: 

4.3. Theorem. An n-dimensional manifold has the homotopy type of a CW­
complex of dimension ~ n. 
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Proof. One can show that M and M - aM are homotopy equivalent 
(for example, by the collaring Theorem 2.1). Hence we can assume aM = 0. 

Choose a proper Morse functionf:M -> IR+, for example an approxima­
tion to the square of a proper map M -> IR. Assume f separates the critical 
points Z10 Z2> .•• , which are ordered so that f(Zi + d > f(zJ Choose numbers 
ai so that 

o = ao < f(ZI) < a1 < f(Z2) < .... 

Note that f(Zi) -> 00 since f is proper and the Zi are isolated; therefore 
ai -> 00 also. 

From Theorem 4.2, for each integer k ~ 1 there is a CW-complex X k 

of dimension n and disjoint subcomplexes Yk, Zk c X k and a homotopy 
equivalence 

llk:f- 1 [ak-l.ak] -> X k, 

taking f- 1(ak_l) to Yk and f- 1(ak) to Zk by homotopy equivalences. Let 
Vk:Zk -> f- 1(ak) be a homotopy inverse tof:f-l(ad -> Zk' The composition 

can be approximated by a cellular map Wk:Zk -> Yk+l' A CW-complex X 
homotopy equivalent to M is obtained from the disjoint union of the X k 

under the identification of x E Zk with wk(x) E Xk+l' 

QED 

Another extension of Theorem 4.2 is: 

4.4. Theorem. Let M be a compact manifold and A c M a compact sub­
manifold, aA = aM = 0. Then (M,A) has the homotopy type of a CW-pair. 

Proof. Let N c M be a closed tubular neighborhood of A. Thus N is 
a closed submanifold with boundary admitting A as a deformation retract, 
and (M,A) has the same homotopy type as (M,N). Let P = M - N; then 
ap = oN = PuN and PuN = M. By Theorem 4.2, (p,ap) and (N,oN) 
have the homotopy type of CW-complexes; this implies Theorem 4.4. 

QED 

Again compactness is an unnecessary restriction. There are also general­
izations of Theorem 4.4, to a-manifolds; for example A can be a closed neat 
submanifold. 

Exercises 

*1. Let cpn denote complex projective n-space. Define g:cpn ---> IR by the formula 

{j[ zo, ... , znJ = I})::j I 211]Zj I 2, 

where zo, ... , Zn are complex homogeneous coordinates on cpn and the }'j are distinct 
positive numbers. Then {j is a Morse function of type (1,0,1,0, ... ,1,0,1). Therefore cpn 
has the homotopy type of a CW complex with 1 cell in even dimensions 0, 2, ... , 2n 
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and no other cells. Consequently 

{
G if 

Hk(cpn; G) = o otherwise 

o ,,;: k ,,;: 211 and k is even 

for any coefficient group G. 

2. A relative CW-complex (X,A) consists of a space X and a closed subspace A such 
x 

that X = U Xm with A = X-I C Xo C ... , such that Xn is obtained from X n- I 
n= -1 

by attaching II-cells. Iff: M -+ [a,b ] is an admissible Morse function of type (va, ... , vn) 

on a compact manifold M, then (M,f-I(a)) has the homotopy type of a relative CW­
complex having exactly Vk cells of dimension k, for each k = 0, ... , n = dim M, and 
no other cells. 



Chapter 7 

Cobordism 

... the theory of "Cobordisme" which has, within the few years of its 
existence, led to the most penetrating insights into the topology of differentiable 
manifolds. 

-H. Hopf, International Congress 
of Mathematicians, 1958 

Mathematicians are like Frenchmen: whatever you say to them they translate 
into their own language and forthwith it is something completely different. 

-Goethe, Maximen und Reflexionen 

In this short chapter we present the elementary part of one of the most 
elegant theories in differential topology, Rene Thorn's theory of cobordism. 
It was largely for this work that Thorn was awarded the Fields Medal in 
1958. 

We can partition all compact n-manifolds without boundary into equiv­
alence classes, two manifolds being equivalent if their disjoint union is the 
boundary of a compact (n + I)-manifold. The set 91" of equivalence classes 
becomes an abelian group under the operation of disjoint union. An analo­
gous construction with oriented manifolds produces an abelian group Q". 
Thorn [1] set himself (and largely solved) the problem of computing these 
cobordism groups. Although their definition is very simple, it is not at all 
obvious how to compute them, or even to determine their cardinality. 

Thorn's work falls into two parts: first, proving that the cobordism 
groups are isomorphic to certain homotopy groups; and second, computing 
these homotopy groups. The second step requires a good deal of algebraic 
topology and we cannot go into it; it is the first step we are concerned with. 
Even though the proof yields no explicit calculations, it provides new insights 
into the connections between manifolds, vector bundles, homotopy and 
transversality. 

1. Cobordism and Transversality 

Two compact manifolds M 0, M 1 are called cobordant, denoted by M 0 ~ 
M 1, if there is a compact manifold W such that a W ~ M 0 x 0 u MIx l. 
Speaking loosely, this means that the disjoint union of M 0 and M 1 is the 
boundary of W. We call Wa cobordism from M 0 to MI' I t is easy to see that 

169 
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for each dimension n this defines an equivalence relation, called cobordism, 
on the class of compact n-manifolds without boundary. The set of cobordism 
classes is denoted by ~nn; the cobordism class of Mis [M]. 

An analogous equivalence relation, oriented cobordism, is defined for 
oriented manifolds. Let Wi be an orientation of M i ; then (M o,wo) and (M 1 ,Wl ) 
are cobordant if there is a compact oriented manifold (W,e) and an orientation 
preserving diffeomorphism 

(aW,ae) ~ (Mo x O,-wo) u (Ml x 1,Wl). 

The set of these equivalence classes is denoted by Q". 

1.1. Theorem. The operation of disjoint union makes 9'(" and Q" into 
abelian groups. 

Proof. First of all, diffeomorphic manifolds are cobordant: if M 0 ~ M 1 

then 
Mo x 0 U Ml X 1 ~ a(Mo x 1) 

(taking orientations into account where appropriate). The associative and 
commutative laws follow easily. The zero element of the group is [V] for 
any V which is the boundary of some compact manifold W. For, taking 
M, M x I and W disjoint, we have 

(M x 0 u V) u (M x 1) = a(M x I u W). 

Thus M u V ~ M. (We could take V = 0.) The inverse of[M] is [M]; the 
inverse of [M,w] is [M,-w], as is seen by looking at M x I. 

QED 

We have defined two sequences of abelian groups, the oriented and non­
oriented cobordism groups. How can they be computed? Since we know all 
manifolds of dimension 0 or 1, the computation is easy in this case (Exercise 
3); and it is also simple in dimension 2 once we have classified surfaces. But 
this kind of head-on attack will not get very far. 

For any topological problem it is always a good idea to try to bring maps 
into play. Now we have already seen a useful connection between maps and 
manifolds: if f: V ~ N is transverse to a submanifold A c N then f-l(A) is 
a sub manifold of V. If we fix V, N and A, and let f vary, we obtain a collection 
of submanifolds of V. 

Once we consider maps, we should think about homotopy. A natural 
question is: if f, g: V ~ N are homotopic, how are f-l(A) and g-l(A) 
related? The following simple result is the key to cobordism: 

1.2. Lemma. Let V, N be manifolds without boundary and A c N a 
closed submanifold without boundary. Assume V is compact. If f,g: M ~ N 
are homotopic maps, both of which are transverse to A, then the manifolds 
f-l(A), g-l(A) are cobordant. 
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Proof. There is a homotopy H: V x I --4 N from f to g, which we can 
choose transverse to A. Then H-1(A) is a cobordism from f-l(A) to g-l(A). 

QED 

We thus obtain a map from the homotopy set [V,N] to ~nn, where n = 

dim V - dim N + dim A. If we want to capture all of 91n in this way, we 
must choose V to be a manifold in which all n-manifolds can be embedded. 
Thus we take V = sn+k with large k = dim N - dim A. We now have a 
map [sn+k,N] --491n. 

Suppose f:Sn + k --4 N is transverse to A. What can we say about the 
submanifoldf-1(A) = M c sn+k? A most important fact is that the normal 
bundle of M in sn+k is the pullback under f of the normal bundle of A in N. 
For by the definition of transversality, Tf induces a vector bundle map of 
algebraic normal bundles: 

M-------f~----~)A 

It follows that the submanifold A c N must have the property that the 
normal bundle of any M n c sn + k can be pulled back from the normal bundle 
of A by some map M --4 A. Fortunately we have already constructed a pair 
(N,A) with this property, namely (Es. bGs, k) for s > n + k. Here Gs, k is the 
Grassmann manifold of k-planes in IRS and Es, k is the total space of the 
universal bundle Ys, k --4 Gs, k (see Section 4.3). As usual the base space is 
identified with the zero section, so that Gs, k c Es, k' 

For ease of notation we put E = Es, b G = Gs, k' Given a compact n­
dimensional submanifold M c sn+k without boundary, let U C sn+k be a 
tubular neighborhood of M. Then, by Theorem 3.3 of Chapter 4, there is a 
map of vector bundles 

u--------"-g------~) E 

M-------~) G 
f 
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At this stage a new problem arises: we want g defined on all of sn+k, not 
merely on the subset U. Moreover the extended map must not map any 
new points into G, since it is essential that g-l(G) = M. 

Simple examples show that such an extension may not be possible. At 
this point Thorn introduces a deus ex machina: he adds a "point at infinity" 
to E and maps sn +k - U to the new point! This stroke of genius completely 
solves the problem; it only remains to work out the technical det:lils. We 
do this in the next section. 

Exercises 

1. The operation of cartesian product of manifolds induces bilinear maps 

These pairings are associative, and commutative in the sense of graded rings: if C( E D i, 

P E Dj the C(P = (- l)i + j PC(. There are similar bilinear pairings 

in i x 91 j ..... 91 i + j 

which are strictly commutative. 

2. Every element of mi has order 2. 

3. DO = IR, mo = IRz and D' = 91' = O. 

4. Let n ~ 0 be an even integer. The "mod 2 Euler characteristic" defines a surjective 
homomorphism m" ..... IRz. 

5. An orientable surface of genus p ~ 0 (as defined in Exercise 12, Section 1.3) is the 
boundary of a compact oriented 3-manifold. 

2. The Thorn Homomorphism 

Let ( = (p,E,B) be a vector bundle over a compact manifold B without 
boundary. The one-point compactijication E* of E is the space E* = E u { Cf)} 

where Cf) is a point not in E. Neighborhoods of Cf) are complements in E* 
of compact subsets of E. We also call E* the Thom space of the vector bundle 
(. 

A fundamental property of E* is that E* - B is a contractible space. A 
contraction to Cf) is given by the homotopy 

(E* - B) x I --> E* - B 

(X't)~{~, = :~: 1 0 ~ t < 

From the homotopy extension theorem we obtain: 

2.1. Lemma. Let Y be a closed subset of a manifold Q. Then two maps 
Q --> E* - B which agree on Yare homotopic rei Y. 
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Now let Q be a manifold and h:Q -> E* a map. We say that h is in 
standard form if there is a submanifold M c Q and a tubular neighborhood 
U c Q of M such that U = g-l(E), M = g-l(B), and the diagram 

glU 
U-------'----~) E 

M ------,---~) B 
glM 

is a vector bundle map. This implies: g rr Band g(Q - U) = 00. 

2.2. Lemma. Let Q be a compact manifold and B a compact manifold 
without boundary. Then every map f: Q -> E* is homotopic to a map in stan­
dard form. 

Proof. Bya preliminary homotopy we assumef rr B. Put M = f- 1(B); 
let U c f-1(E) be a tubular neighborhood of M and D c U a disk sub­
bundle. By Theorem 4.6.5 we can further assume that f agrees in D with a 
vector bundle map <1>: U -> E. Define a map 

h:Q -> E* 

on 
on 

U 

Q - U. 

Then h agrees with f on D, and h is in standard form. Since hand f agree 
on aD, and both map Q - int D into the contractible space E* - B, it 
follows from Lemma 2.1 that f ~ h. 

QED 

Let Es. k -> Gs, k be the Grassmann bundle; put E = Es, b G = Gs, k' 

Let nn+k(E*) denote the (n + k)'th homotopy group of E* = Ei, k' The 
base point is unimportant; 00 is the conventional choice. The homotopy 
class of f: sn +k -> E* is denoted by [J]. 

We now define the Thorn homomorphism T(n; k,s) = r:nn+k(E*) -> ffin as 
follows. Let rx E nn + k(E*). By the transversality theorem there exists f E rx such 
that f: sn+k -> E* is transverse to G (or more precisely, fl(sn +k - f -1( 00)) 
is transverse to G). By Theorem 2.1 the cobordism class of the manifold 
f-1(G) is independent of the choice of f. We define T(rx) = [J-1(G)]. Thus 
r(rx) = [J -1( G)] where f E rx, f rr G. 

To see that r is additive, let rx, [3 E nn + 1 (E*). According to one of the 
definitions of addition in homotopy groups, we can define rx + [3 as follows. 
Choose maps f E rx, g E [3, such that f maps the lower hemisphere of sn+k to 
00 and g maps the upper hemisphere to 00. Then rx + [3 is the class of the 
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map h which equals f on the upper hemisphere and 9 on the lower hemi­
sphere. We may assume that f, 9 and h are transverse to G. It is clear that 
h -1( G) is the disjoint union of f -1( G) and 9 -1( G), since these are in disjoint 
open hemispheres. Therefore 

r(o: + f3) = [h- 1(G)J 
= [I-1(G) u g-l(G)] 

= [I-1(G)] + [g-l(G)J 

= reo:) + r(f3). 

For oriented manifolds there is defined a similar Thom homomorphism 

r:7rn+k(E*) --> Qn. 

Here E = Es. k is the total space of the vector bundle Ys, k defined as follows. 
The base space G = Gs, k is the manifold of oriented k-planes in ~s; an 
element of G is a pair (P,w) where PEG and w is an orientation of the 
k-plane P. Thus G is a double covering of G. 

The vector bundle Ys k is defined as the pullback of Ys k by the covering 
map G --> G, (P,w) f---> P. 'Thus an element of E is a triple (p,w,x) comprising 
a k-plane P c ~s, an orientation w of P, and a vector x E P. The bundle 
projection of Ys, k is the map 

E --> G, (P,w,x) f---> (P,w). 

Notice that the bundle Ys.k has a canonical orientation: the fibre over (P,w) 
is oriented by w. 

The oriented Thom homomorphism r is defined as follows. Let 0: E 

7rn+k(E*). Then reo:) = [I-1(G),8J where 

f: sn + k --> E*, f rr G, 

and the orientation 8 of the manifold M = f-1(G) C sn+k is defined as 
follows. The normal bundle v of M is the pullback of the normal bundle of 
Gin E, which isjust Ys, k' Orient v by the pullback of the canonical orientation 
of Ys. k' Give sn+k its standard orientation 0'; and then give M the unique 
orientation 8 such that 8 EB v = 0' on T Msn+k. 

The following is the fundamental theorem of cobordism: 

2.3. Theorem (Thom). The Thom homomorphisms r(n; k,s) and r(n; k,s) 
are: 

(a) surjective if k > nand s ~ k + n; 
(b) injective (and hence bijective) if k > n + 1 and s ~ k + n + 1. 

Proof. For simplicity we deal only with the un oriented case. To prove 
(a) let [MnJ E ~nn. We can assume Mn c sn+k by Whitney's embedding 
theorem. Let U c sn+k be a tubular neighborhood of Mn. By IV. 3.4 there 
is a vector bundle map U --> Es, b because s ~ k + n. Extend this to the 
map g:sn+k --> Ei,k which sends sn+k - U to 00. Clearly 9 rr Gs,k and 
g-l(Gs,k) = Mn. Hence r([gJ) = [Mn]. 
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To prove (b), suppose g:sn+k ~ Ei,k is such that r([gJ) = OE 91n. We 
may assume g is in standard form by Theorem 2.2. Put g-l(Gs. k) = Mn. 
Then r([gJ) = [MnJ = 0, so that M bounds a compact manifold Wn+ 1. The 

assumption k > n + 1 implies that the inclusion M n ~ sn+k extends to a 
neat embedding W n+ 1 ~ D n+k+l. 

The tubular neighborhood U C sn+k of Mn (used for the standard form 
of g) extends to a tubular neighborhood V c Dn+k+ 1 of W n+ 1 (see Theorem 
4.6.4). By Theorem 4.3.4 the bundle map g: U ~ Es. k extends to a bundle 
map h: V ~ Es. k' since s ~ k + (n + 1). We extend h over all of Dn+k+ 1 by 
mapping Dn+k+ 1 - V to 00. Since hlSn+ k = g it follows that [gJ = 0. 

QED 
As was mentioned earlier we cannot go into the actual computation of 

cobordism groups, nor can we discuss their important applications; but the 
following remarks may indicate some of the power of Thorn's theory. 

It is not hard to show that E* and E* are finite simplicial complexes. It 
follows from the simplicial approximation theorem that they have countably 
generated homotopy groups. Therefore the groups 91n and Qn are countably 
generated-a conclusion by no means obvious from their definitions. Using 
algebraic topology it can be shown that in fact these groups are finitely 
generated. This means that there is a finite set Y of n-manifolds having the 
following property: every compact n-manifold without boundary is cobor­
dant to the disjoint union of a finite number of copies of elements of Y. 

Much sharper results on the nature of the cobordism groups are known. 
As a sample we quote without proof a truly remarkable theorem of Thorn: 

2.4. Theorem. Let n be a positive integer. 
(a) If n is not divisible by 4 then the oriented cobordism group Qn is finite. 
(b) If n is divisible by 4, say n = 4k, then Qn is a finitely generated abelian 

group whose rank is n(k), the number of partitions of k. Moreover: 
(c) A basis for the torsion-free part of Q4k consists of all products of the 

form Cp2it x ... X cp2j withjl + ... + jr = k and 1 ~ j1 ~ ... ~ jr ~ k. 

Thus the "differentiable" problem of computing cobordism groups has 
been largely reduced to the combinatorial problem of computing n(k). This 
latter problem is classical; unfortunately it has not been solved. 

Exercises 

1. (a) The space E: 1 is homeomorphic to pn. 
(b) The space it:: 1 is homeomorphic to the space obtained by identifying two points 

of sn. 
(c) The space E:. n is homeomorphic to sn. 

2. Let E be the total space of a k-plane bundle over a compact manifold. 
(a) If M is a manifold of dimension less than k. every map M ---+ E* is homotopic 

to a constant. 
(b) The inclusion IRk ---+ E ofa fibre extends to a map Sk ---+ E* which is not homotopic 

to a constant. 
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3. Two n-dimensional submanifolds Mo, M 1 of a compact manifold V are called V­
cobordant if there is a compact submanifold W c V x I such that 

DW = M 0 x 0 u M 1 X 1. 

This is an equivalence relation; the set of equivalence classes is denoted 9l"(V). 
*(a) Let dim V = n + k. The natural map Tv: [v,E;, k] --> 9ln(V) is surjective if k > 11, 

5 ;:::, k + n and bijective if k > n + 1, 5 ;:::, k + n + 1. 
(b) Under what assumptions does the operation "disjoint union" make 91n( V) a semi­

group? A group? 
(c) 91"(S"+k) is a group for all n, k. 

4. Let V be a Riemannian manifold. Aj;'amed s!lbmani[old (Mn,F) of vn+k is a compact 
submanifold M n c V, plus a family F = (Fj, ... , Fk) of sections of TMV such that 
(F l(X), ... , Fk(x)) are independent vectors spanning a subspace transverse to MD for 
all x E M. Two framed submanifolds (M o,F), (M 1 ,F') are framed cobordant if there is 
a framed submanifold (W,G) c V x I such that CW = Mo x 0 U Ml X 1, and 
GlcW = F u P. The resulting set of equivalence classes is denoted F"(V"+k). 

(a) There is a natural map 

n: [V"+k,Sk] --> F"(V"+k). 

[Imagine Sk = ([Rk)* = (Ek.d*.] 
(b) n is an isomorphism for all k, n. 
(c) When k = 0 and V" is connected and oriented, there is a "degree" isomorphism 

F"(vn) ;:::; 2. Thus we recapture the isomorphism deg:[Vn,S"] ;:::; 2. 

5. Let I] = (p,E,B) be a fixed vector bundle over a compact manifold B, DB = 0. An 
I]-submanifold (M,f) c V of a manifold V is a pair (M,f) where MeV is a compact 
submanifold and f is a bundle map from the normal bundle of M to I] (this requires 
dim I] = dim V - dim M). Two I]-submanifolds (MJ.) c V are I]-cobordant if there is 
an I]-submanifold (W,f) c V x I such that D(W,f) = (Mo,fo) x 0 u (M1,ftl x 1 
(using an obvious notation). The set of I]-cobordism classes corresponds bijectively to 
the homotopy set [V,E*]' 

6. The bordism group Qn(x) of a space X is defined as follows. An element of Q"(X) is 
an equivalence class [f,M] of maps f:M --> X where M is a compact oriented n­
manifold without boundary. Two maps equivalent if they extend to a map defined on 
an oriented cobordism between their domains. Taking X = a point gives Qn. A homo­
topy class of maps g: X --> Y induces a homomorphism of abelian groups g#: Qn(x) --> 

Q"(Y), by composition with maps f:M --> X. 

*7. There are natural homomorphisms Q"(X) --> H"(X). For n = 1 these are isomor­
phisms. 

8. There is a bilinear pairing 

Qn(X) x Qm(x) --> Qn+m-p(x) 

induced by intersection of maps, when X is an oriented p-dimensional manifold. 



Chapter 8 

Isotopy 

Let us think, say, of a surface or a solid made of rubber, with figures marked 
upon it. What is preserved in these figures if the rubber is arbitrarily distorted 
without being torn? 

~F. Klein, Elementary Mathematics 
from an Advanced Standpoint, 1908 

In this chapter we investigate more thoroughly the notion of isotopy, 
introduced earlier for the tubular neighborhood theorem. 

Intuitively speaking, we call two embeddings j, g: V 4 M isotopic if one 
can be deformed to the other through embeddings; such a deformation is 
called an isotopy. By itself this relation is not very useful. However, it is 
usually true that the isotopy can be realized by a diffeotopy of M, that is, 
by a one-parameter family ht of diffeomorphisms of M such that ho = 1M 
and ht! = g. In this case j and 9 embed V in M "in the same way". It 
follows, for example, that if j extends to an embedding F: W 4 M, where 
W ::::J V, then 9 also extends to an embedding of W, namely hlF. 

Thus in order to extend an embedding, it suffices to prove it is isotopic 
to an extendable embedding. This extension technique is one of the main 
uses of isotopy. 

In Section 8.1 we prove the fundamental isotopy extension Theorem 1.3, 
along with several variations and applications. Section 8.2 applies these re­
sults to the question of differential structure on the union of two smooth 
manifolds which have been glued together along boundary components. In 
Section 8.3 special isotopies are constructed for embeddings of disks, the 
point being that there is only one way, up to isotopy and orientation, of 
embedding a disk in a connected manifold. Diffeotopies of the circle are 
also treated. 

These results will be used in Chapter 9 to classify compact surfaces. They 
are a basic tool in any attempt to analyze manifolds or embeddings. Several 
applications are given in the exercises. 

1. Isotopy 

Let V and M be manifolds. Recall that an isotopy from V to M is a map 
F: V x I --> M such that for each tEl the map 

X f--> F(x,t) 

177 
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is an embedding. Intuitively, an isotopy is a smooth I-parameter family of 
embeddings. 

The track of the isotopy F is the embedding 

F:V x I ~ M x I, 

(x,t) f--+ (F(x,t),t). 

Notice that F is level-preserving-it preserves the coordinate t. Every level­
preserving embedding is the track of an isotopy. 

If F: V x I ~ M is an isotopy we call the two embeddings F 0 and F 
isotopic; we also say that F is an isotopy of F o. If V is a submanifold of M 
and F 0 is the inclusion, we call F an isotopy of V in M. When V = M and 
each Ft is a diffeomorphism, and F 0 = 1M , then F is called a diffeotopy or 
an ambient isotopy. 

There is an important connection between diffeotopies of M and vector 
fields on M x I. Let F:M x I ~ M x I be the track of a diffeotopy F, so 
that F is a level-preserving diffeomorphism. Each point of M x I belongs 
to a unique arc F(x x I) for some x E M. The tangent vectors to these arcs 
form a nonvanishing vector field X F on M x I, which is carried by the 
projection M x I ~ I to the constant positive unit vector field on I. Thus 
there is a map H:M x I ~ TM such that 

XF(y,t) = (H(y,t),I) E My x IR = T(y.t)(M x l). 

The isotopy F is the flow r:p of X F applies to M x 0: 

M M x 0 

M M x t 

The horizontal part H of X F is a special case of a time-dependent vector 
field on M. By this is meant any map G: M x I ~ T M such that G(x,t) E M x; 
we also require that G map aM x I into T(aM). 

Not every time-dependent vector field G comes from a diffeotopy, for 
there is no guarantee that the flow of the corresponding vector field X on 
M x I is defined for all tEl. The following diagram (Figure 8-1) shows 
the solution curves of a vector field on IR x I which can be scaled to have 
vertical component 1; but no solution curve goes from IR x 0 to IR xI! 

Since time-dependent vector fields are easy to construct, it is useful to 
have a criterion which guarantees that they generate isotopies. One such 
condition is the following. A time-dependent vector field G: M x I ~ T M 
has bounded velocity if M has a complete Riemannian metric such that 
iG(x,t)i < K for some constant K. (Compare Exercise 1 of Section 6.2.) 
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Figure 8-1. A vector field on IR x I. 

1.1. Theorem. Let G be a time-dependent vector field on M having 
bounded velocity. Then G generates a diffeotopy of M. That is, there is a unique 
diffeotopy F: M x I --+ M such that 

8F at (x,t) = G(F(x,t),t). 

Proof. Let X: M x I --+ T(M x l) be the vector field X(x,t) = (G(x,t),1). 
The projection into I of a solution curve of X is a curve of the form y f---+ Y + t. 
Therefore all solution curves are defined on intervals of length ~ 1. The 
condition of bounded velocity implies that M has a complete Riemannian 
metric in which all solution curves have finite length. Completeness then 
implies that each solution curve lies in a compact set. This means solution 
curves are defined on closed finite intervals, the endpoints of which map 
into M x 0 and M x 1. It follows that for x E M there is a solution curve 
of X having the form 

t H (F(x,t),t), O~t~1. 

This defines the diffeotopy F. Uniqueness of F follows from uniqueness of 
solutions of Lipschitz differential equations. 

QED 

The support of a time-dependent vector field G:M x I --+ TM is the set 
Supp GeM which is the closure of 

{xEM:G(x,t) =I 0 for some tEl}. 

If Supp G is compact then G has bounded velocity. Therefore an im­
mediate consequence of Theorem 1.1 is: 

l.2. Theorem. A time-dependent vector field which has compact support 
generates an isotopy. In particular every time-dependent vector field on a 
compact manifold generates an isotopy. 

The support Supp F c V of an isotopy F: V x I --+ M is the closure of 
{XE V:F(x,t) =I F(x,O) for some tEl}. 
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We can now prove the following isotopy extension theorems: 

1.3. Theorem. Let V c M be a compact submanif(J/d and F: V x I ~ M 
an isotopy of V. If either F(V x 1) c aM or F(V x 1) c M - eM, then F 
extends to a diffeotopy of M haL'ing compact support. 

1.4. Theorem. Let U c M be an open set and A c U a compact set. 
Let F: U x I ~ M be an isotopy of U slIch that F( U x 1) c M x I is open. 
Theil there is a diffeotopy of M having compact support, which agrees with F 
on a neighborhood of A x I. 

Proof of Theorems 1.3 alld 1.4. We first prove Theorem 1.4. The tangent 
vectors to the curves 

F:x x I ~ M x I (x E U) 

define a vector field X on F(U x 1) of the form X(y,t) = (H(y,t),l). Here 
H:F(U x 1) ~ TM with H(y,t) E My- By means of a partition of unity we 
construct a time-dependent vector field G: M x I ~ T M which agrees with 
H on a neighborhood of A x I. (This requires F(U x 1) to be open.) Since 
A x I is compact, we can make G have compact support. The required 
diffeotopy of M is that generated by G. 

To prove Theorem 1.3 we start from the vector field X on F(V x 1) 
tangent to the curves F(x x 1). By means of a tubular neighborhood of 
F(V x 1) and a partition of unity, the horizontal part of X is extended to 
a vector field Yon a neighborhood of F(V x 1) in M x I. The hypothesis 
on F allows us to assume that Y(x.t) is tangent to (aM) x I whenever x E aM. 
After restricting to a smaller neighborhood, the horizontal part of Y is 
extended to a compactly supported time-dependent vector field G on M. 
The diffeotopy generated by G completes the proof of Theorem 1.3. 

QED 

The following is a frequently used corollary of the isotopy extension 
theorem. 

1.5. Theorem. Let V c N be a compact submanifold. Let fa, f1 : V 4 

M - aM be embeddings which are isotopic in M - aM. If fa extends to an 
embedding N ~ M then so does fl' 

Proof. There is an isotopy from the inclusion fo(v) c M - aM to 
fda 1 :fo(V) 4 M - aM. Such an isotopy extends to a diffeotopy H of M 
by 1.3. Thus H 1: M ~ M is a diffeomorphism such that H 1Ifo(v) = f l 1fo, 
or equivalently H do = fl' Therefore if g: N 4 M extends fa, then H 19: N 4 

M is an embedding which extends fl' 

QED 

Compactness in Theorems in 1.3 and 1.4 can be replaced with the weaker 
hypothesis of bounded velocity of the isotopy. If V c M is a submanifold, 
an isotopy F: V x I ~ M has bounded velocity if M has a complete metric 
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with the property that the tangent vectors to the curves t f-> F(x,t), have 
bounded lengths. We obtain: 

1.6. Theorem. Let V c M be a closed submanifold and F: V x I -+ M an 
isotopy of V having bounded velocity. If either F(V x /) c aM or F(V x /) c 

M - aM, then F extends to a difJeotopy of M which has bounded velocity. 

1.7. Theorem. Let A c M be a closed set and U c M an open neighbor­
hood of A. Let F: U x I -+ M be an isotopy of U having bounded velocity, 
such that F( U x /) is open in M x I. Then there is a diffeotopy G of M having 
bounded velocity, which agrees with F on a neighborhood of Ax I; and 
Supp G c F(U x /). 

The proofs are left to the reader. 
As a corollary of Theorem 1.7 we obtain the ambient tubular neighborhood 

theorem: 

1.8. Theorem. Let A c M be a closed neat submanifold and let U c M 
be a neighborhood of A. Then the A-germ of any isotopy of tubular neighbor­
hoods of A extends to a diffeotopy of M having support in U. 

Proof. Since an isotopy of tubular neighborhoods leaves A pointwise 
fixed, in some neighborhood of A it has bounded velocity and we can use 
Theorem 1.7. 

QED 

A theorem analogous to Theorem 1.8 holds for collars on aM. It has as 
a consequence the following smoothing theorem, which allows us to change 
certain kinds of homeomorphisms into diffeomorphisms (see Figure 8-2): 

h 
) 

Figure 8-2. Smoothing the homeomorphism h. 
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1.9. Theorem. For i = 0,1 let W; be an n-manifold without boundary 
which is the union of two closed n-dimensional subman([olds M i, Ni such that 

Mi n Ni = aMi = aNi = V;. 

Let h: Wa ~ W1 be a homeomorphism which maps M a and N a diffeomorphically 
onto M 1 and N 1 respectively. Then there is a diffeomorphism f: Wa :::::: W1 
such that f(M a) = M 1, f(N a) = N 1 and fWa = hWa. Moreover f call be 
chosen so as to coincide with h outside a given neighborhood Q of v. 

Proof. Choose a tubular neighborhood 'i for V; in W;. This defines a 
collar on 'ilMi on V; in M i, and 'ilNi on V; in N i. We have another collar 
h( 'aiM a) on V1 in M 1, which is the collar induced from 'aiM a by hiM a· By 
the ambient tubular neighborhood Theorem 1.8 we can isotop hiM a: M a ~ 
M1 to a new diffeomorphism f':Ma ~ M 1, f' = h on Va and on Ma - Q, 
such thatf'('aIMa) has the same V1 -germ as '1IM1. Similarly we can isotop 
hlNa:Na ~ N1 to f":Na ~ N1 so that f" = h on Vo and on Na - Q, and 
the collar f"( 'aiN a) has the same V1-germ as 'liN 1· The map f' u f": Wo ~ 
W1 is then the required diffeomorphism f. 

QED 

By choosing collars more carefully, we can even make f = h on Ma (or 
on M1). 

Exercises 

1. The relation "J is isotopic to g" is an equivalence relation on Emboo(M,N). 

2. IfJo,f1:M 4 Nareisotopicandgo,gl:N 4 Wareisotopic,thengoJo,gl/;:M c.. W 
are isotopic. 

3. (a) If F:M x [ -> N is an isotopy, the map [ -> Embw(M,N), t I-> F" is continuous. 
(b) Conversely, every continuous map }..:[ -> Embw(M,N) can be approximated by 

maps jJ such that jJ(i) = AU), i = 0, 1, and the map M x [ -> N, (x,t) I-> jJ(t)(x) is an 
isotopy. 

(c) Part (b), but not (a), is true for Embs(M,N). 

4. The theorems of Section 8.1 are true for C' isotopies (supply the definition) and C' 
vector fields, 1 ~ r < 00. But some of them are false for cm isoto pies. 

*5. The equivalence classes of the relation "J is isotopic to g," on EmbX(M, V), are 
open sets in the strong topology. 

6. Let V c M be a submanifold. A k-isotopy of V (k = 2,3, ... ) is a (COO) map F: V x 
[k -> M such that for each t E [k the map FlY x t is an embedding. Similarly one 
defines k-difJeotopy of M. If V c M - 8M and V is compact, then every k-isotopy of 
V extends to a k-diffeotopy of M with "compact support." 

7. (a) Let M be a compact n-manifold without boundary and J: M ~ [R" + 1 an embed­
ding. If L E GL(n + 1) has negative determinant then J is not isotopic to L 0 J. [Hint: 
Consider the degree of the Gauss map y:M -> S" where y(x) is the outward unit normal 
vector at x EM.] 
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(b) The inclusion of S" c.. IR"+ 1 is isotopic to the antipodal embedding (x 1--+ -x) 
if and only if n is odd. 

8. Suppose aM" is compact. If M" embeds in IRq, q ~ 2n then every embedding aM" -> 

IRq extends to M". 

*9. Let L c 1R3 be obtained from a straight line by putting a small knot in it thus: 

--e9-~L 
(a) There is an isotopy F, of L in 1R3 such that F 1 (L) is a straight line R. ["Roll" 

the knot to infinity.] 
(b) Such an isotopy cannot be ambient because 1R3 - Land 1R3 - R have different 

fundamental groups. 

10. Let f, g:M c.. V be homotopic embeddings. If I + dim V > 2 (1 + dim M), then 
f and 9 are isotopic. [Let f:M x I -> V be a homotopy from f to g. Approximate 
the map M x I -> V x I, (x,t) H (F(x,t),t) by an embedding H. Write H(x,t) = 
(G(x,t),K(x,t)) E V x I. Then, assuming H(x,i) = F(x,i) for i = 0, 1, the map G: M x 
I -> V is an isotopy from f to g.] 

*1l. Let M, V be noncompact manifolds, aM = av = 0. Let f, g:M c... V be embed­
dings that are homotopic by a proper map M x I -> V. If I + dim V > 2( I + dim M) 
then there is a proper ambient isotopy from f to g. 

***12. Can the dimension restriction in Exercise 11 be weakened? 

13. Let M be a compact submanifold of Q. Suppose aQ = 0 and dim Q ~ 2 dim M + 
2. If M is contractible to a point in Q then: 

(a) M can be isotoped into any open subset of Q; and 
(b) M lies in a coordinate domain. 

14. Let M, N c Sd be disjoint compact submanifolds. Suppose dim M + dim N < 
d - 1. Then M and N can be geometrically separated by an isotopy. This means that 
there is a diffeotopy of Sd carrying M into the northern hemisphere E~ and N into the 
southern hemisphere E~. [Assume d ~ 2 dim M + 2. Use Exercise 13 to isotop Minto 
E~. By general position choose the isotopy to avoid N. Extend to an ambient isotopy 
of Sd - N having compact support; etc.] 

15. This exercise outlines a geometric proof of the "easy part" of the celebrated 
Freudenthal suspension theorem of homotopy theory: the suspension homomorphism 
L:TCm(Sq) -> TCm+I(Sq+l) is surjective ifm < 2q and injective ifm < 2q - 1. Here TCm(Sq) 
is the set of homotopy classes of maps sm -> sq (the group structure is irrelevant). L 
is defined as follows. 

Given F:Sm -> sq, let Lf:sm+l -> Sq+1 coincide with f on the equator and map 
the north and south poles sm+ 1 to the corresponding poles of sq+ 1; and let Lf map 
each great circle quadrant of sm+ 1, joining a pole to the equator, isometrically onto 
a great circle quadrant of sq+ I. 

(a) A map g:sm+l -> Sq+l is homotopic to a suspension if 

and 

(b) A map g:sm+1 -> Sq+1 is homotopic to a suspension if g-I (north pole) c 
int E''!+ 1 and 9 - 1 (south pole) c Int Em+ 1 (For then g(E''!+ I) C sq + 1 - (south pole) 
which deforms into £'1/ 1 ; etc.) 
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(c) If rn < 2q then L: TCm(Sq) -> TCm + 1 (sq + 1) is surjective. [Assume the poles of sq + 1 

are regular values; use (b) and Exercise 14.J 
(d) Ifrn < 2q - 1 then L:TCm(Sq) -> TCm+l(Sq+l) is injective. [Imitate the proof of 

(c) to show that a homotopy from LU) to L(g) is homotopic to the suspension of a 
homotopy from.r to g.J 

16. The conclusion of Theorem 1.5 is true for isotopic embeddings V 4 M. 

*17. Figure 1-5 shows three surfaces in [1;£3. There are diffeotopies of [1;£3 carrying any 
one of them onto any other! 

2. Gluing Manifolds Together 

Suppose that P and Q are n-dimension a-manifolds and that f: aQ ~ cP 
is a diffeomorphism. The adjunction space W = P U f Q is a topological 
manifold containing natural copies of P and Q. We can give W a differential 
structure which extends the differential structures on P and Q. The object 
of this section is to show that all such differential structures on Ware 
diffeomorphic. 

For notational simplicity we identify P and Q with their images of W. 
Let ap = aQ = v. By means of collars on V in P and Q, we find a homeo­
morphism of a neighborhood U c W of V onto V x IR taking x E V to 
(x,O), and which maps U n P and U n Q diffeomorphically onto V x [0,00) 
and V x (- 00,0], respectively. We give U the differential structure induced 
by this homeomorphism. The required differential structure on W is obtained 
by collation from P, Q, and U. 

In defining this differential structure on W, various choices were made. 
The following result, called uniqueness of gluing, says that the diffeomorphism 
type of W is independent of these choices. It merely restates Theorem 1.9. 

2.1. Theorem. Let f: oQ ;::::: cP be a diffeomorphism. Let rJ., f3 be two 
differential structures on W = P U f Q which both induce the original structure 
on P and Q. Then there is a diffeomorphism h: ~ ~ Wp such that hlp = Ip. 

This theorem is somewhat unsatisfying in that there is no canonical 
differential structure on P U f Q; there is only a canonical diffeomorphism 
class of structures. Differential topologists generally ignore this, and treat 
P U f Q as a well-defined differentiable manifold. Since it leads to no trouble 
and saves a good deal of writing, we shall follow this practice. 

The following is a useful criterion for diffeomorphism of two glued 
manifolds: 

2.2. Theorem. Let fo:oQo ;::::: oP and f1:aQ1 ;::::: ap be diffeomorphisms. 
Suppose that the diffeomorphismf 11fo: cQo ;::::: OQ1 extends to a diffeomorphism 
h:Qo ;::::: Q1· Then P Ufo Qo ;::::: P Ufl Q. 

Proof. A map 
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is well-defined by !/tIp = 1p , !/tIQo = h. Now apply Theorem 1.9 and the 
remark following it. 

QED 

An important special case is: 

2.3. Theorem. Let f, g: DQ ~ oP be isotopic diffeomorphisms. Then 
P UJ Q ~ PUg Q. 

Proof. g-lf is isotopic to the identity of aQ. The isotopy can be spread 
out over a collar on aQ and then extended to a diffeomorphism of Q which 
is the identity outside the collar. Now use Theorem 2.3. 

QED 

3. Isotopies of Disks 

The following useful result says that, except perhaps for orientation, there 
is essentially only one way to embed a disk in a connected manifold. 

3.1. Theorem. Let M be a connected n-manifold andf, g:Dk c.. M embed­
dings of the k-disk, 0 ~ k ~ n. If k = nand M is orientable, assume that 
f and 9 both preserve, or both reverse, orientation. Then f and 9 are isotopic. 
If f(Dk) u g(Dk) C M - aM, an isotopy between them can be realized by a 
diffeotopy of M having compact support. 

Proof. We shall use repeatedly the fact that isotopy is an equivalence 
relation on the set of embeddings. 

First assume aM = 0. 
Since M is connected, the embeddings flO, gIO:O --> M are isotopic; by 

Theorem 1.3 they are ambiently isotopic. Therefore we may assume f(O) = 

g(O). 
Let (cp,U) be a chart on M at f(O) such that cp(U,f(O» = (IRn,O). We 

can radially isotop f and 9 to embeddings in U; consider, for example, the 
isotopy 

(X,t) 1-+ f( (1 - t + tl»x), XED\ 

for sufficiently small I> > O. Therefore we assume 

f(D k) u g(Dk) C U. 

o ~ t ~ 1, 

If k = n we can further assume that f and 9 both preserve or both re­
verse orientations, as embeddings into the orientable manifold U. If M is 
orientable this follows from the hypothesis. If M is not orientable we can 
replace f, if necessary, by an isotopic embedding obtained by isotoping f 
around an orientation reversing loop based at f(O). 

It suffices to show that cp f, cpg: Dk --> IRn are isotopic. If k = n we can 
assume, by proper choice of cp, that both embeddings preserve orientation. 
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Moreover we can also assume, for any k, that cpf and cpg are linear: any 
embedding h: Dk -+ [Rn with h(O) = 0 is isotopic to a linear one by the 
standard isotopy (see proof of Theorem 4.5.3): 

{
t- 1h(tX), 

(x,t) -+ Dh(O)x, 
1 ~ t> 0 

t = O. 

If cpf and cpg are linear, and k = n, then their determinants are both 
positive, by our orientation assumptions. Hence they are restriction of maps 
in the same component of GL(n). A smooth path in GL(n) provides the 
required isotopy. If k < n, we can first extend f and g to linear automor­
phisms of [Rn having positive determinants and then use a path in GL(n). 
This finishes the proof when aM = 0. 

If aM =I- 0, first isotop f and g into M - aM by isotoping Minto 
M - aM; this is easily accomplished with a collar on aM. Then apply the 
previous constructions to f, g:Dk -+ M - aM. 

QED 

An argument similar to the proof of Theorem 3.1 applies to embed dings 
of a disjoint union of disks. The following result about pairs of disks gen­
eralizes readily to any number of disks. 

3.2. Theorem. Let M be a connected n-manifold without boundary. Suppose 
that J;,gi:Dn -+ M (i = 1,2) are embeddings such that 

If M is orientable suppose further that J; and gi both preserve, or both reverse, 
orientation. Then there is a diffeomorphism H: M -+ M which is diffeotopic to 
the identity such that HJ; = gi (i = 1,2). 

Proof. By Theorem 3.1, f1 and g1 are ambiently isotopic. Hence there is 
a diffeomorphism H1 of M, diffeotopic to the identity, with Hd1 = g1' We 
now apply Theorem 3.1 the embeddings 

Hdz, gz:Dn 4 M n - g1(Dn). 

There is diffeomorphism Hz of M n - g1(Dn) such that HzH dz = gz, 
and Hz is isotopic to the identity by a diffeotopy with compact support. 
Such a diffeotopy extends to all of M so as to leave g1(Dn) fixed. Therefore 
Hz extends to a diffeomorphism of M which is diffeotopic to 11\1' and such 
that H 19 1 = g l' The theorem is proved by setting H = H zH 1 

QED 

Finally we consider diffeotopies of the circle. 

3.3. Theorem. Every diffeomorphism of S1 is isotopic to the identity or to 
complex conjugation. Therefore every diffeomorphism of S1 extends to a 
diffeomorphism of DZ. 
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Proof. Let f: Sl --+ Sl be a diffeomorphism. First suppose f has degree 
1. By a preliminary isotopy we may assume f is the identity on some open 
interval J c Sl. Let J' c Sl be an open interval such that J u J' = Sl. 
Identify J' with an interval of real numbers. An isotopy from f to the identity 
is given by 

{
X if 

h(x) = tx + (1 
XEJ 

t)f(x) if X E J'. 

Now suppose deg f = - 1. Let (j: Sl --+ Sl be complex conjugation. 
Then deg(f(j) = 1 so f(j is isotopic to the identity by an isotopy gr' Then 
g/(j is an isotopy from f to (j. 

QED 

3.4. Corollary. Let M be a compact 2-manifold without boundary admit­
ting a Morsefunction having only 2 critical points. Then M ~ S2. 

Proof. By Theorem 5.2.5 (and its proof) M is the union of two 2-disks 
glued along their boundaries. We may take the disks to be the upper and 
lower hemispheres of S2; by Theorem 3.3 we may take the gluing map to 
be the identity. The result now follows from Theorem 2.2. 

Exercises 

1. An embedding f:S k - l ~ M is unknotted if f extends to an embedding of Dk. 

(a) f is un knotted if and only if there is a chart cp: U -> [Rn on M and an isotopy 
F of f such that cpF 1: Sk-l 4 [Rn is the standard inclusion. 

(b) An embedding f:S l ~ [R3 is unknotted if and only if there is a compactly 
supported isotopy of [R3 carrying f to the standard inclusion. 

(c) Let M be a simply connected 4-manifold. Then every embedding SI ~ M is 
un knotted. 

2. The orthogonal group O(n) is a deformation retract of Diff~([Rn), 1 ~ r ~ w. 

3. If M is an orientable manifold denote by Diff+(M) the group of orientation preserving 
diffeomorphisms. Let G c Diff+(sn) be the image of Diff+(Dn+l) under the restriction 
homomorphism. 

(a) Iff E Diff+(sn) is isotopic to the identity, then f E G; 
(b) Let g, hE Diff+(sn). Then g and h are isotopic to diffeomorphisms u, v which 

are the identity on the upper and lower hemispheres, respectively; this implies uv = vu. 
(c) The quotient group Tn+l = Diff+(sn)/G is abelian. 
(d) T z = {O}. 

**(e) T3 = {O}. (Smale [2J; Munkres [2].) [Hint: Let f E Diff+(SZ). By an isotopy 
assume f is the identity on a hemisphere. It now suffices to show that a diffeomorphism 
g of [R2, having compact support K c [R2, is isotopic to the identity through such diffeo­
morphisms. The unit tangents to images of horizontal lines form a vector field X on 
[R2 which is constant outside K, and X is homotopic to a constant rei [R2 - K. By the 
Poincare-Bendixson theorem, such a homotopy gives rise to an isotopy of g.J 

Remark. These groups Ti are important in classifying differential structures. The set 
of diffeomorphi~m classes of oriented differential structures on Si forms a group under 
connected sum. This group is isomorphic to Ti except perhaps for i = 4. It is known 
that the Ti are finite for all i. The first nontrivial group is T 7 "" 2. 28 , For an interesting 
(and difficult!) Morse-theoretic proof that T4 = {O} see 1. Cerf[l]. 
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Surfaces 

Un des problemes centraux poses a l'esprit humain est Ie probleme de la 
succession des formes. 

-R. Thorn, Stabilitc Structurelle 
et M orpiJogcl1ese, 1972 

Concerned with forms we gain a healthy disrespect for their authority ... 

--M. Shub, For Ralph, 1969 

A surface is a two-dimensional manifold. The classification of compact 
surfaces was "known," in some sense, by the end of the nineteenth century. 
Mobius [1] and Jordan [1] offered proofs (for orientable surfaces in [R3) 

in the 1860's. Mobius' paper is quite interesting; in fact he used a Morse­
theoretic approach similar to the one presented in this chapter. The main 
interest in Jordan's attempt is in showing how the work of an outstanding 
mathematician can appear nonsensical a century later. 

Of course in those days very few topological concepts had been developed. 
Both Jordan and Mobius considered two surfaces equivalent if they could 
be "decomposed into infinitely small pieces in such a way that contiguous 
pieces of one correspond to contiguous pieces of the other." The difficulties 
of trying to prove anything on the basis of such a definition are obvious. 

The main idea in classifying surfaces goes back to Riemann: cut the 
surface along closed curves, and arcs joining boundary points, until any 
further cuts will disconnect it. The maximal number of cuts which can be 
made without disconnecting the surface, plus 1, was called the connectivity 
by Riemann. Thus a sphere or disk has connectivity 1, or is simply connected; 
an annulus has connectivity 2; a torus has connectivity 3; and so on. What 
Mobius and Jordan tried to prove is that two compact connected oriented 
surfaces are homeomorphic if and only if they have the same connectivity. 

Riemann proved, more or less, the subtle fact that every maximal set of 
non-disconnecting cuts has the same cardinality. It seems strange that neither 
Riemann nor anyone else in the nineteenth century, except perhaps Mobius, 
seems to have realized the necessity for proving that the connectivity of a 
compact surface is in fact finite. 

If one grants the finiteness of the connectivity, the classification reduces 
to that of simply connected surfaces. The latter is another deep result, for 
which the nineteenth century offers little in the way of proof. 

188 
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The connectivity is an intuitively appealing concept, but perhaps for 
this very reason, it is hard to work with. It is best treated by means of 
homology theory (see Exercise 17 of Section 9.3). 

It turns out that every compact connected surface M is diffeomorphic 
to one obtained as follows. Punch out a number v of 2-disks from S2; glue 
in g cylinders (if M is orientable) or g Mobius bands (if M is nonorientable). 
The number g, called the genus of M, is uniquely determined by M. The 
diffeomorphism class of M is characterized by its genus, orientability, and 
number of boundary components. 

The proof of this classification is structured as follows. In Section 9.1 
model surfaces are constructed and analyzed. The hardest step is in 
Section 9.2: the proof that a surface is a disk if it has an admissible Morse 
function with 2 minima, 1 saddle and no other critical points. The proof 
given extends to higher dimensions. The classification is completed in 
Section 9.3 by induction on the number of saddles of a Morse function on 
the surface. 

1. Models of Surfaces 

Here is a way of constructing a surface. Start with a surface M and an 
embedding 

The image of f is a pair of disjoint disks in M. Now cut out the interior of 
these disks and glue in the cylinder Dl x Sl by flSo X Sl. This produces 
a new surface M': 

We give M' a differential structure inducing the original structure on 
M - Int f(SO x D2) and Dl x Sl. By Theorem 8.2.1, this structure is 
unique up to diffeomorphism. We shall pretend that M' is a well-defined 
differentiable manifold and write M' = M[J]. We say M' is obtained from 
M by attaching a handle, or by surgery on f. 

1.1. Theorem. Let M be a surface and let fo, fl : SO x D2 --> M - aM 
be isotopic embeddings. Then M[JoJ ~ M[Jl]. 

Proof. By the isotopy extension Theorem 8.1.3 there is a diffeomorphism 
ip:M --> M such that ipfo = fl. Put M - Int[;(SO x D2) = Qi' i = 0, l. 
Put 

Then 
M[JoJ = (D l x Sl) U90 Qo 

M[JlJ = (D l x Sl) Ug, Ql· 
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The diffeomorphism gllgo:cQo --> CQI extends to the diffeomorphism 
cp:Qo ~ QI· The theorem follows by Theorem 8.2.2. 

QED 

1.2. Corollary. Let M be a connected surface. If M is nonorientable, 
all surfaces obtained by attaching a handle to M are diffeomorphic. 

Proof. Use Theorem 8.3.2. 

QED 

We give SO x D2 its product orientation. This means that 1 x D2 
is oriented like the standard orientation of D2, while (-1) x D2 is given 
the opposite orientation. This orientation of SO x D2 induces an orientation 
of SO x SI which is the same as it receives as O(DI x SI), where DI and SI 
are given their standard orientations. 

Let M be a surface, and let f:So x D2 --> M be an embedding. If M 
can be oriented so that f preserves orientation, we call f an orientable 
embedding. In all other cases f is nonorientable. It is easy to prove: 

1.3. Theorem. M[f] is orientable if and only iff is orientable. 

A connected manifold is called reversible if it is orientable and admits 
an orientation reversing diffeomorphism. 

e 
1.4. Theorem. Let M be a connected surface andf, g:So x D2 --> M - aM 

embeddings. Then M[J] ~ M[g] in the following cases: 
(a) Mis nonorientable; 
(b) M is oriented and f and 9 both preserve or both reverse orientation; 
(c) M is reversible and both f and 9 are orientable. 

Proof. Part (a) has already been proved (Corollary 1.2). Part (b) follows 
from Theorem 8.3.2. To prove (c) it suffices to consider the case where M 
is oriented so that f preserves and 9 reverses orientation [since other cases 
are covered by (b)]. Let h: M --> M reverse orientation. Then M[ hg] ~ M[J] 
by (b). We must prove M[hg] ~ M[g]. Let p:So x D2 --> SO X D2 be the 
orientation reversing diffeomorphism p(x,y) = (-x,y). Then M[hg] ~ 
M[gp]. But since plSo x SI extends to a diffeomorphism of DI x SI, it 
follows from Theorem 8.2.2 that M[gp] ~ M[g]. 

QED 

1.5. Lemma. Let M be a reversible surface and f:So x D2 --> M - aM 
an orientable embedding. Then M[f] is reversible. 

Proof. Let h: M --> M be an orientation reversing diffeomorphism. Let 
p: SO x D2 --> SO X D2 be an orientation reversing diffeomorphism such 
that plSo x SI extends to a diffeomorphism p of DI x SI. 

By ambient isotopy of disks, there is a diffeotopy of M carrying h to 
a diffeomorphism g:M --> M such that gf = fp. Note that 9 reverses 
orientation. 
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Consider the map cp:M[J] --> M[fJ which is p on Dl x Sl and g 
on M - Int f(SO x D2). Clearly cp is an orientation reversing homeo­
morphism. By uniqueness of gluing (Theorem 8.2.1) cp can be made into a 
diffeomorphism. 

QED 

We now define an important class of surfaces. Let p ~ 0 be an integer. An 
orientable surface M is of genus p provided M can be obtained from S2 by 
successively attaching handles p times. That is, there must exist a sequence of 
orientable surfaces M o,"" M p and orientable embeddings k SO x D2 --> Mi - b 

i = 1, ... , p (if p > 0) such that 

Mp=M. 

Thus each Mi has genus i. Later we shall also define nonorientable surfaces 
of genus p. 

Induction on p shows that an orientable surface of genus p is compact, 
connected and reversible (use Theorems 1.3 and 1.5). It has Euler character­
istic 2 - 2p (use Exercise 7, Section 5.2). Therefore orientable surfaces of 
different genus are not diffeomorphic. On the other hand induction on p and 
Theorem 1.4(c) shows that two orientable surfaces of the same genus are 
diffeomorphic. 

In Section 9.3 we shall prove the main theorem of surface theory: every 
compact connected orientable surface has a genus. 

Starting from two connected surfaces M, N without boundary, we 
construct the connected sum of M and N as follows. Take M and N to be 
disjoint. Let f:So x D2 --> M u N be an embedding with f(1 x D2) c M, 
f( -1 X D2) c N. Let W = (M u N)[JJ. 

The diffeomorphism class of W is independent of f provided at least 
one of M, N is nonorientable or reversible. In such a case we pretend W is 
a well-defined manifold and write W = M # N. 

We can also view M # N as formed by gluing together M - Int Band 
N - Int D by a diffeomorphism aD ~ aB, where B c M and DeN are 
disks. 

The connected sum of higher dimensional manifolds can be defined 
analogously. 

Clearly M 0 # M 1 is orientable if and only both M 0 and M 1 are orientable. 
It is easy to prove that if Mi is an orientable surface of genus Pi then M 0 # M 1 

is orient able with genus Po + Pl' In particular an orient able surface of 
genus p ~ 2 is the connected sum p tori (Figure 9-1). 

We turn to models of non orient able surfaces. Let P denote the projective 
plane. A nonorientable surface of genus p ~ 1 means any surface diffeo­
morphic to the connected sum of p (disjoint) copies of P. Such a surface is 
nonorientable. 

The Mobius band B is the surface which is the quotient space of 
Sl x [ -1,1] under the identifications (x,y) ~ ( - x, - y). It is the simplest 
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Figure 9-1. Connected sum of 3 tori. 

nonorientable surface. Note that aB ~ SI. Any surface diffeomorphic to B 
is also called a Mobius band. 

If M is any surface without boundary then 

M # P ~ (M - Int D) Uf B 

where D c M is a disk and f:aB ~ aM is arbitrary. This is because the 
projective plane is obtained by gluing D2 and B along their boundaries. 

The image of B in M # P is also called a cross cap, especially when 
we think of it as obtained as above by gluing. A nonorientable surface of 
genus p ~ 1 is also called a sphere with p crosscaps attached. 

An easy computation shows that the Euler characteristic of a non­
orientable surface of genus p is 2 - p. 

1.6. Theorem. Let M, N be nonorientable surfaces of genus p, q respec­
tively. Then M ~ N if and only if p = q. 

Proof. Left as an exercise. 
A non orient able surface of genus 2 is called a Klein bottle. It can be 

obtained from a sphere by attaching a handle by any nonorientable 
embedding SO x D2 ~ S2. 

Let M be a connected nonorientable surface without boundary. Let 
f:So x Dl ~ M and consider M[J]. We may suppose the image of f is 
contained in the interior of a small disk D c M. Thus M[fJ is obtained 
by gluing together M - Int D and D[J] along their boundaries. If we 
identify D with a hemisphere of S2, and reinterpret f as an embedding 
g:So x D2 ~ S2, we find that M[J] ~ M # S2[g]. Now S2[g] is a torus 
if 9 is orientable, and Klein bottle otherwise; and the orientability of 9 is 
the same as that of f:So x D2 ~ D. But since M is nonorientable, we can 
isotop f(1 x D2) around an orientation reversing loop. This leads to another 
embedding fl: SO x D2 ~ D which is isotopic to f in M, and which is 
orientable if and only if f is nonorientable. Thus 

M[fJ ~ M # S2[J] ~ M # S2[Jl] 

where S2[J] is a torus and S2[Jl] is a Klein bottle. Since a Klein bottle 
is a sphere with two crosscaps, this proves: 
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1.7. Theorem. Attaching a handle to a connected nonorientable surface 
is the same as attaching two crosscaps. Therefore attaching a handle to a 
nonorientable surface of genus p produces a nonorientable surface of genus 
p + 2. 

A dual result is: 

1.8. Theorem. Let M be an orientable surface of genus p. Attaching a 
cross cap to M yields a nonorientable surface of genus 2p + l. 

Proof. This is clear if p = O. If p > 0 consider M as the connected 
sum of p tori. Then M # P is the same as P with p handles, and the preceding 
result applies. 

QED 

We now construct models of a-surfaces by simply cutting out the interiors 
of a number k > 0 of disjoint disks from an orientable or nonorientable 
surface M of genus g. The result is called a a-surface of genus g with k 
boundary components. By isotopy of disks (Section 8.3), the diffeomorphism 
class of such a surface depends only on M and the number of disks. 

By a model surface we mean a surface or a-surface of genus p, orientable 
or nonorientable. In Section 9.3 we shall show that every compact connected 
surface is diffeomorphic to a unique type of model surface. 

It is clear that two model surfaces are diffeomorphic if and only if (a) they 
have the same genus and the same number of boundary circles, and (b) both 
are orientable or both are nonorientable. 

If a model surface M has genus g, and aM has b components, then its 
Euler characteristic X is 2 - 2g - b if M is orient able, while X = 2 - g - b 
if M is not orientable. (See Exercise 7, Section 5.2) This proves: 

1.9. Theorem. Two model surfaces are diffeomorphic if and only if they 
have the same genus, the same Euler characteristic, and the same number 
of boundary components. 

Exercises 

1. An orient able surface of genus p contains p disjoint circles whose union does not 
separate the surface. 

2. A nonorientable surface of genus p contains p disjoint circles each of which reverses 
orientation. 

3. Let C c M be a circle in a surface M without boundary, which does not disconnect 
M. 

(a) If C reverses orientation, it has a Mobius band neighborhood and there is a 
surface N such that M ;:::; N # p2. 

(b) If M is orientable there is a circle C' c M meeting C transversely, and at only 
one point. Moreover: 

(c) C u C' has a neighborhood N c M diffeomorphic to T - Int D where D is a 
disk in the torus T. Consequently M ;:::; W # T2 for some surface W. 
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4. (a) Every orient able surface of genus p bounds a compact 3-manifold. 
(b) A nonorientable surface of genus p bounds a compact 3-manifold if and only 

if p is even. [Use Exercise 7, Section 5.2.] 

5. The complex projective plane is not reversible. [See Exercise 18, Section 5.2.] 

***6. Is every orientable 3-manifold reversible? (Perhaps Lickorish [I] is useful here.) 

7. Let M be an n-manifold without boundary. Then M # sn c:::: M. 

8. Let j:S1 -> M be a loop in a surface M. Then j preserves orientation (in the sense 
of Section 4.4) if and only if # 2(f,f) = 0 (see Exercise 4, Section 5.2 for the mod 2 
intersection number # 2). 

2. Characterization of the Disk 

The following result is the key to the classification of surfaces. 

2.1. Theorem. Let f:M ~ IR be an admissible Morse function on a 
compact connected surface M. Suppose f has exactly 3 critical points, and 
these are of type 0, 0, 1. Then M ::::; D2. 

The strategy of proof is as follows. First we find another function g: N ~ IR 
of the same kind, on a surface N which we know is diffeomorphic to D2. 
Then we construct a homeomorphism from M to N using level curves 
and gradient lines of the two Morse functions. This homeomorphism is 
then smoothed to a diffeomorphism. 

Before beginning the proof we discuss a method of extending diffeo­
morphism. 

Let Mi be a complete Riemannian manifold, i = 0, 1, and /;: Mi ~ IR 
a map. For x E Mi let Ai(X) c Mi be the maximal solution curve through x 
of the vector field grad k 

Let Ui c Mi be open and let G: U 0 ::::; U 1 be a diffeomorphism having 
the following properties: for all x E U 0, 

(1) 

(2) 

fl G(x) = fo(x), and 

G(Uo n Ao(x)) = U1 n Al(GX). 

We say that G preserves level surfaces and gradient lines. 
Let U,! c M j be the saturation of U;, under the flow of grad /;, that is: 

U,! = UXEuiAlx). 

2.2. Lemma. In addition to the above, suppose also that for each x E U 0, 

(a) fo(Ao(x)) = fl(A 1(f(x))); 
(b) Ao(x) n U 0 is connected. 

Then G extends to a unique diffeomorphism G = U(') ::::; Ur which satisfies 
(1) and (2). 

Proof. Any critical points of fo in U(') are already in U; thus G is already 
defined in a neighborhood of such points. If x E U(') - U 0, then Ao(x) 
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contains a point Y E Uo. Define 

G(x) = A1(Gy) n fl 1(fo(x)). 

The intersection is nonempty by (a); it contains only one point since f1 
is monotone on gradient lines; and G(x) is independent of y by (b). 

It remains to prove that G is Coo. Let x E U~; put G(x) = y. Then from 
commutativity of the diagram 

we see that 
GIAo(x) = [J1IA1(y)]-1 0 [JoIAo(x)]. 

Thus GIAo(x) is Coo. That G is globally Coo follows from the fact that the 
gradient flows are COO. 

QED 

Notice that Theorem 2.1 is also true if U 0 and U 1 are open subsets of 
level surfaces ((b) is then trivial). The proof is the same. 

Next we study the model function 

g:~2 ~ ~ 

X4 x 3 

g(x,y) = 4 - 3 - x 2 + y2 

= S; t(t + 1)(t - 2) dt + y2. 

The critical points of g are at (0,0), (-1,0), (2,0). They are nondegenerate, 
of types 1, 0, ° respectively. Note that the three critical values are distinct. 

2.3. Lemma. g-1(C) is connected if c ~ 0. 

Proof. Note that g is proper, so g-1(C) is compact. One component of 
the critical level g-1(0) is a figure 8, and each loop of the figure 8 encloses 
one of the two (local) minima of g. Any other component of g-1(0) would 
be a circle enclosing another minimum, which is impossible. Therefore 
g-1(C) is connected. If c > 0, each component of g-1(C) is a circle enclosing 
a minimum. But one component encloses g-1(0), hence it encloses both 
minima. Therefore g-1(C) has only one component. 

QED 

2.4. Lemma. If ~ > 0, g-1( - oo,~J ~ D2. 
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Proof. It suffices to prove this for some large ~, by the regular interval 
Theorem 5.2.3. We shall show that if rt. is large then each ray from (0,0) 
meets the curve g-lm transversely. Since g-l(~) is connected, this will 
mean g-l( - C1J,~J is star shaped, and thus prove the lemma. Since grad f is 
perpendicular to g-l(~), it suffices to show that iflxl2 + lyl2 is large enough 
then 

But 
<grad f(x,y), (x,y) # ° 

<grad f(x,y), (x,y) = «x3 - x2 - 2x,2y), (x,y) 

= X2(X 2 - X - 2) + 2y2 

which is positive if x > 2 or y > 3. 
QED 

Now consider the gradient flow cPt of g, given by the system of differential 
equations 

dx 3 2 
dt = x - x - 2x 

dy 
dt = 2y. 

These can be easily solved (see Figure 9~2). It is clear that the x-axis and 
y-axis are invariant. The stationary points of the flow are of course the 
critical points of g. There are two sources, (-1,0) and (2,0); and one saddle, 
(0,0). The flow lines are orthogonal to the level curves g = constant. 

If y # 0, or y = ° and x < 1 or x > 2, then IcPt(x,y) I -+ 00 as t -+ 00. 

If - 1 ~ x < ° or ° < x ~ 2 then cPt(x,O) -+ (0,0) as t -+ 00. 

Figure 9-2. Levels and gradients. 
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As t --+ - 00, cJ>t(x,y) --+ (-1,0) if x < 0; to (0,0) if x = 0; and to (2,0) 
if x > 0. 

Now let f:M --+ IR be as in Theorem 2.1. Let a, b, c E M be the three 
critical points of f, with a and c local minima and b a saddle. By slightly 
perturbing f near a and c, if necessary, we can assume thatf(b) > f(a) > f(c). 

Let ).: IR --+ IR be a diffeomorphism such that 

).(f(a)) = - g = g( -1,0), 

).(f(b)) = ° = g(O,O), 

).(f(c)) = -i = g(2,0). 

The map). c f:M --+ IR is a Morse function having the properties listed in 
Theorem 2.1. Therefore we may assume that f(a) = g( -1,0), f(b) = g(O,O), 
f(c) = g(2,0). 

Set ~ = f(aM) > 0. Then ~ is the maximum value off, andf- 1m = aM. 
We first prove that 8M is connected. By the regular interval Theorem 6.2.2 

it suffices to prove that f-1(£) is connected for some £, ° < £ < ~, since 
8M ~ f-1(£). 

Give M a Riemannian metric induced by Morse charts near critical 
points. Let F t be the flow of - grad f; then F t : M --+ M is defined for all 
t ~ 0. For each x E M the limit x = limt~CXl Ft(x) is one of the three critical 
points. The sets 

are disjoint open sets. 

w" = {x E M:x = a}, 
l¥.: = {x E M:x = c} 

A glance at a Morse chart near the saddle b shows there are only two 
nonconstant trajectories limiting at b, and these intersect f - 1(£) in two 
points, say qb q2. Moreover the set {q1,q2} is the common boundary in 
f- 1(£) of f- 1(£) n w" and f- 1(£) n w". No component of f- 1(£) can be 
entirely in w", for if it were, w" would be a component of M, contradicting 
connectedness of M. Similarly for w". Therefore each component of f- 1(£) 
must be separated by a subset of {Q1,QZ}. Since a single point cannot sepaJ:ate, 
each component contains both Q 1 and Qz. Hence there is only one component. 

Let cp: U --+ IRz and ljJ: V --+ 1R2 be Morse charts for f and g at band 
(0,0). We may assume that cp(U) = ljJ(V). Put 

H = cp-1ljJ:V --+ M. 

Then H maps V diffeomorphically onto U, preserving level surfaces (i.e., 
gH = f). We can choose V so that M has a Riemannian metric making H 
an isometry (where V inherits the standard metric from 1R2). Then H also 
preserves gradient lines. 

We also choose V so that V meets each g-gradient line in a connected 
set; for example, V = Int Bo for small b > 0. It then follows from Theorem 2.2 
that H extends to a diffeomorphism H: V* ~ W* between the saturation 
of Vand W, preserving levels and gradients. 
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We can choose 1/1 so that H has the following property: as t --> - 00, 

the grad f trajectory of H(p) tends to a or c, respectively, according as the 
grad g trajectory of p E V* tends to ( -1,0) or (2,0). 

Fix a real number IY. such that 

g(2,0) < g( -1,0) < IY. < g(O,O) = O. 

Let D, D' be the components of the saddles ( -1,0), (2,0) respectively, in the 
submanifold g -1( - 00,1Y. ] c [R2. Morse's lemma implies that D and D' are 
disks. Observe that aD and aD' are components of level curves. 

Let c > 0 be very small. Let B, c [R2 be the square Ixl ~ c, IYI ~ c. 
Let B; denote the saturation of B, under the gradient flow of g. 

Define 

Figure 9-3. 

See Figure 9-3. If e is sufficiently small then B, c V and P, c V*; and 
also the sets 

A = P, (\ D = P, (\ aD, 

A' = P, (\ D' = P, (\ aD' 

are (compact) arcs. Fix such an e. 
The diffeomorphism H: V* ~ W* embeds the arcs A, A' in the circles 

ar, ar' respectively. There are diffeomorphisms D ~ r, D' ~ r' which agree 
with H on A, A. To see this, identify D and r with D2 via diffeomorphisms 
in such a way that H / A is transformed into an orientation preserving 
embedding Hoof an arc B c aD2 into aD2. By isotopy of disks, H 0 is isotopic 
to the inclusion of Bin aD2, and by isotopy extension Ho therefore extends 
to a diffeomorphism of D2. Hence H extends to a diffeomorphism D ~ r, 
and likewise for D' and r'. 

Let r, r' be the components of a and c respectively in f -1( 00,1Y.]. Then 
rand r' are disjoint disks. 

In this way we obtain a diffeomorphism 

G:D u D' ~ r ur' 

G(D) = r, G(D') = r'. 

We now extend the restriction 

G:aD u aD' ~ ar u ar' 



2. Characterization of the Disk 199 

to a diffeomorphism of saturations 

F:(aD u aD')* ~ (or u ar)*, 

such that F preserves level curves and gradient lines. For this we use 
Theorem 2.1 and the remark following its proof. 

Notice that F and H agree on 

(aD u aD')* n P, 

since they agree on A u A', and both preserve level curves and gradients. 
Define a map 

K:g~l(-OO,~] ~ M 
by 

K ~{~ 
In DuD' 
in P, 
elsewhere. 

Then K is well defined. It is easy to see that K is surjective and injective, 
hence K is a homeomorphism. Moreover K maps DuD' and g~ 1( - oo,~] -
Int(D u D') diffeomorphically. 

From the smoothing Theorem 8.1.9 we conclude that N ~ M. Since 
also N ~ D2 by Theorem 2.4 the proof of Theorem 2.1 is complete. 

QED 

In the proof of Theorem 2.1 we did not use Theorems 8.3.3 and 8.3.4, 
or any other special properties of manifolds of dimension 1 or 2. The same 
argument, with only notational changes, proves the following generalization 
of Theorem 2.1 : 

2.4. Theorem. Let f: M ~ IR be an admissible Morse function on a 
compact connected n-manifold M. Suppose f has exactly 3 critical points, 
of types 0, 0, 1. Then M ~ D". 

Exercises 

1. The proof ofTheorem 2.1 can be varied slightly to prove the following. Let f: M ..... IR, 
g:D2 ..... IR be admissible Morse each having only three critical points, and these types 
0, 0, 1. Suppose that f and g take the same values at corresponding critical points, and 
that f(oM) = g(OD2). Then there is homeomorphism h:D2 ..... M such that fh = g. 
Moreover M has a Riemannian metric for which h maps gradient lines of g to gradient 
lines of f. 

2. Let a < ° < b. Define a polynomial map in two variables: 

Pa, b: IR x IRk~ 1 ..... IR, 

Pa,b(X,Y) = f: S(S - a)(s - b) ds + IYI2. 
(a) Pa, b is a Morse function having local minima at (a,O) and (b,O), a type 1 saddle 

at (0,0), and no other critical points. 
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(b) Pa, b(a,O) "# Pa. b(b,O) if and only if a "# - b. 
(c) Let ~ be in the image of P a. b' Then P a~ ~ ( - x,~] is connected if and only if ~ ;" O. 
(d) P;t( - x,~] ~ Dk if~ > O. 

3. Let M be a compact connected surface without boundary which admits a Morse 
function having just four critical points, exactly one of which is a saddle. Then M ~ 52. 

4. Let f: M --> IR be a Morse function on a connected compact Riemannian manifold 
without boundary. Assume the Riemannian metric comes from Morse charts near 
critical points. Then iff' has more than one local minimum, there exist two local mini­
ma a, b and a type 1 critical point p, with the following property: one branch of the 
unstable manifold of p (for grad f) tends to a and the other branch tends to b. 

5. [Smale J. Let M be a compact connected manifold. If aM = 0 then M has a 
Morse function with only 1 maximum and 1 minimum. [Use Exercise 4 and Theorem 
2.4.] 

3. The Classification of Compact Surfaces 

We begin by investigating neighborhoods of a critical level of an admis­
sible Morse function f on a compact connected surface M. Let p E M be a 
saddle (critical point of index 1). Suppose that f(p) = 0 and that 8 > 0 is 
such that p is the only critical point in N = f-1[ -8,8]. Assume that N is 
connected. Put 

C_ = f-1( -8) 

Co = f- 1(0) 

C+ = f-1(8). 

Then C _ and C + are compact I-manifolds without boundary; C _ u C + = 

aN. Since N is connected, Co must be connected, Therefore Co is a figure 8. 
Here are two examples, In each f has one saddle and one minimum in M, 
(1) M is a U-shaped cylinder in [R3 and f is the height function shown 

in Figure 9-4, (2) M is a Mobius band, f has the level curves shown in 
Figure 9-5. 

f 

o 

-8 

Figure 9-4. 
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br-----------------------------------------------------,c 

a~--------------------------------------------------~ 
Figure 9-5. ab is identified with cd. N is shaded. 

Note that example (1) is also obtained from Figure 9-5 if ab is identified 
with dc to make a cylinder. 

In fact these are the only examples of such an N, up to diffeomorphism. 
We do not need to prove this, but only the following consequences: 

3.1. Lemma. Let f and N be as above. Then either 
(a) N is orientable and aN has three components; or 
(b) N is nonorientable and aN has two components. 

Proof. A Morse chart at p shows that p has an X -shaped neighborhood 
in Co. Label the four branches of the X by the quadrants they lie in (Figure 
9-6). The arrows in Figure 9-6 represent grad f. The key question is: how 

Figure 9-6. Levels and gradients near a saddle. 
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are the four branches I, II, III, IV connected in Co? Suppose I connects to 
IV. The resulting loop Ie based at p preserves orientation, as can be seen by 
considering the orientation defined by the tangent to the loop and grad f. 
(Perturb the loop slightly away from p to make it smoothly embedded. See 
Figure 9~ 7.) It is clear that in this case II must connect to III. Notice that 

Figure 9-7. The loop j, preserves orientation. 

C + is connected, for otherwise we could follow the top part of C + around 
the loop and some gradient line would intersect C + twice. This is impossible 
because C+ = j-1(£). (See Figure 9~8.) 

Figure 9-8. Impossible, because C + = f - 1(e). 

For similar reasons, the right and left branches of C _ must each close up, 
forming two components. If I connects to II then C _ is connected and C + 

has two components. 
Now suppose I connects to III. The resulting loop then reverses orienta­

tion (Figure 9 ~9). In this case the two branches of C + connect up; C + is 
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Figure 9-9. J. reverses orientation. 

connected. Likewise, II connects to IV and C _ is connected. 

QED 

Let Bb ... ' Bk C D2 - aD2 be disjoint embedded disks. Put Hk = D2 -
u Int Bi , and Ho = D2. 

A disk with k holes means a surface diffeomorphic to Hb that is, an orien­
table model surface of genus 0 and k + 1 boundary circles. Any two such 
surfaces (for the same k) are diffeomorphic. Since the Euler characteristic of 
Hk is 1 - k, Hk is not diffeomorphic to Hf for k =1= t. Note that H 1 ~ Sl X I. 

Returning to the situation of Theorem 3.l, we have: 

3.2. Lemma. Let N be as in Theorem3.1(a). Then N is a disk with 2 holes. 

Proof. We may assume C_ has two components and C+ has one. Glue 
disks onto N along each of the components of C _, to obtain a new manifold 
V. Define a map g: V --> IR which is f on N, and an each disk is x2 + y2 -
1 - £, when the disk is identified with D2. The differential structure on V 
can be chosen so that g is coo. (Use collars determined by level curves and 
gradient lines.) Then g is an admissible Morse function on V having one 
saddle and two minima. By Theorem 2.1, V ~ D2. Therefore N ~ H 2 . 

QED 
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A saddle is a critical point of index 1, we restate Theorem 3.2 as: 

3.3. Theorem. Let M be a compact connected orientable surface admitting 
a Morse function having only one critical point, a saddle. There is a disk with 
2 holes; moreover f takes its maximum and minimum on aM. 

It is now easy to classify compact surfaces admitting a Morse function 
with only one saddle: 

3.4. Theorem. Let f: M -+ IR be an admissible Morse function on a com­
pact connected orientable surface. Suppose f has exactly one saddle (and 
perhaps other critical points of type 0 or 2). Then M is diffeomorphic to either 
S2, D2, Sl X lor H2. If flaM is constant then M 9: H 2. 

Proof. Delete from M the interior of disjoint disks around the critical 
points (if any) of types 0 and 2. Do this in such a way that the disks contain 
no other critical points, and their boundaries are components of level curves. 
The resulting manifold W is diffeomorphic to H 2 by Theorem 3.3. If f has 
no critical points of type 0 or 2, then M = W; however, this cannot happen 
if flaM is constant. If there are critical points of types 0 or 2, then M is 
obtained from W by capping some of the boundary circles with disks. This 
produces Sl x I, D2 or S2. 

QED 

We now come to the classification of compact orientable surfaces. First 
we assume no boundary. 

3.5. Theorem. Let M be a compact connected orientable surface without 
boundary. Then there is a unique integer p ): 0 such that M is an orientable 
surface of genus p as defined in Section 9.1 (a "sphere with p handles"). The 
Euler characteristic of M determines p by the formula x(M) = 2 - 2p. In 
particular X(M) is even and :( 2. 

Proof. We proceed by induction on the number v of saddles of a Morse 
function f: M -+ R 

Suppose f has no saddles. Give M a Riemannian metric. Let P c M be 
the set of minima. Each trajectory of grad f in M - P tends toward a 
maximum. The basin of attraction of each maximum is an open set; but it 
is also closed since different basins are disjoint. Since M - P is connected, 
there is only one maximum. Similarly there is only one minimum. Hence 
M ~ S2 by Theorem 8.3.4. 

Let v = k > 0 and suppose inductively that the theorem is true whenever 
M admits a Morse function having fewer then k saddles. We may assume f 
separates critical points; there is then a unique saddle p such that f(p) < f(q) 
for every saddle q i= p. 

Let f(p) = rJ. and let /3 > rJ. be such that p is the only critical point in 
f - 1 [rJ.,/3J. 
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Let V be the component of pin f-l( - oo,PJ. Notice that av = f-l(P). 
Since fl V has only one saddle, we can apply Theorem 3.4. Since av =f. 0, 
we conclude that V ;:f:: S2. Also V ;:f:: H 2 since flav is constant. Thus V ~ D2 
or V ~ Sl X I. 

Suppose V ~ D2. Then we can define a new Morse function g:M -+ IR, 
equal to f on M - V, and having only one critical point in V (a minimum). 
Since g has only k - 1 saddles, it follows from the induction hypothesis 
that the theorem is true for M. 

Suppose finally that V ~ Sl X I. Then av = Sl x {O,1}. Let M 0 be 
obtained from M by capping av with two disks. We can redefine f on the 
disks to get a Morse function fo: M 0 -+ IR having fewer saddles than f. By 
the induction hypothesis M 0 is an orientable surface of some genus q. Since 
M is evidently obtained from M 0 by attaching a handle, M has genus q + 1. 
This completes the induction. 

The uniqueness of the genus and the formula for the Euler characteristic 
were proved in Section 9.1. 

QED 

It is now easy to give a geometric interpretation to the genus. 

3.6. Theorem. Let M be an orientable surface of genus p. Then there exist 
p disjoint circles in M whose complement is connected; but any p + 1 disjoint 
circles disconnect M. 

Proof. If p = 0 we may assume M = S2. The first part of the conclusion 
is vacuous and the second follows from Theorem 4.4.6. 

Suppose C b ... , Cq are disjoint circles in M, q ?: 1, and M - uC; is 
connected. Let N b ... ,Nq be disjoint closed tubular neighborhoods of 
C b ... , Cq• Let V = M - u Int N;. Let W be obtained from V by capping 
the 2q boundary circles of V with disks. Notice that W is connected and 
orientable, and that M is obtained from W by attaching q handles. Let W 
have genus g ?: o. Then M has genus g + q = p. It follows that q ~ p. 

QED 

The classification of compact orientable a-surfaces is as follows: 

3.7. Theorem. Let M be a connected compact orientable surface of Euler 
characteristic X. Suppose eM has k > 0 boundary components. Then X + k 
is even. Let p = 1 - (X + k)/2. Then M is diffeomorphic to the surface 
obtained from an orientable surface of genus p by removal of the interiors of 
k disjoint disks. 

Proof. Cap the boundary circles of M to produce an orientable surface 
W. Then the Euler characteristic X + k. Therefore if W has genus p, we find 
that X + k = 2 - 2p. 

QED 
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The number p associated to the e-surface M by Theorem 3.7 is called the 
genus of M. 

We turn to nonorientable surfaces. 

3.8. Lemma. Every nonorientable surface N contains a submanifold which 
is a Mobius band. 

Proof. Pick some orientation reversing loop f:S 1 -+ N - eN. We can 
assume f is an immersion with clean double points. Thus Sl breaks up into 
a finite number of arcs J b ... , J ko disjoint except for endpoints, each of 
which is mapped injectively except that the endpoints are identified. We can 
further homotop each Ii = fiJi reI eJi so that the tangent vectors at the 
endpoints coincide. Then each Ii is a loop represented by an embedding 
Sl -+ M. If each Ii preserves orientation so does f. Hence some ij reverses 
orientation; a tubular neighborhood of ij(Jj ) is a Mobius band. 

QED 

3.9. Lemma. Let N be a compact connected nonorientable surface. Then 
there is a unique integer p > 0 such that M contains p, but not p + 1, disjoint 
Mobius bands. 

Proof. It suffices to exhibit an integer n such that no n + 1 Mobius 
bands in N can be disjoint. 

Suppose BeN is a Mobius band. Then eB is connected; hence N - B 
is connected. Therefore if Bb ... ,Bp c N are disjoint Mobius bands, it 
follows that N - UBi is connected. 

Let n: N -+ N be the orientable double covering of N. Then n - l(B) is a 
cylinder in N if BeN is a Mobius band. 

Let V c N be a connected two-dimensional sub manifold. Then n-l(V) 
is connected if and only if V is nonorientable. Hence n-1(V) is connected 
if and only if V contains a Mobius band. 

Let the genus of N be n - 1 ?: O. 
Let B b ... , Bn be disjoint Mobius bands in N. Then n-1(B1), ... , n-1(Bn) 

are disjoint cylinders in N; they contain n disjoint embedded circles. There­
fore N - un-1(BJ, which is n-1(N - uBJ, is disconnected by Theorem 3.6 
It follows that N - UBi is orientable and contains no Mobius band. 

QED 

We call the integer p of Theorem 3.9 the Mobius number of N. 

3.10. Theorem. Let N be a compact connected nonorientable surface 
without boundary, having Mobius number p. Then N is a nonorientable surface 
of genus p. 

Proof. Let Moe M be obtained by cutting out the interiors of p disjoint 
Mobius bands. Then Mo is orientable. Cap off oMo with p disks to obtain 
an orientable surface M; let M have genus g. Clearly N is formed by attaching 
p crosscaps to N. By Theorems 1.7 and 1.8 N is a nonorientabie surface of 
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genus 2g + p. But this implies that the Mobius number of N is at least 
2g + p. Therefore 2g = 0 and M is a sphere. 

QED 

We conclude with a convenient diffeomorphism criterion: 

3.11. Theorem. Two connected compact surfaces are diffeomorphic if and 
only if they have the same Euler characteristic and the same number of bound­
ary components. 

Proof. In the orient able case this follows from Theorem 3.7. In the 
nonorientable case, glue Mobius bands to the boundary components; this 
preserves the Euler characteristic. The theorem now follows from Theorem 
3.10. 

Exercises 

1. A compact surface embedded in [Rz is diffeomorphic to DZ or some H k • 

*2. Let M be a surface and C c M a circle. If C is contractible to a point in M then 
C bounds a disk in M. 

*3. A connected noncompact simply connected surface M without boundary, is diffeo­
morphic to [Rz. [Let j:M -> [R+ be a proper Morse function. For every regular value 
rx E j(M), the submanifold Ma = j-I [ - cx::,rx] is a disk with holes. For sufficiently large 
f3 > rx, every boundary circle of Ma bounds a disk in Mp. Therefore M is an increasing 
union of disks: M = uD;, Dj c Int Dj + l . And Dj + 1 - Int Dj ~ Sl X I so a diffeo­
morphism M ~ [Rz can be built up successively over the Dj .] 

4. (a) Let M be an orientable surface of genus p and C I , Cz circles in M. Suppose 
neither circle separates M. Then there is a diffeomorphism j:(M,C1 ) ~ (M,Cz). [Re­
present M as a sphere with handles so that C j goes around a handle in a standard way.] 

(b) Suppose both C I and Cz separate M. In what circumstances is the conclusion 
of (a) true? 

5. (a) Let M = T - Int D where D c T is a disk in a torus. Then M and Hz are not 
homeomorphic but M x I and Hz x I are homeomorphic. 

(b) The doubles of M and H2 are diffeomorphic. 

6. Two compact oriented surfaces which are diffeomorphic, are diffeomorphic by an 
orientation preserving diffeomorphism. 

7. Every compact nonorientable a-surface admits a diffeomorphism that reverses 
orientation of its boundary. 

*8. Let C, C' be embedded circles in the sphere S2 = aD3. Then every diffeomorphism 
j: C ~ C' extends to a diffeomorphism of D3. [C and C' bound disks in S2 over which 
j can be extended; etc.] 

9. The cobordism groups in dimension 2 are: Q2 = 0, 9(2 = 2'z. 

10. If M is an orientable surface of genus p, any 2p + 1 circles in M which meet each 
other transversely (or are disjoint) separate M. 

11. What are the analogues of Theorem 3.6 and Exercise 10 for nonorientable surfaces? 

12. In a compact nonorientable surface every maximal set of disjoint Mobius bands 
has the same cardinality. 
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13. Let M be a connected noncom pact surface. An end of M is an equivalence class 
[K,C] of pairs (K,C) where K c M is compact, C is a component of M - K whose 
closure is not compact, and [KJ,C I ] = [Kz,Cz]ifthereexists(K,C)withK I u K z c K 
and C InC z ::::> C. 

(a) The number of ends is a diffeomorphism invariant 
(b) 1R2 has I end. 
(c) For every cardinal number k less than or equal to that of IR, there is a surface 

having exactly k ends. 
*(d) A noncompact connected surface M has only a finite number of ends, and has 

finite connectivity (compare Exercise 17), if and only if there is a compact surface N 
such that M ~ N - aN. 

*14. Let M be a connected surface and X c M a subset which is the union of an un­
countable collection of disjoint circles. Then M - X is disconnected. [Hint: let {fa: S' 4 
M} = Y be an uncountable collection of embeddings. Prove that eMSI,M) is separable 
and use this to show that Y contains one of its limit points.] 

*15. 1R3 does not contain an uncountable collection of disjoint Mobius bands [see hint 
to Exercise 14J. 

*16. Let j: M --> N be a map of degree d between compact connected oriented surfaces 
without boundary. What relations, if any, exist between the degree of j, the genus of 
M and the genus of N? 

*17. The connectivity c(M) of a compact surface M is the integer c ? 0 (if it exists) 
having the following property. Let V c M be the union VI U ... u v,. where each Vi 
is a neat are, or a circle in M - 8M, and Vi r(1 Vi for i =1= j. Suppose M - V is connected. 
Then r :::; c, and if r < c V is a proper subset of another set V' of the same type. 
(Riemann's connectivity is c(M) + 1.) 

(a) If aM has b components then c(M) = 2 - X(M) - b. 
(b) c(M) is the rank of H I(M,8M; Ez). 
(c) Express c(M) in terms of b and the genus of M. 
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Appendix 

In this appendix we briefly summarize a few basic facts of analysis and 
topology. 

General Topology 

A topological space X is called: 
Hausdorff if every pair of points have disjoint neighborhoods; 
normal if for every pair of disjoint closed sets A, B there is a continuous 

map f: X -4 [0,1] with f(A) = ° and f(B) = 1; 
paracompact if every open cover IJIt = {V A}; E A has a locally finite open 

refinement 1/ = {Vy}; E r' This means: 1/ is an open cover of X, each element 
of 1/ is contained in some element of 1JIt, and for each x E X the set of Y E r 
for which x E Vy is finite. 

The closure of a subset SeX is denoted by S. 

A.I. Theorem. If X is normal and IJIt = {VA}AEA is a locally finite open 
cover then IJIt has a shrinking, that is, an open cover 1/ = {V;1 E A such that 
VA c V k 

A.2. Theorem. A paracompact Hausdorff space is normal. 

A partition of unity subordinate to the open cover IJIt is a collection 
{f;.}.lEA of continuous maps fA:X -4 [0,1] having the following two proper­
ties: for each x E X the set of A E A for which f;.(x) > 0, is finite; and 
LlEAf;.(x) = 1 for all x. 

A.3. Theorem. A topological space is paracompact if and only if every 
open cover has a subordinate partition of unity. 

A.4. Theorem. Every metric space is paracompact. 

A subset A of a space X is nowhere dense if its closure .If contains no 
non empty open set; equivalently, X - A is dense in X. If X is the union 
of a countable family of closed nowhere dense subsets X is of the first 
category; otherwise X is of the second category. 

A.5. Baire Category Theorem. A complete metric space X is of the second 
category. Equivalently: the union of any countable collection of closed nowhere 
dense subsets is nowhere dense, and the intersection of any countable collection 
of open dense subsets is dense. 
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214 Appendix 

Calculus 

Let U c [Rm be an open set and f: U -+ [Rn a map. A linear map 
L: [Rm -+ [Rn is called the derivative of f at x E U if 

lim Ihl-1(f(x + h) - f(x) - Lh) = o. 
h~O 

Here Ihl is the norm Ct1 hJ) 1/2 of the vector h = (hb ... , hn ) E [Rn. If such 

an L exists, it is unique and is denoted by Dfx or Df(x). 
The map f is called C1 provided Dfx exists for every x E U and the map 

Df: U f---* L([Rm,[Rn), 

x f---* Dfx 
is continuous. 

By recursion we define f to be C, 2 ::;; r < 00, if the map 

Df: U -+ [Rmn = L([Rm,[Rn) 

is C - 1. If f is C for all r it is called COO. 
Write f(x) = (fl(X), ... ,fn(x)). We call f (real) analytic, or CO), if in 

some neighborhood of each point of U, each fj is equal to the limit of a 
convergent power series (in m variables). This implies that f is COO. We 
say 00 ::;; w. 

A.6. Theorem. f is C, 1 ::;; r < 00, if and only if each jj: U -+ [R has 
continuous partial derivatives of all orders ::;; r. 

Let U and V be open subsets of [Rn. A C diffeomorphism f: U -+ V is 
a C homeomorphism f: U ::::::: V whose inverse is also c. 

Let W c [Rn be open, and pEW. A C map f: W -+ [Rn is a local diffeo­
morphism at p if there is an open set U c W such that p E U and f(U) is 
open, and flU: U ::::::: f(U) is a C diffeomorphism. 

A. 7. Inverse Function Theorem. Let U c [Rn be an open set and f: U -+ [Rn 

a C map, 1 ::;; r ::;; w. If PEW and Dfp is invertible, then f is a C local 
diffeomorphism at p. 

A.S. Implicit Function Theorem (surjective form). Let U c IRm be an open 
set and f: U -+ [Rn a C map, 1 ::;; r::;; w. Let p E U, f(p) = 0, and suppose 
that Dfp is surjective. Then there exists a local diffeomorphism cP of [Rm at 0 

such that cp(O) = p and 
fcp(x 1, ... , xm) = (Xb ... , X n )· 

Proof. After a linear change of coordinates in [Rm we can assume that 

O°/; (p) = bij for i = 1, ... , nand j = 1, ... , m. Define h: U -+ [Rm, h = 
Xj 

(h1' ... ,hm ) where hi = /;, i = 1, ... , nand hi(X 1, ... , xm) = Xi- n , i = 

n + 1, ... , m. Then h is C and Dhp has rank m. By the inverse function 
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theorem h is a C local diffeomorphism at p. Therefore in a neighborhood 
of 0 in ~m, h has a C inverse cp. Then h(cp(x)) = x for x near 0; this cp satisfies 
the theorem. 

QED 

A.9. Implicit Function Theorem (injective version). Let U c ~m be an 
open set and f: U -+ ~n a C map, 1 ~ r ~ w. Let q E ~n be such that 0 E 

f -l(q), and suppose that Dfo is injective. Then there is a local diffeomorphism 
tf; of ~m at q such that cp(q) = 0, and 

tf;f(x) = (Xl> ... , xm,o, ... ,0). 

The proof is "dual" to that of Theorem A.8 and is left as an exercise. 
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smooth, 12 

Manifold pair, 57 
Map 

analytic, 34, 214 
closed,40 
C, 15-16, 

between open subsets of Euclidean 
space, 214 

between submanifolds of Euclidean 
space, 9-11 

differentiable, 15 
immersive,21 
locally trivial, 85 
proper, 38 
submersive, 21 

Mapping class, 75 
Mazur, B., 66 
Measure zero, 68 
Milnor, J., 142, 155 
Mobius, A.F., 4, 188 
Mobius band, 27, 191,206-208 
Mobius number of surface, 206 
Monomorphism of vector bundles, 88, 99 
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Morphism of vector bundles, 88 
Morrey, C. B., 66 
Morse, A. P., 67 
Morse equality, generalized, 165 
Morse functions, 142-149 

admissible, 156 
onCP", 167 
on P", 149, 165 
on surfaces, 165, 194-204 
with unique maximum and unique 

minimum, 200 
Morse inequalities, 160-164 
Morse, M., 1,4,142 
Morse-Sard theorem, 69 
Morse's lemma, 145, 148, 149 

generalized, 149 
Munkres, J., 187 

N 
Nash, 1., 66 
Normal bundle, 95-96. See also Section; 

Vector field 
of codimension-one submanifold, 

107-108 
of aM, 106 
of pk in pk+l, 98 
as pullback, 171 
trivial, 108, 113 

Nowhere dense set, 213 

o 
Openness of certain sets of maps, 36-41 

of Morse functions, 147 
Orientation, 103-106, 121-122 
Orthogonal complement of vector bundle, 95 
Orthogonal group, 14, 187 
Orthogonal structure, 95 
Outset, 165 

p 
Palais, R., 142 
Parallelizability 

of frame bundle, 98 
of product of spheres, 98 

Partition of unity, 213 
of class C', 43 
used to glue maps, 44 

Periodic points 
theorem of Artin and Mazur, 66 
theorem of Shub and Sullivan, 140 

Plane bundle, 87. See also Vector bundle 
Poincare, H., 2, 4 
Poincare's conjecture, 2 
Pontryagin, L. S., 27, 141 
Projection of vector bundle, 87 
Prolongation, 61 
Pullback of vector bundle, 97 

Puppe. D .. 15 
Punctured torus, immersions of, 27 

Q 
Quadratic form, 20, 142, 144 
Quaternionic projective space, 14 
Quotient vector bundle, 93 

R 
Real projective space, 13. See also Betti 

numbers; Embeddings; Morse 
functions 

of dimension-2. 20 
of dimension-3. 20, 28 
as Thorn space, 175 

Red herring principle, 22n 
Reeb, G., theorem of, 154 
Regular interval theorem, 153 
Regular level surface, 9, 22, 28 
Regular point, 22 
Regular value 14,22 

theorem 22, 27, 31 
knotted curve as inverse image of, 32 

Relative approximation theorem, 49 
Remmert, R., 65 
Residual subset, 74 
Restriction map, 41 
Retraction 

of class C', 20 
of D" to S" - \ nonexistence of, 72 

Riemannian metric, 95 
Riemann, G.F.B., 1, 188 
Riemann surface, 1 

s 
Saddle, 204 
Sard, A., 67 

Index 

theorem of. See Morse-Sard theorem 
Schweitzer, P., 156 
Second category, 213 
Sections 

of map, 56 
of TS", 98 
of vector bundle, 133 -140. See also Vector 

field 
of normal vector bundle, 86, 138, 140 

Semi-orbit, 156 
Separation by submanifold, 107 -108 
Shub, M., 140, 188 
Shrinking of covering, 43, 213 
Smale, S., 16, 142, 187,200 
Smoothing theorem, 181 
Smooth manifold, 12 
Solution curve, 149, 150 
Space 

Hausdorff, 33, 213 
normal, 213 



Index 

paracompact, 33, 213 
Baire, 59-62, 64, 65, 214 

Sphere 
characterization of, 156, 187 
differential structure on, 13 
exotic, 155 
group of differential structures on, 187 
with handles, 204 
as Thorn space, 175 
unit, 8 

Stable manifold, 164 
Stably isomorphic vector bundles, 102 
Standard form of map, 173 
Stiefel manifold, 78 
Structure functor, 52 
Subbundle, 92 
Submanifold, 13,21-22 

assumed to be C'. 67 
critical, 161, 165 
framed, 176 
locally flat, 13n 
of manifold with boundary, 30-31 
neat, 30 
of !R"+>, 10 

Submanifold complex, 84 
Submersion, 21 
Sullivan, D., 140 
Support 

of function, 43 
of isotopy, 179 
radius of, 45 
of time-dependent vector field, 179 

Surface, 188. See also Classification; Genus; 
model, 189-193 
noncompact, 207, 208 
nonorientable, 191 
reversible, 190 

Suspension homomorphism, 183-184 

T 
Takens, F., 148 
Tangent bundle, 11, 88 

of M x N,21 
of So, 20,98 
of total space, 94-95 
unit, 26 

Tangent functor, 7, 89 
Tangent space, 11, 17 
Tangent vector, 11, 16-19 
Thorn, R., 1,5, 120, 142, 188 

awarded Fields Medal, 169 
theorem of, 175 

Thorn homomorphism, 173-174 
Thorn space of vector bundle, 172-175 
Topology. 

compact-open, 58 

compact-open C, 34 
fine, 35 
strong, 59, 64, 65 
strong C, 35, 40, 41 
weak C, 34-35 
Whitney, 35 

Total space of vector bundle, 87 
Trajectory, 149, 151 
Transition functions, 87 
Transversality, 4, 22, 74-84 
Trivialization of vector bundle, 88 
Tubular neighborhoods, 109-118 
Tubular neighborhood theorem, 112, 116 

ambient, 181 
Type number of Morse function, 160 

u 
Universal bundle, 99 
Unstable manifold, 165 

v 
Van Dyck, W., 141 
Vector bundle, 4-5, 17,85-92. See also 

Classification; Normal bundle; 
Section 

nonorientable, 109 
one-dimensional, 106 
orientable, 104--106, 108 
orthogonal, 95-96 
over So, 103, 140 

Vector bundle map, 88 
natural,97 

Vector fields. See also Sections 
and differential equations, 149-153, 

155-156, 164 
and isotopy, 178-181 
time-dependent, 178 

w 
Wallman, H., 27, 30 
Weyl, H., 2, 7,120 
Whitehead, A. N., 85 
Whitehead, J. H. c., 67 
Whitney, H., 2, 24, 27, 55, 66, 118, 138 

theorems on 
embeddings, 24, 27 
immersions, 27 
existence of normal vector fields, 138 

Whitney sum of vector bundles, 94, 102 
Winkelnkemper, H. E., 67 

z 
Zero section of vector bundle, 87 
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