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Abstract

In [18], the author and collaborators construct infinitely many nonlocal s-minimal hypersurfaces (via
min-max methods) on any closed n-dimensional Riemannian manifold M, obtaining an analogue of
Yau’s conjecture for s ∈ (0, 1). The present article proves a Weyl Law for the fractional perimeters of these
hypersurfaces, and it shows their convergence as s → 1 (for n = 3) to smooth classical minimal surfaces.
Our results are used in particular to give a novel proof of the density and equidistribution of classical
minimal surfaces for generic metrics in three dimensions, showcasing nonlocal minimal surfaces also as
a new approximation theory for the area functional.
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1 Introduction and main results
In [18], the author and collaborators obtain the existence (for any fixed s ∈ (0, 1)) of infinitely many
nonlocal s-minimal (hyper)surfaces {Es

p}p∈N in any closed Riemannian manifold M of dimension n,
which in particular proves the nonlocal version of a well-known conjecture (recently proved by Song [49])
of Yau [52] on the existence of infinitely many classical minimal surfaces on closed three-dimensional
manifolds. A partial statement of our result is the following:

Theorem 1.1 (Fractional Yau Conjecture [18]). Let (Mn, g) be an n-dimensional, closed Riemannian manifold.
Then, for every s ∈ (0, 1) and every natural number p ∈ N+, there exists an s-minimal surface Es

p with Morse
index at most p (in the sense of Definition 3.3) and fractional perimeter

c(M)

1 − s
ps/n ≤ Pers(∂Es

p) =: ls(p, M) ≤ C(M)

1 − s
ps/n, (1.1)

where c(M) and C(M) are uniform as s → 1.
In particular, M contains infinitely many s-minimal surfaces. In addition, if s ∈ (s0, 1) where s0 ∈ (0, 1) is a
universal constant, if n = 3 or n = 4 then ∂Es

p is a smooth hypersurface, whereas if n ≥ 5 then ∂Es
p is smooth

outside of a set of codimension at least 5.

Here ls(p, M) corresponds to a (limiting) min-max value arising from considering certain p-parameter
families of functions on M, and is defined in Section 3.2 in the present article. We remark that we will be
employing slightly different min-max families than those in [18] — all the relevant setting and necessary
modifications to obtain Theorem 1.1 with our definitions are given in Section 3.

The first result in the present work is a Weyl-type Law for the fractional perimeters of these s-minimal
surfaces:

Theorem 1.2 (Weyl Law for nonlocal minimal surfaces). Let (M, g) be a closed manifold of dimension n.
There exists a universal constant τ(n, s) > 0, depending only on n and the fractional parameter s, such that

lim
p→∞

p−
s
n ls(p, M) = τ(n, s)vol(M, g)

n−s
n . (1.2)

The rest of the article focuses on the classical limit s → 1−. For a smooth open set E ⊂ M, it will
follow from our results that

lim
s→1−

(1 − s)Pers(∂E) = γnPer(∂E)

with γn defined in (3.7). This compels us to define

l1(p, M) := lim inf
s→1

[(1 − s)ls(p, M)] = lim inf
s→1

[(1 − s)Pers(∂Es
p)] , (1.3)

and we will obtain a Weyl Law for these quantities as well:

Theorem 1.3 (Weyl Law for classical minimal surfaces). Let (M, g) be a closed manifold of dimension n.
There exists a universal constant τ(n, 1) > 0, depending only on n, such that

lim
p→∞

p−
1
n l1(p, M) = τ(n, 1)vol(M, g)

n−1
n . (1.4)

One would expect for l1(p, M) to correspond to the area of a classical minimal hypersurface Σp of
optimal regularity, obtained as a limit of the ∂Es

p after letting s → 1. For this reason, the second part of
our article is mostly devoted to studying the convergence, as s → 1, of sequences of s-minimal surfaces
with bounded Morse index. In the case n = 3, we exhibit their convergence to a smooth classical minimal
surface in a remarkably clean way. A partial statement is the following:

Theorem 1.4 (Compactness of s-minimal surfaces). Let M be a closed Riemannian manifold of dimension 3.
Let {Esi}i be a sequence of C2 si-minimal surfaces with Morse index bounded by p ∈ N, and suppose that si → 1−.
Assume that

sup
i
(1 − si)Persi (Esi , M) < ∞ .

Then, up to passing to a subsequence (not relabeled), the following hold:
There exists a collection of smooth, connected, disjoint classical minimal surfaces Σ1, ..., Σm, together with positive
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integers n1, ..., nm, such that the ∂Esi converge in the sense of varifolds to ∑m
k=1 nk[Σk], where [Σk] denotes the

integer rectifiable varifold associated to the smooth surface Σk. Moreover,

lim
i→∞

(1 − si)Persi (Esi ) = γn

m

∑
i=k

nkPer(Σk) .

Regarding the convergence, there exists a (possibly empty) collection of points q1, ..., ql , with l ≤ p, such that: in
a neighbourhood of every point in Σk \ {q1, ..., ql}, for every α ∈ (0, 1) the ∂Esi converge in C2,α as nk ordered
normal graphs with separation of order at least

√
1 − si.

Finally, the Morse index is lower semicontinuous, in the sense that

m

∑
k=1

index(Σk) ≤ p .

Applying this result to the Es
p from Theorem 1.1, which have index bounded by p, we get:

Corollary 1.5 (Attainability of min-max widths). Let (Mn, g) be a 3-dimensional, closed Riemannian man-
ifold. Then, for every natural number p ∈ N+, there exists a collection of smooth, connected, disjoint classical
minimal surfaces Σ1, ..., Σmp , together with positive integers n1, ..., nmp , such that

l1(p, M) = γn

mp

∑
k=1

nkPer(Σk) .

Moreover, ∑
mp

i=k index(Σk) ≤ p.

Proof. Given p ∈ N+, let {si}i be a sequence of numbers in (0, 1) such that limi si = 1 and

lim
i
(1 − si)lsi (p, M) = lim inf

s→1
(1 − s)ls(p, M) = l1(p, M) ,

which exists by definition (1.3) of l1(p, M). Let moreover Esi
p be given by Theorem 1.1. Applying Theorem

1.4 to the ∂Esi
p , which are smooth si-minimal surfaces with Morse index bounded by p and which satisfy

the fractional perimeter bound

(1 − si)Persi (∂Esi
p ) = (1 − si)lsi (p, M) ≤ Cpsi/n ,

we conclude the desired result.

Combining Corollary 1.5 with the asymptotics for the l1(p, M) in Theorem 1.3, this gives a new proof of
a Weyl-type Law for classical minimal surfaces like the one by Liokumovich–Marques–Neves [39]. From
this, we are able to obtain new proofs (in dimension 3) of the results by Irie–Marques–Neves [37] and
Marques–Neves–Song [41] on the density and equidistribution of minimal surfaces on closed manifolds
with a generic metric:

Theorem 1.6 (Density). Let M be a closed manifold of dimension 3. For a C∞-generic Riemannian metric g on
M, the union of all closed, smooth, embedded minimal hypersurfaces in (M, g) is dense (and in particular, there are
infinitely many such hypersurfaces).

Theorem 1.7 (Equidistribution). Let M be a closed manifold of dimension 3. For a C∞-generic Riemannian
metric g on M, there exists a sequence {Σi}i∈N of closed, smooth, embedded minimal hypersurfaces in (M, g)
which is equidistributed. More precisely, for any f ∈ C∞(M),

lim
k→∞

1

∑k
i=1 Per(Σi)

k

∑
i=1

ˆ
Σi

f dΣi =
1

Volg(M)

ˆ
M

f dM .

We refer the reader to [3, 22, 40, 42, 45, 53] as well as the references [37, 39, 41, 49] already mentioned
in this introduction for an overview of some of the main developments that have led to the proof of Yau’s
conjecture.

3



2 Overview of the proofs and further directions
The proofs of the Weyl Law(s) and of Theorems 1.6 and 1.7 follow the ideas of [39] and of [37, 41]. The
main difficulties in the nonlocal case stem from the presence of nonlocal interactions and the fact that
the fractional Sobolev energy on a closed manifold M is canonically defined through a singular kernel
Ks(p, q) which depends on the heat kernel of the entire manifold (see (3.1)): Indeed, the proof of the
Weyl Law is based on comparison between M and its subdomains, and between subdomains of M and
subdomains of Euclidean space. Likewise, the proofs of Theorems 1.6 and 1.7 require the precise knowl-
edge of how changing the metric of M affects the behaviour of the problem. Therefore, the right setting
needs to be selected carefully. Our chosen approach, which we believe to be of independent interest, is to
first prove a Weyl Law for a related min-max problem, where an analogous fractional Sobolev energy is
defined through a different kernel which depends explicitly on the distance function of M. We then show
how this implies the Weyl Law for the canonical, original definitions as well. The study of the precise
behaviour of the singular kernel Ks, which was initiated in [17] and is continued in the present paper, is
used in an essential way in the aforementioned analysis as well as in the rest of the paper.

The proof of the compactness of s-minimal surfaces with bounded index occupies the rest of our
work. Despite the “clean” nature of most of the proofs and results, this requires a lengthier exposition.
In fact, most of the results are completely new: From the very first step of obtaining the (challenging, yet
deceptively simple-looking) formula for the second variation of the fractional perimeter of a domain on a
manifold, and which requires considering a singular integral involving a smooth extension to the entire
manifold of the normal vector of the domain, to the eventual proof of global estimates for s-minimal sur-
faces with bounded index, such as a uniform, quantitative L1 decay of their (classical!) mean curvatures as
s → 1 which holds even around points of singular convergence. Section 5.3, which exhibits uniform C2,α

and sheet separation estimates for almost-stable s-minimal surfaces, builds on the recent breakthrough
article [20], which among other things studies the stable case (without any area bound assumption) on R3

and proves the classification of stable s-minimal cones in R4 as hyperplanes for s close to 1. Most of the
proofs in our Section 5.3 introduce alternative arguments, in order to deal with the challenging form of
the second variation formula and the Riemannian setting. As a notable point, through our approach we
obtain uniform C2,α estimates for every α ∈ (0, 1), improving the result in [20] which is for α sufficiently
small.

Finally, the proofs of Theorems 1.6 and 1.7 follow exactly as in [37, 41], using the Weyl Law in Theo-
rem 1.3 and the attainability of the p-widths by classical minimal surfaces in Corollary 1.5 instead of the
corresponding analogues in the Almgren–Pitts theory.

We expect our methods and results to be extended soon to dimensions 4 ≤ n ≤ 7; the missing
points are a classification of stable s-minimal cones (under the assumption of area bounds as s → 1) in
dimensions 5 ≤ n ≤ 7, a problem which should be much simpler than an unconditional classification of
stable s-minimal cones1, and an adaptation of Section 5.3 to dimensions 4 ≤ n ≤ 7. For n = 3, one can
decouple the problem of quantifying the separation between different layers of an s-minimal surface from
the regularity of the individual layers. Attacking both problems at the same time using an approach as in
[50] (see also [22]) would seem like a promising strategy for 4 ≤ n ≤ 7, and we believe that the methods
introduced in the present article will be useful for this approach.
Regarding the nonlocal Weyl Law in Theorem 1.2, it would be interesting to study which properties it
implies for the s-minimal hypersurfaces ∂Es

p. The proof of Theorem 1.6 would seem hard to adapt to
the nonlocal case, given the nonlocal interactions inherent to the objects under consideration. The proof
of Theorem 1.7, a result which is stronger anyway, could however potentially have an adaptation to the
nonlocal setting. As a matter of fact, we would expect even stronger equidistribution properties to hold in
the nonlocal case, such as the possibility of obtaining results for arbitrary (and not only generic) metrics.

1This should be compared, for example, with the stable Bernstein conjecture on the classification of stable minimal hypersurfaces
in Rn with and without assuming area bounds.
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3 Setting

3.1 The fractional setting on a manifold
3.1.1 Definitions

Let (M, g) be a closed (i.e. compact and without boundary) Riemannian manifold of dimension n. Let
HM(t, p, q) be the heat kernel of M, and let s ∈ (0, 2). Set

KM,s(p, q) :=
s/2

Γ(1 − s/2)

ˆ ∞

0
HM(p, q, t)

dt
t1+s/2 . (3.1)

We will often omit the dependence in M and s of K when there is no risk of confusion.
Define

αn,s =
2sΓ
(

n+s
2

)
πn/2|Γ(−s/2)|

=
s2s−1Γ

(
n+s

2

)
πn/2Γ(1 − s/2)

. (3.2)

Then, the kernel KM,s(p, q) differs from αn,s
dM(p,q)n+s only by a lower order term, see Proposition 4.9, and

they coincide exactly in the case M = Rn.
We then define the fractional Sobolev space Hs/2(M) as the space of functions u ∈ L2(M) such that the
fractional Sobolev energy

[u]2Hs/2(M) :=
¨

M×M
(u(p)− u(q))2KM,s(p, q) dVp dVq (3.3)

is finite.
Several other definitions for the fractional Sobolev energy, identical (and not just equivalent) to the one
above, are given in [18], showing that it is canonically defined. We recall here in particular the spectral
definition, given by setting

[u]2Hs/2(M) = 2 ∑
k≥1

λs/2
k ⟨u, ϕk⟩2

L2(M) (3.4)

where {ϕk}k is an orthonormal basis of eigenfunctions of the Laplace-Beltrami operator (−∆g) and {λk}k
are the corresponding eigenvalues. This shows that in the limit s → 2 we recover the usual [u]2H1(M)
seminorm.

We can now define the fractional perimeter Pers. Given s ∈ (0, 1) and a (measurable) set E ⊂ M, we
define

Pers(E) := [χE]
2
Hs/2(M) =

1
4
[χE − χEc ]2Hs/2(M) = 2

ˆ
E

ˆ
Ec

KM,s(p, q)dVpdVq , (3.5)

where χE is the characteristic function of E, and Ec := M \ E. In practice, E will always be a domain with
some regularity, and the notation Pers(∂E) will sometimes be used to denote Pers(E) instead.
More generally, if Ω ⊂ M, we set

Pers(E; Ω) := 2
ˆ

E∩Ω

ˆ
Ec∩Ω

KM,s(p, q)dVpdVq . (3.6)

We remark that we have completely omitted the interactions between Ω and Ωc in the definition, which
will be convenient in the present paper, but which the reader should keep in mind when consulting re-
lated literature in which different notation might be employed.

One can see that, for every subset E ⊂ M with smooth boundary, (1 − s)Pers(∂E) → γnPer(∂E) as
s ↑ 1, where

γn = 2αn,sωn−1 (3.7)

and ωn−1 = |Bn−1| indicates the volume of the unit ball in Rn−1. See [6] for further details in the case of
Rn, or the proof of Proposition 5.34 in the present paper for a significantly stronger result.

Definition 3.1. Let M be a closed Riemannian manifold. Given s ∈ (0, 1), the boundary ∂E of a set E ⊂ M
is said to be an s-minimal surface if Pers(E) < ∞ and, for every vector field X ∈ C2(M), we have

d
dt

∣∣∣
t=0

Pers(ψ
t
X(E)) = 0 , (3.8)

where ψt
X : M × R → M denotes the flow of X at time t.
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The previous definition admits a natural local version.

Definition 3.2. Let (M, g) be a closed Riemannian manifold. Given U ⊂ M open, the boundary ∂E of a
set E ⊂ M is said to be an s-minimal surface in U if Pers(E) < ∞, and for every smooth and compactly
supported vector field X ∈ Xc(U ) we have

d
dt

∣∣∣
t=0

Pers(ψ
t
X(E)) = 0 .

Definition 3.3 (Morse index and stability). Let (M, g) be a closed Riemannian manifold and ∂E be an
s-minimal surface in U ⊂ M open (as in Definition 3.2). Then, ∂E is said to have Morse index at most
m in U if for every (m + 1) vector fields X0, . . . , Xm ∈ Xc(U ) there exists some linear combination X =
a0X0 + . . . + amXm with a2

0 + a2
1 + . . . a2

m = 1 such that

d2

dt2

∣∣∣
t=0

Pers(ψ
t
X(E)) ≥ 0.

In the particular case m = 0, we say that ∂E is stable in U .

Remark 3.4. As we proved in Lemma 3.10 in [17], if Pers(E) < ∞ and X ∈ Xc(U ) then the map t 7→
Pers(ψt

X(E)) is well-defined for all t and of class C∞. Thus, the previous definitions are meaningful.

The s-minimal surfaces in Theorem 1.1 are obtained as limits as ε → 0 of solutions to the fractional
Allen-Cahn equation on M. Given v : M → R, the fractional Allen-Cahn energy of v is defined as

Eε,s(v, M) := ESob
ε,s (v, M) + EPot

ε,s (v, M), (3.9)

where

ESob
ε,s (v, M) :=

1
4

¨
M×M

(v(p)− v(q))2KM,s(p, q)dVpdVq, EPot
ε,s (v, M) := ε−s

ˆ
M

W(v) dx ,

and W(v) = 1
4 (1 − v2)2 is the standard quartic double-well potential with wells at ±1. The double-well

potential penalizes functions which are not identical to ±1, thus why one expects to find nonlocal s-
minimal surfaces as the limits of critical points of this energy when ε → 0. A function u : M → R is a
critical point of Eε,s if and only if it satisfies the Allen-Cahn equation

(−∆)s/2
M u + ε−sW ′(u) = 0 . (3.10)

Here (−∆)s/2 is the fractional Laplacian on (M, g), and it can be represented as

(−∆)s/2
M u(p) =

ˆ
M
(u(p)− u(q))KM,s(p, q) dVq . (3.11)

3.1.2 Fundamental estimates

Here, as in the rest of the paper, BR(0) denotes the Euclidean ball of radius R centered at 0 of Rn, and
BR(p) denotes the metric ball on M of radius R and center p.

Definition 3.5 (Local flatness assumption). Let (Mn, g) be an n-dimensional Riemannian manifold and
p ∈ M. For R > 0, we say that (M, g) satisfies the ℓ-th order flatness assumption at scale R around the point
p, with parametrization φ, abbreviated as FAℓ(M, g, R, p0, φ), whenever there exists an open neighborhood
V of p and a diffeomorphism

φ : BR(0) → V, with φ(0) = p0 ,

such that, letting gij = g
(

φ∗
(

∂
∂xi

)
, φ∗

(
∂

∂xj

))
be the representation of the metric g in the coordinates

φ−1, we have

(
1 − 1

100
)
|v|2 ≤ gij(x)vivj ≤

(
1 +

1
100

)
|v|2 ∀ v ∈ Rn and ∀ x ∈ BR(0) , (3.12)

and

R|α|
∣∣∣∣ ∂|α|gij(x)

∂xα

∣∣∣∣ ≤ 1
100

∀α multi-index with 1 ≤ |α| ≤ ℓ, and ∀x ∈ BR(0). (3.13)
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Remark 3.6. For any smooth closed Riemannian manifold (M, g), given ℓ ≥ 0, there exists R0 > 0 for
which FAℓ(M, g, R0, p, φp) is satisfied for all p ∈ M. For example, φp can be chosen to be the restriction
of the exponential map (of M) at p to the (normal) ball BR0 (0) ⊂ Tp M ∼= Rn.

Remark 3.7. As in [18], this notion of local flatness is used in our results to stress the fact that, once
the local geometry of the manifold is controlled in the sense of Definition 3.5, then our estimates are
independent of M. Interestingly, this makes our estimates of local nature even though the objects we
consider are nonlocal.

Remark 3.8. Throughout the paper the following scaling properties will be used several times.

(a) Given M = (M, g) and r > 0, we can consider the ”rescaled manifold” M̂ = (M, 1
r2 g). When

performing this rescaling, the new heat kernel HM̂ satisfies

HM̂(p, q, t) = rn HM(p, q, r2t) .

As a consequence, the ”rescaled kernel” K̂s defining the s-perimeter on M̂ satisfies

K̂s(p, q) = rn+sKs(p, q).

(b) Concerning the flatness assumption, it is easy to show that FAℓ(M, g, R, p, φ) ⇒ FAℓ(M, g, R′, p, φ)
for all R′ < R and FAℓ(M, g, R, p, φ) ⇔ FAℓ(M, 1

r2 g, R/r, p, φ(r · )).

(c) Similarly, if FAℓ(M, g, R, p, φ) holds, and q ∈ φ(BR(0)) is such that Bϱ(φ−1(q)) ⊂ BR(0), then
FAℓ(M, 1

r2 g, ϱ/r, q, φφ−1(q),r) holds, where φx, r := φ(x + r · ).

We now give precise estimates for the kernel Ks(p, q) which we will need in the article. They are taken
from the article [17].

Proposition 3.9 ([17]). Let (M, g) be a Riemannian n-manifold, not necessarily closed, s ∈ (0, 2) and let p ∈ M.
Assume FAℓ(M, g, R, p, φ) holds and denote K(p, q) := Ks(φ(x), φ(y)).

Given x ∈ BR(0), let A(x) denote the positive symmetric square root of the matrix (gij(x)) —gij being the
metric in coordinates φ−1— and, for x, z ∈ BR/2(0), define

k(x, z) := K(x, x + z) and k̂(x, z) := k(x, z)− αn,s
det
(

A(x)
)

|A(x)z|n+s .

Then ∣∣k̂(x, z)
∣∣ ≤ R−1 C(n, s)

|z|n+s−1 for all x, z ∈ BR/4(0) , (3.14)

and, for every multi-indices α, β with |α|+ |β| ≤ ℓ, we have∣∣∣∣ ∂|α|

∂xα

∂|β|

∂zβ
k(x, z)

∣∣∣∣ ≤ C(n, s, ℓ)
|z|n+s+|β| for all x, z ∈ BR/4(0). (3.15)

Moreover, for all x ∈ BR/4(0) and for all q ∈ M \ φ(BR(0)) we have∣∣∣∣ ∂|α|

∂xα
Ks(φ(x), q)

∣∣∣∣ ≤ C(n, ℓ)
Rn+s , (3.16)

and ˆ
M\φ(BR(0))

∣∣∣∣ ∂|α|

∂xα
Ks(φ(x), q)

∣∣∣∣dVq ≤ C(n, ℓ)
Rs , (3.17)

for every multi-index α with |α| ≤ ℓ.
Here, the constants c(n, s) depending on s are uniform for s away from 0 and 2.

Lemma 3.10. Let s0 ∈ (0, 2) and s ∈ (s0, 2). Let (M, g) be a Riemannian n-manifold and p ∈ M. Assume that
FA1(M, g, p, R, φ) holds. Then

c7
αn,s

|x − y|n+s ≤ Ks(φ(x), φ(y)) ≤ c8
αn,s

|x − y|n+s ,

for all x, y ∈ BR/2(0), where c7, c8 > 0 depend on n and s0.
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Proposition 3.11 ([17]). Let (M, g) be a closed n-dimensional Riemannian manifold and s ∈ (0, 2). Assume
that the flatness assumption FAℓ(M, g, R, p, φ) holds, and let X ∈ X(M) be a smooth vector field supported on
φ(BR/4). Writing ψt for the flow of X at time t, then for every x, y ∈ BR/4(0) we have∣∣∣∣ dℓ

dtℓ

∣∣∣∣
t=0

Ks(ψ
t(φ(x)), ψt(φ(y)))

∣∣∣∣ ≤ CKs(φ(x), φ(y)) , (3.18)

for some constant C = C(n, s, ∥X∥Cℓ(φ(BR))) which stays bounded for s away from 0 and 2.

Lemma 3.12 ([17]). Let s ∈ (0, 2). Let M satisfy the flatness assumptions FAℓ(N, g, p, R, φ), and let v =
χE − χEc ∈ Hs/2(M). Let X ∈ X(M) be a smooth vector field supported on φ(BR/2), and put vt := v ◦ ψ−t

X ,
where ψt

X is the flow of X at time t. Then, for all T > 0 there holds

sup
0<t<T

∣∣∣∣∣ dℓ

dtℓ
Pers(ψ

t
X(E))

∣∣∣∣∣ ≤ C(1 + Pers(E; φ(BR))) ,

for some constant C = C(s0, s1, ℓ, T, max0≤k≤ℓ ∥∇kX∥L∞(φ(BR/2))) which stays bounded for s away from 0 and 2.

Proof. This is Lemma 2.17 in [17]. We give a sketch of its proof, since we will use similar ideas later. One
starts by changing variables with the flow of X, to see that

dℓ

dtℓ
Pers(ψ

t
X(E)) =

dℓ

dtℓ

¨
|v(ψ−t

X (p))− v(ψ−t
X (q))|2Ks(p, q) dVp dVq

=
dℓ

dtℓ

¨
|v(p)− v(q)|2Ks(ψ

t
X(p), ψt

X(q)) Jt(p)Jt(q) dVp dVq

=

¨
|v(p)− v(q)|2 dℓ

dtℓ

[
Ks(ψ

t
X(p), ψt

X(q)) Jt(p)Jt(q)
]
dVp dVq .

The Jacobians Jt(p) and their derivatives can simply be bounded by a constant with the right dependen-
cies. The kernel part and its derivatives can be estimated appropriately using Proposition 3.11 for p and
q close and (3.17) for p and q separated enough.

We conclude this subsection with two simple interpolation results, which in particular imply that sets
of finite (classical) perimeter have bounded fractional perimeter as well.

Lemma 3.13. Let M satisfy the flatness assumptions FAℓ(N, g, p0, 4R, φ). Let s0 ∈ (0, 1) and s ∈ (s0, 1), and let
u : φ(BR) → R be a function of bounded variation (BV). Then,

¨
φ(BR)×φ(BR)

|u(p)− u(q)|2Ks(p, q) dVp dVq ≤ C(n, s0)

1 − s
[u]sBV(φ(BR))

∥u∥1−s
L1(φ(BR))

. (3.19)

In particular, if E ⊂ M is a set of finite perimeter in φ(BR), then

Rs−nPers(E; φ(BR)) ≤
C(n, s0)

1 − s
[R1−nPer(E; φ(BR))]

s . (3.20)

Proof. If v : BR ⊂ Rn → R is a function of bounded variation, it is simple to see that

¨
BR×BR

|v(x)− v(y)|2
|x − y|n+s dx dy ≤ C(n)

(1 − s)s
[v]sBV(BR)

∥v∥1−s
L1(BR)

,

see for instance [10, Proposition 4.2]. The bound (3.19) then follows from applying this result to v = u ◦ φ
and using Lemma 3.10 to compare the corresponding kernels.

We can obtain a global version as well:

Proposition 3.14. Let (M, g) be a closed Riemannian manifold. Let s0 ∈ (0, 1) and s ∈ (s0, 1), and let E ⊂ M be
a set of finite perimeter. Then,

Pers(E; M) ≤ C(M, s0)

1 − s
[Per(E; M)]s|E|1−s. (3.21)
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Proof. Step 1. Given u : M → R in BV(M), we show that
¨

M×M
|u(p)− u(q)|2Ks dVp dVq ≤ C(M, s0)

1 − s
[u]sBV(M)∥u∥1−s

L1(M)
+ C(M)∥u∥L1(M) . (3.22)

First, note that since M is closed, there exists a number δ > 0 with the property that, given any p ∈ M,
the flatness assumptions FAℓ(M, g, 4δ, p, φp) are satisfied by some φp; see Remark 3.6. Having fixed
such a δ > 0, by compactness we can find a finite collection of points p1, ..., pN such that the balls
φp1 (Bδ(p1)), ..., φpN (Bδ(pN)) cover M.
Using (3.16) and (3.19), we can then bound
¨

φpi (Bδ(pi))×M
|u(p)− u(q)|2Ks dVp dVq ≤

¨
φpi (B2δ(pi))×φpi (B2δ(pi))

|u(p)− u(q)|2Ks dVp dVq + C(M)∥u∥L1(M)

≤ C(M, s0)

1 − s
[u]sBV(φpi (B2δ(pi)))

∥u∥1−s
L1(φpi (B2δ(pi)))

+ C(M)∥u∥L1(M)

≤ C(M, s0)

1 − s
[u]sBV(M)∥u∥1−s

L1(M)
+ C(M)∥u∥L1(M) ,

which adding for i = 1, ..., N shows (3.22).

Step 2. We prove that
¨

M×M
|u(p)− u(q)|2Ks dVp dVq ≤ C(M, s0)

1 − s
[u]sBV(M)∥u∥1−s

L1(M)
, (3.23)

an inequality which is interesting on its own. Considering u = χE − χEc then yields the Proposition.

The main observation is that the LHS of (3.22) is invariant under addition of a constant, while the RHS
is not. This suggests to consider the function v := u − 1

Vol(M)

´
M u instead of u in the inequality obtained

in (3.22). Combining this with the L1–Poincaré inequality on M allows us to estimate
¨

M×M
|u(p)− u(q)|2Ks dVp dVq =

¨
M×M

|v(p)− v(q)|2Ks dVp dVq

≤ C(M, s0)

1 − s
[v]sBV(M)∥v∥1−s

L1(M)
+ C(M)∥v∥L1(M)

=
C(M, s0)

1 − s
[u]sBV(M)∥v∥1−s

L1(M)
+ C(M)∥v∥s

L1(M)∥v∥1−s
L1(M)

≤ C(M, s0)

1 − s
[u]sBV(M)∥v∥1−s

L1(M)
+ C(M)[u]sBV(M)∥v∥1−s

L1(M)

≤ C(M, s0)

1 − s
[u]sBV(M)∥v∥1−s

L1(M)
.

Bounding ∥v∥L1(M) ≤ 2∥u∥L1(M) leads then to the bound (3.23), concluding the proof.

3.1.3 Monotonicity formula

The monotonicity formula for s-minimal surfaces requires using the Caffarelli-Silvestre extension in one
extra dimension, which we now recall.

Theorem 3.15 ([17, Theorem 2.25 and Proposition 3.2]). Let (Mn, g) be a closed Riemannian manifold, let
s ∈ (0, 2) and u : M → R be in Hs/2(M). Consider the product manifold M̃ = M × (0,+∞) endowed
with the natural product metric2. Then, there is a unique solution U : M × (0, ∞) → R among functions with´

M̃ |∇̃U|2z1−s dVdz < ∞ to {
d̃iv(z1−s∇̃U) = 0 in M̃ ,
U(p, 0) = u(p) for p ∈ ∂M̃ = M ,

(3.24)

2That is, the metric defined by g̃
(
(ξ1, z1), (ξ2, z2)

)
= g(ξ1, ξ2) + z1z2, and where d̃iv and ∇̃ denote the divergence and Riemannian

gradient with respect to this product metric respectively.
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and it satisfies

[u]2Hs/2(M) = 2βs

ˆ
M̃
|∇̃U|2z1−s dVdz (3.25)

= inf
{

2βs

ˆ
M̃
|∇̃V|2z1−s dVdz s.t. V(x, 0) = u(x)

}
, (3.26)

where

βs =
2s−1Γ(s/2)
Γ(1 − s/2)

. (3.27)

For r > 0 and p ∈ M denote

Br(p) =
{

q ∈ M : dg(q, p) < r
}

,

B̃+
r (p, 0) =

{
(q, z) ∈ M̃ : dg̃((q, z), (p, 0)) < r

}
,

∂B̃+
r (p, 0) = ∂

(
B̃+

r (p, 0)
)

∂+ B̃+
r (p, 0) = ∂B̃+

r (p, 0) ∩ {z > 0} .

(3.28)

In the next theorem, we use ∇ instead of ∇̃ to denote the gradient in M̃ with respect to the product
metric.

Theorem 3.16 (Monotonicity formula [17, Theorem 3.4]). Let (Mn, g) be an n-dimensional, closed Rieman-
nian manifold. Let s ∈ (0, 1) and let Σ be an s-minimal surface. For (p◦, 0) ∈ M̃ define

Φ(R) :=
1

Rn−s

(
βs

2

ˆ
B̃+

R (p◦ ,0)
z1−s|∇U(p, z)|2 dVpdz

)
,

where U is the unique solution given by Theorem 3.15 with u : M → R given by u = χΣ − χΣc . Then, there exist
constants C = C(n) and Rmax = Rmax(M, p◦) > 0 with the following property: whenever R◦ ≤ injM(p◦)/4
and K is an upper bound for all the sectional curvatures of M in BR◦ (p◦), then

R 7→ Φ(R)eC
√

KR is nondecreasing for R < R◦ .

From the proper monotonicity formula in Theorem 3.16, we now obtain a weaker form which involves
the fractional perimeter on balls of M (instead of M̃). This will be repeatedly (and crucially) used in what
follows, since it gives the decay of the fractional perimeter with respect to the radius with the right
rate. We remark that the proof can be slightly modified so that it recovers the monotonicity formula for
classical minimal surfaces in the limit s → 1.

Lemma 3.17. Let E ⊂ M be an s-minimal surface in φ(B′
1 × [−1, 1]), and assume that FAℓ(M, g, 4, p0, φ) holds.

Then there exists a constant C depending only on n such that, for any 0 < 8r1 < r2 ≤ 1, we have that

(1 − s)Pers(E; Br1 (p0))

rn−s
1

≤ (1 − s)C + C
(1 − s)Pers(E; Br2 (p0))

rn−s
2

.

In particular, setting r2 = 1, for all 0 < r1 < 1
8 we have that

Pers(E; Br1 (p0)) ≤ Crn−s
1 (1 + Pers(E; B1(p0))) (3.29)

≤ Crn−s
1 (1 + Pers(E; M)) . (3.30)

Proof. Let φ̃(x, z) = (φ(x), z) be the natural local parametrisation of M̃.

Step 1. Given u : M → [−1, 1], the inequality
¨

(M×M)\(φ(Br)×φ(Br))
(u(p)− u(q))2K(p, q) ≤ C

(
rn−s +

ˆ
φ̃(B̃+

4r)
za|∇U|2

)
holds.
Let C1 > 1 to be chosen later. An easy application of (3.17) from Proposition 3.9 with α = 0, considering
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the rescaled manifold (M, 1
r2 g) and (a) in Remark 3.8, allows us to bound

¨
(M×M)\(φ(Br)×φ(Br))

(u(p)− u(q))2K(p, q) ≤

≤
¨

φ(B2r)×φ(B2r)
(u(p)− u(q))2K(p, q) + 8

¨
φ(Br)×(M\φ(B2r))

K(p, q)

≤
¨

φ(B2r)×φ(B2r)
(u(p)− u(q))2K(p, q) + C

ˆ
φ(Br)

r−s

≤
¨

φ(B2r)×φ(B2r)
(u(p)− u(q))2K(p, q) + Crn−s .

We will now continue by proceeding as in [14, Proposition 7.1]. Let ξ be a standard cutoff on B̃+
4 ⊂ Rn+1,

verifying that χB̃+
2 ∩{z=0} ≤ ξ ≤ χB̃+

4
. Define then η̃r = ξ(·/r) ◦ φ̃−1, extended by zero outside of

φ̃(B̃+
4r) ⊂ M̃. Moreover, set ηr(p) = η̃r(p, 0) : M → R. Then, ηr(p) acts as a cutoff function on φ(B4r) ⊂ M

which verifies that χφ(B2r) ≤ ηr ≤ χφ(B4r). We can then compute
¨

(M×M)\(φ(Br)×φ(Br))
(u(p)− u(q))2K(p, q) ≤

≤
¨

φ(B2r)×φ(B2r)
(u(p)− u(q))2K(p, q) + Crn−s

≤
¨

M×M
((uηr)(p)− (uηr)(q))2K(p, q) + Crn−s

= [uηr]
2
Hs/2(M) + Crn−s

≤ C
( ˆ

M̃
z1−s|∇(Uη̃r)|2 + rn−s

)
.

We have applied (3.26) in the last line, using that Uη̃r(p, 0) = uηr(p) for all p ∈ M and thus Uη̃r is a
competitor in (3.26) for [uηr]2Hs/2(M)

. We can now bound
¨

(M×M)\(φ(Br)×φ(Br))
(u(p)− u(q))2K(p, q) ≤

≤ C
( ˆ

φ̃(B̃+
4r)

z1−s|∇U|2η̃r +

ˆ
φ̃(B̃+

4r)
z1−s|U|2|∇η̃r|2 + rn−s

)
≤ C

( ˆ
φ̃(B̃+

4r)
z1−s|∇U|2 + r−2

ˆ
φ̃(B̃+

4r)
z1−s + rn−s

)
≤ C

( ˆ
φ̃(B̃+

4r)
z1−s|∇U|2 + rn−s

)
.

Step 2. Applying Step 1 with u = χE − χEc and r = r1, we find that

Pers(E; φ(Br1 ))

rn−s
1

≤ C(1 +
1

rn−s
1

ˆ
φ̃(B̃+

4r1
)

z1−s|∇U|2) .

Applying then the monotonicity formula of Theorem 3.16, recalling that we are assuming that 4r1 < 1
2 r2,

we have that

Pers(E; φ(Br1 ))

rn−s
1

≤ C(1 +
1

rn−s
2

ˆ
φ̃(B̃+

1
2 r2

)
z1−s|∇U|2) .

We now need essentially the converse of Step 1 to bound the RHS. This is [17, Lemma 3.15], or more
precisely the chain of inequalities at the end of its proof, and it allows us to conclude that

Pers(E; φ(Br1 ))

rn−s
1

≤ C(1 +
1

rn−s
2

¨
φ(Br2 )×φ(Br2 )

(u(p)− u(q))2K(p, q))

≤ C(1 +
Pers(E; φ(Br2 ))

rn−s
2

) .

This immediately implies the desired result after a finite covering argument.
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3.2 Min-max procedure – The nonlocal volume spectrum
Critical points of (3.9) can be obtained using an equivariant min-max procedure, exploiting the Z2-
symmetry of the functional E ε

M. In [18], a “nonlocal spectrum” is defined employing as a min-max family
of sets with p parameters the one consisting of odd images of the sphere Sp into Hs/2(M). This family has
a very simple definition and served for the purposes of that article, but others could have been employed
in an essentially exchangeable way, including families which come from a topological index; see Remark
3.1 in [18] where this is briefly discussed. To obtain a Weyl Law, one wants to restrict instead to families
which arise from some topological index.
Begin by defining

ind(A) = sup{k : ∄ any continuous odd map g : A → Rk−1\{0}}

if A ⊂ Hs/2(M) is compact, symmetric (i.e. A = −A), and does not contain zero. Here odd means that
g(−x) = −g(x). Set moreover ind(A) = ∞ if A contains 0, and set ind(∅) = 0.
It is standard that this notion of index satisfies all the axioms of a topological index, including the one
that we will need and which is the subadditivity:

Lemma 3.18. ind(A1 ∪ A2) ≤ ind(A1) + ind(A2)

Proof. We can assume that max{ind(A1), ind(A2)} < ∞.
By the definition of ind, there exist then odd maps g1 : A1 → Rind(A1)\{0} and g2 : A2 → Rind(A2)\{0}.
Extend them to maps g̃1 and g̃2 defined on all of Hs/2(M)\{0} by the Tietze extension theorem. After
antisymmetrizing, we can assume that they are also antisymmetric, and they still coincide with the origi-
nal maps on A1 and A2.
The map (g̃1, g̃2) restricted to A := A1 ∪ A2 is then an odd map from A into Rind(A1)+ind(A2)\{0}, since
either g̃1 or g̃2 is always nonzero on A. This means that ind(A) ≤ ind(A1) + ind(A2), which concludes
the proof.

The family of sets to which the min-max procedure will be applied is

Fp = {A ⊂ Hs/2(M) : A is compact, symmetric, satisfies Hp(A) < ∞, and has ind(A) ≥ p+ 1} , (3.31)

where Hp denotes the Hausdorff measure of dimension p.
For fixed ε, the min-max value of the family Fp is defined as

cε,s(p, M) := inf
A∈Fp

sup
u∈A

Eε,s(u, M). (3.32)

Note that, defining T(u) := max{−1, min{u,+1}} the truncation of u between the values ±1, we have
that |T(u)|(x) ≤ 1 for all x ∈ M and Eε,s(T(u), M) ≤ Eε,s(u, M). Hence

cε,s(p, M) = inf
A∈Fp

sup
u∈A

Eε,s(u, M) = inf
A∈F̃p

sup
u∈A

Eε,s(u, M) ,

where
F̃p = {A ∈ Fp : |u| ≤ 1 for all u ∈ A}.

The min-max values just defined are attained by critical points of the Allen-Cahn equation, and satisfy
lower and upper bounds depending on p:

Theorem 3.19 (Existence of min-max solutions). Let (Mn, g) be a compact Riemannian manifold. Fix s0 ∈
(0, 1), and let s ∈ (s0, 1). Then, for every p ∈ N there exists εp > 0 such that, for all ε ∈ (0, εp), the min-max
values of (3.32) satisfy

C−1ps/n ≤ (1 − s)cε,s(p, M) ≤ Cps/n , for all ε ∈ (0, εp) , (3.33)

and moreover there exists uε,p ∈ Hs/2(M) critical point of Eε,s with Eε,s(uε,p, M) = cε,s(p, M) and Morse index
m(uε,p) ≤ p. Here C depends only on M and s0.

Remark 3.20. The min-max families employed also give lower bounds for the extended Morse index of
the uε,p, i.e. the Morse index plus the nullity of the second variation of the Allen-Cahn energy. We will
not use this in this work.
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Proof of Theorem 3.19. We explain the slight modifications needed with respect to [18]. The existence of a
critical point uε,p with energy cε,s follows from applying a min-max theorem to the functional E ε,s with
F̃p as the set of min-max families, exactly as in the proof of [18, Theorem 3.4]. The fact that uε,p has index
bounded by p comes from the fact that min-max critical points of families of the type (3.31) satisfy this
upper index bound; this is thanks to the Hausdorff measure condition Hp(A) < ∞, as described in [38],
which intuitively corresponds to considering sets A with at most p parameters in the min-max.
Finally, the upper and lower energy bounds in (3.33) follow the same strategy as in the proof of [18,
Theorem 3.2]. To be precise, in [18] we considered the family

Gp :=
{

A = f (Sp) : f ∈ C0(Sp; Hs/2(M)\{0}) and f (−x) = − f (x) ∀ x ∈ Sp
}

instead.
By the Borsuk–Ulam theorem, given A ∈ Gp (and assuming that the Hausdorff condition holds) then
A ∈ Fp as well. This inclusion was, in fact, the only property that was used to prove the lower bounds,
thus they hold for Fp as well.
On the other hand, the upper bounds were shown by constructing an explicit admissible set A = f (Sp) ∈
Gp all of whose elements have low energy. If the Hausdorff measure condition Hp(A) < ∞ holds, then
A ∈ Fp and thus the same set A works in our case. Unfortunately, the only reasonable way of showing
the measure condition is to see that f : Sp → Hs/2(M) \ 0 is Lipschitz, which is not true for the function
f considered in [18, Theorem 3.2] (in fact, it is only β-Holder continuous for an intermediate exponent
β ∈ (0, 1) in general). We now explain the construction. Essentially, via the exponential map and a finite
covering of our manifold with p small balls, in [18] the construction is reduced to the case M = Brp (0), the

Euclidean ball with radius rp = Cp−
1
n . Then, f is defined as the map which sends a = (a0, a1, . . . , ap) ∈ Sp

to the function ua ∈ Hs/2(M) \ {0} defined by ua(x) = sgn(Pa(xn)) with Pa(z) = a0 + a1z + . . . + apzp.
Therefore, ua is a characteristic function with values ±1 depending on the sign of Pa(xn), and it jumps at
most p times when xn coincides with a root of Pa with odd multiplicity. This shows that ua has BV norm
at most Cp · rn−1

p = Cp1/n, which by the interpolation result (3.19) shows that it has Hs/2 norm at most
C

1−sp
s/n as desired.

The only reason why this assignation f : Sp → Hs/2(M) \ {0} might not be Lipschitz is that, when chang-
ing a, two roots of Pa might approach each other. As an example, consider t ∈ (0, 1) and Pt(z) = z(z − t),
which has the roots 0 and t. Define the single-variable function ut(z) = sgn(Pt(z)) for z ∈ (−1, 1),
so that ut takes the value −1 on (−1, 0), +1 on (0, t), and −1 again on (t, 1). As t → 0, it is clear
that [ut]Hs/2(−1,1) → 0: for example, by applying (3.19) to ut + 1, we see that [ut]

2
Hs/2(−1,1) ≤ Ct1−s, or

[ut]Hs/2(−1,1) ≤ Ct
1−s

2 . On the other hand, as a function of t, t 7→ Ct
1−s

2 is not Lipschitz, and in general this
bound cannot be improved.

Going back to the case M = Brp , to solve this issue we regularise our functions in a simple way.
Consider a smooth, nondecreasing, odd function η such that η(x) = sgn(x) for |x| ≥ 1 and η(x) = 0
only at x = 0. Define ηδ(x) = η(x/δ), which as δ → 0 converges to sgn(x), and set ua,δ(x) = ηδ ◦ Pa(xn),
which is a smoothed out version of the function ua(x). Therefore, the BV norm of ua,δ is bounded in the
same way as for ua, since the function ua,δ(x) varies in total just as much (it is monotone where Pa is,
and there are at most (p− 1) values of xn where Pa(xn) changes monotonicity since it is a polynomial
of degree at most p). The interpolation result (3.19) then shows once again that [ua,δ]Hs/2(Brp )

≤ C
1−sp

s/n.

Moreover, since W(±1) = 0 and W(s) ≤ 1
4 for s ∈ [−1, 1], we see that

lim
δ→0

sup
a∈Sp

1
εs

ˆ
Brp

W(ua,δ) ≤
1

4εs lim
δ→0

sup
a∈Sp

∣∣{x : |Pa(x)| ≤ δ} ∩ Brp
∣∣ = 0 ,

where the last equality follows from the fact that the set of x ∈ Brp where the polynomial Pa(xn) (whose
vector of coefficients a has norm one) is close to zero has very small measure. This elementary fact is easy
to see, for example by a compactness+contradiction argument.
Then, by choosing (fixing) δ > 0 small enough depending on p and ε, we find that Eε,s(ua,δ,Brp ) ≤

C
1−sp

s/n. Moreover, by the definition of η we see that ua,δ is never the zero function, since neither is
Pa, and moreover u−a,δ = −ua,δ by oddness of η. Let f : Sp → Hs/2(M) \ 0, f (a) = ua,δ. To see
that A = f (Sp) is in Fp, it remains only to see that f is a Lipschitz function, since it will imply that
Hp(A) < ∞; with this, we will conclude the proof of the desired upper bounds in (3.33).
Now, letting g(a, x) := ua,δ(x), by smoothness in (a, x) we can bound ∥g∥C2 ≤ C(δ) for some constant
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C(δ), the value of which is not important. This shows that

[ua+h,δ − ua,δ]
2
Hs/2(M) =

¨
Brp×Brp

((ua+h,δ − ua,δ)(x)− (ua+h,δ − ua,δ)(y))2K(x, y)

=

¨
Brp×Brp

( ˆ |h|

0

∂

∂s
[ua+s h

|h| ,δ
(x)− ua+s h

|h| ,δ
(y)]ds

)2
K(x, y)

≤ |h|2
¨

Brp×Brp

sup
s
[

∂

∂s
ua+s h

|h| ,δ
(x)− ∂

∂s
ua+s h

|h| ,δ
(y)]2K(x, y)

≤ |h|2∥g∥C2

¨
Brp×Brp

|x − y|2K(x, y)

≤ |h|2C(δ) ,

which after taking square roots on both sides proves that a 7→ ua,δ is a Lipschitz map from Sp to
Hs/2(Brp ). This concludes the proof in the case M = Brp . As mentioned at the beginning, in gen-
eral one actually decomposes M as a union of p subsets which (passing to normal coordinates) are of this
type. The additional interactions between the respective subsets can simply be bounded directly by the
fractional perimeters of the subsets, including in the proof of the Lipschitz property above in the general
case.

We now consider the limit as ε → 0. Define the “nonlocal volume widths”

ls(p, M) := lim
ε→0

cε,s(p, M) . (3.34)

The existence of the limit in ε is obvious, as the Allen-Cahn energy of any function u is monotone
nondecreasing in ε, and hence so is the value of cε,s(p, M). Furthermore, by the lower and upper bounds
we know that

1
C
ps/n ≤ (1 − s)ls(p, M) ≤ Cps/n. (3.35)

In [18] it is proved that critical points of Eε,s with bounded Morse index converge, as ε → 0, to s-minimal
surfaces. A partial statement is the following:

Theorem 3.21 (Convergence as ε → 0, [18]). Fix s ∈ (0, 1). Let uε j be a sequence of solutions of (3.10) on M
with parameters ε j → 0 and Morse index at most m. Then, there exist a subsequence, still denoted by uε j , and a
nonlocal s-minimal surface Σ ⊂ M with Morse index at most m in the weak sense, such that

uε j
Hs/2

−−−→ u0 = χΣ − χΣc .

In particular ESob
ε,s (uε j , M) → Pers(Σ) = ESob

ε,s (u0, M). Moreover, EPot
ε,s (uε j , M) → 0 = EPot

ε,s (u0, M).
In addition, up to changing Σ in a set of measure zero, we have

Σ =
{

p ∈ M : lim inf
r↓0

|Σ∩Br(p)|
|Br(p)| = 1

}
, (3.36)

M \ Σ =
{

p ∈ M : lim sup
r↓0

|Σ∩Br(p)|
|Br(p)| = 0

}
, (3.37)

∂Σ =
{

p ∈ M : |Σ∩Br(p)|
|Br(p)| ∈ [c, 1 − c] ∀r ∈ (0, r◦)

}
. (3.38)

Finally, there is a universal constant s0 ∈ (0, 1) such that if s ∈ (s0, 1), then ∂Σ is a smooth hypersurface outside
from a set of dimension at most n − 5.

Combined with Theorem 3.19, this shows:

Corollary 3.22 (Attainability of nonlocal widths). Let (Mn, g) be a compact Riemannian manifold. For every
p ∈ N, there exists an s-minimal surface Σs,p ⊂ M such that Pers(Σs,p) = ls(p, M). Moreover, there is a universal
constant s0 ∈ (0, 1) such that if s ∈ (s0, 1), then ∂Σs,p is a smooth hypersurface outside from a set of dimension at
most n − 5.

This gives Theorem 1.1, with Pers(Σs,p) = ls(p, M).
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4 The Weyl Law

4.1 The Weyl Law with the distance kernel
4.1.1 The distance kernel

The Allen-Cahn energies and fractional perimeters that we have (canonically) defined on a manifold M
depend on a non-explicit kernel KM,s. Since the proof of the Weyl Law will be based on comparison be-
tween a manifold and its subdomains, as well as between such subdomains and Euclidean subdomains,
we make the technical choice of first proving the Weyl Law for a different (non-canonical) definition of
fractional perimeter and Allen-Cahn energy:

Let M be a closed Riemannian manifold or Rn, and let Ω be an open subset of M. Define the space
Hs/2,d(Ω) by setting

[u]2Hs/2,d(Ω) :=
¨

Ω×Ω
(u(p)− u(q))2 αn,s

distn+s
M (p, q)

dVp dVq , (4.1)

and define

Ed
ε,s(v, Ω) :=

1
4

¨
Ω×Ω

(v(p)− v(q))2 αn,s

distn+s
M (p, q)

dVpdVq + ε−s
ˆ

Ω
W(v) dx , (4.2)

where W(v) = 1
4 (1 − v2)2.

Likewise, define the min-max value

cd
ε,s(p, Ω) := inf

A∈F̃ d
p

sup
u∈A

Ed
ε,s(u, Ω) , (4.3)

where
F̃ d
p = {A ∈ F d

p : |u| ≤ 1 ∀u ∈ A} (4.4)

and

F d
p = {A ⊂ Hs/2,d(Ω) : A is compact, symmetric, satisfies Hp(A) < ∞, and has ind(A) ≥ p + 1} ,

and put
ld
s (p, Ω) := lim

ε→0
cd

ε,s(p, Ω) . (4.5)

The lower and upper bounds (3.35), which we have proved in Theorem 3.33, are immediately seen to also
hold for ld

s (p, Ω) with the same proof (since essentially the only property of the kernel Ks that they use is
its comparability with αn,s

distn+s
M (p,q)

). Therefore, given (s0 ∈ (0, 1), for s ∈ (s0, 1) we have that

1
C

ps/n ≤ (1 − s)ld
s (p, Ω) ≤ Cps/n (4.6)

with C = C(s0, Ω).

We will first show a Weyl Law in this setting:

Proposition 4.1. Let (M, g) be a closed manifold of dimension n. There exists a universal τ(n, s) > 0 such that

lim
p→∞

p−
s
n ld

s (p, M) = τ(n, s)vol(M, g)
n−s

n . (4.7)

We will afterwards show that this implies the Weyl Law with the canonical kernel KM,s of (1.2), and in
fact with the same constant τ(n, s). This is reflective of the “homogenisation” property which is behind
the Weyl Law in the first place.
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4.1.2 Euclidean domain case

The Weyl Law (4.7) will be proved first for Euclidean domains with piecewise smooth boundary, adapting
the reasoning in [39] to our case. As mentioned before, if Ω is such a domain, the Allen-Cahn energy will
be defined using (4.2) with the ambient Euclidean kernel αn,s

|x−y|n+s .
The main tool is the so-called Lusternik-Schnirelman inequality, which compares the min-max quantities
of domains with those for their subdomains:

Lemma 4.2. (Lusternik-Schnirelman inequality). Let Ω, {Ωi}N
i=1 and {Ω∗

i }
N
i=1 be bounded open subsets in Rn

with piecewise smooth boundaries such that

1. |Ω| = |Ωi| = 1 for i = 1, ..., N

2. Ω∗
i is similar to Ωi for i = 1, ..., N

3. {Ω∗
i } are pairwise disjoint subsets of Ω

Then

p−
s
n ld

s (p, Ω) ≥
N

∑
i=1

|Ω∗
i |p

− s
n

i ld
s (pi, Ωi)−

c
pV

, (4.8)

where pi = ⌊p|Ω∗
i |⌋, V = min{|Ω∗

i |} and c = maxi γ(Ωi). Here γ(Ωi) is a bound for q−s/nld
s (q, Ωi) indepen-

dent of q (which exists by (4.6)).

Proof. For simplicity, we will write cd
ε (p, Ω) and ld(p, Ω) instead of cd

ε,s(p, Ω) and ld
s (p, Ω) during the

proof, and likewise for other instances of this notation such as for Ed
ε (u, Ω) instead of Ed

ε,s(u, Ω). We shall
use both notations interchangeably also in other proofs as long as there is no possible confusion.

The proof consists of two steps.

Step 1. We prove that

cd
ε (p, Ω) ≥

N

∑
i=1

cd
ε (pi, Ω∗

i ) , (4.9)

i.e. that cε is superadditive in a certain sense.
Fix A ∈ Fp. Choose some small room δ that will be made to go to zero, and define Ai := {u ∈ A :
Ed

ε (u, Ω∗
i ) ≤ cd

ε (pi, Ω∗
i )− δ}. By definition of cd

ε (pi, Ω∗
i ) as the min-max value among sets in Fpi (Ω

∗
i ), the

set Ai does not belong to Fpi (Ω
∗
i ), which shows that ind(Ai) ≤ pi.

What we need to see to show 4.9 is precisely that there exists some u ∈ A \ ∪N
i=1 Ai: Then,

sup
v∈A

Ed
ε (v, Ω) ≥ Ed

ε (u, Ω) ≥
N

∑
i=1

Ed
ε (u, Ω∗

i ) >
N

∑
i=1

cd
ε (pi, Ω∗

i )− Nδ ,

which sending δ to 0 and taking infima among all A ∈ Fp gives cd
ε,s(p, Ω) ≥ ∑N

i=1 cd
ε (pi, Ω∗

i ).
To see that A \ ∪N

i=1 Ai ̸= ∅, observe that by Lemma 3.18

ind(∪N
i=1 Ai) ≤

N

∑
i=1

ind(Ai) ≤
N

∑
i=1

pi ≤ p ,

but on the other hand ind(A) ≥ p+ 1 by definition since A ∈ Fp.

Step 2. From (4.9), we get

p−
s
n cd

ε (p, Ω) ≥
N

∑
i=1

p−
s
n cd

ε (pi, Ω∗
i )

=
N

∑
i=1

p−
s
n |Ω∗

i |
n−s

n cd
ε/|Ω∗

i |1/n (pi, Ωi).

We have used that Ωi is isometric to |Ω∗
i |
− 1

n Ω∗
i together with the scaling of the Allen-Cahn energy (4.2)

under dilations.
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Next, we multiply and divide by p
− s

n
i inside each term in the sum, and then use pi

p|Ω∗
i |

≥ 1 − 1
p|Ω∗

i |
≥

(1 − 1
p|Ω∗

i |
)

n
s which comes from pi = ⌊p|Ω∗

i |⌋ ≥ p|Ω∗
i | − 1:

p−
s
n cd

ε (p, Ω) ≥
N

∑
i=1

p−
s
n |Ω∗

i |
n−s

n cd
ε/|Ω∗

i |1/n (pi, Ωi)

=
N

∑
i=1

|Ω∗
i |(

pi
p|Ω∗

i |
)

s
n p

− s
n

i cd
ε/|Ω∗

i |1/n (pi, Ωi)

≥
N

∑
i=1

|Ω∗
i |(1 −

1
p|Ω∗

i |
)p

− s
n

i cd
ε/|Ω∗

i |1/n (pi, Ωi).

Now, we let ε → 0 and use that ∑N
i=1 |Ω∗

i | ≤ |Ω| = 1 to find that

p−
s
n ld(p, Ω) ≥

N

∑
i=1

|Ω∗
i |p

− s
n

i ld(pi, Ωi)−
maxj γ(Ωj)

pV
,

which concludes the proof.

Set l̃d
s (p, Ω) := p−

s
n ld

s (p, Ω). We will first prove the Weyl Law for Euclidean cubes, which amounts to
showing

Proposition 4.3. For the unit cube C in Rn, lim infp→∞ l̃d
s (p, C) = lim supp→∞ l̃d

s (p, C).

Once we prove this proposition, we will be able to designate the universal constant τ(n, s) that will
appear in the Weyl Law of an arbitrary manifold. Indeed, if Theorem 1.2 holds then Proposition 4.3
implies that the constant needs to be τ(n, s) := limp l̃d

s (p, C).

Proof of Proposition 4.3. Choose sequences {pk} and {qj} giving the values of the limsup and the liminf of
l̃d
s (p, C), respectively.

Fix k, and for all j large enough define δj =
pk
qj

< 1. We will use the L-S inequality with qj on the left
side and pk on the right side, together with the similarity between a cube and its subcubes, to prove that
liminf≥limsup. This will conclude the proof.

Let Nj be the maximal number of cubes C∗
i of volume δj contained in C and with pairwise disjoint

interiors. From the definition of δj, ⌊qj|C∗
i |⌋ = qj|C∗

i | = pk. Lemma 4.2 then gives

l̃d
s (qj, C) ≥

Nj

∑
i=1

|C∗
i |l̃

d
s (pk, C)− γ(C)

qjδj
= Njδj l̃d

s (pk, C)− γ(C)
pk

. (4.10)

Since Njδj tends to the volume of C by definition of Nj, letting j → ∞ we get that

lim inf
p

l̃d
s (p, C) ≥ l̃d

s (pk, C)− γ(C)
pk

.

Sending now k to infinity, we arrive at

lim inf
p

l̃d
s (p, C) ≥ lim sup

p
l̃d
s (p, C).

Next, we will consider an arbitrary Lipschitz domain Ω with piecewise smooth boundary (assumed
to be of volume 1, after scaling) and show that limp l̃d

s (p, Ω) exists and is equal to τ(n, s) = limp l̃d
s (p, C):

Proposition 4.4 (Weyl Law for Euclidean domains). Let Ω ⊂ Rn be a Lipschitz domain with piecewise smooth
boundary. Then

lim
p

l̃d
s (p, Ω) = τ(n, s)vol(Ω)

n−s
n , (4.11)

where τ(n, s) = limp l̃d
s (p, C) > 0 is a universal constant depending only on n and s.
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Proof. By scaling, we can assume that vol(Ω) = 1.

Step 1. We prove that lim infp→∞ l̃d
s (p, Ω) ≥ τ(n, s).

Fix δ > 0. We can find a family of N similar cubes C∗
i with volume δi inside Ω with pairwise disjoint

interiors and with total volume ∑N
i=1 |C∗

i | ≥ (1 − δ). Applying Lemma 4.2,

l̃(p, Ω) ≥
N

∑
i=1

|C∗
i |l̃(⌊pδi⌋, C)− γ(c)

pmini δi
. (4.12)

Taking lim inf on both sides, we find for every δ > 0 that

lim inf
p

l̃(p, Ω) ≥ (1 − δ) lim inf
p

l̃(p, C) = (1 − δ)τ(n, s) ,

which gives the conclusion after letting δ → 0.

Step 2. lim supp→∞ l̃d
s (p, Ω) ≤ τ(n, s).

We will need the following simple result, corresponding to Lemma 3.5 in [39]:

Claim. We can find a family {Ωi}i∈N of subsets of C with disjoint interiors, all of them similar to Ω,
such that given ε > 0 there exists N ∈ N such that ∑N

i=1 vol(Ωi) ≥ 1 − ε.

Proof of the Claim: Let Ω1 be similar to Ω and contained in C, and write v = vol(Ω1). Using the reasoning
and notation in [39], define R1 to be the closure of C \ Ω1. We can find disjoint cubes {Ci,1}Q1

i=1 contained

in R1 and such that ∑Q1
i=1 vol(Ci,1) ≥ vol(R1)/2. Now, for each i = 1, ..., Q1, we know that there exists a

region Ωi,1 ⊂ Ci,1 similar to Ω and with volume vvol(Ci,1), by correspondence with the case of Ω1 and
C. Let Ω2 = ∪1≤i≤Q1 Ωi,1.
The next step is to define R2 = C \ (Ω1 ∪ Ω2). Once again, we can find disjoint cubes {Ci,2}Q2

i=1 contained

in R2 and such that ∑Q2
i=1 vol(Ci,2) ≥ vol(R2)/2, and regions Ωi,2 ⊂ Ci,2 for each i = 1, ..., Q2 with volume

vvol(Ci,2). We can now define Ω3 = ∪1≤i≤Q2 Ωi,2, and repeat the procedure inductively.

We claim that for every ε > 0 there exists an N ∈ N such that ∑N
i=1 vol(Ωi) ≥ 1 − ε. Indeed,

by construction, ∑n
i=1 vol(Ωi) ≥ ∑n−1

i=1 vol(Ωi) + v(1 − ∑n−1
i=1 vol(Ωi))/2 = ∑n−1

i=1 vol(Ωi)(1 − v/2) + v/2.
This shows that ∑n

i=1 vol(Ωi) ≥ v/2 ∑n
i=1(1 − v/2)i, and the right side goes to 1 as n → ∞.

We proceed with the proof of Step 2. Consider the {Ωi}i∈N from the claim above. Given ε > 0, select
N ∈ N such that ∑N

i=1 vol(Ωi) ≥ 1 − ε. Moreover, given δ > 0, let {Cj}Nδ

j=1 be a maximal collection of
Nδ cubes contained in C with volume δ and pairwise disjoint interiors; in particular, δNδ → 1 as δ → 0.
For each Cj, by correspondence with the case of C we can find regions {Ωi,j}N

i=1 inside Cj with pairwise
disjoint interiors, similar to Ω and such that |Ωi,j| = δ|Ωi|.
The Lusternik-Schinerlman inequality of Lemma 4.2 tells us then that, given p ∈ N and pi = ⌊p|Ωi,j|⌋ =
⌊pδ|Ωi|⌋, we have

l̃d(p, C) ≥
Nδ

∑
j=1

N

∑
i=1

|Ωi,j|l̃d(pi, Ω)− γ(Ω)

pδv

= Nδ

N

∑
i=1

δ|Ωi|l̃d(pi, Ω)− γ(Ω)

pδv
.

Let q ∈ N; selecting δ(p) = q
p|Ω1| , we have that pi = ⌊q |Ωi |

|Ω1| ⌋, and in particular p1 = q. Therefore,

l̃d(p, C) ≥ δ(p)Nδ(p)

[
|Ω1|l̃d(q, Ω) +

N

∑
i=2

|Ωi|l̃d(
⌊
q
|Ωi|
|Ω1|

⌋
, Ω)

]
− |Ω1|γ(Ω)

qδv
. (4.13)

Taking the limit in p, since δ(p)Nδ(p) → 1 we get that

τ(n, s) ≥
[
|Ω1|l̃d(q, Ω) +

N

∑
i=2

|Ωi|l̃d(
⌊
q
|Ωi|
|Ω1|

⌋
, Ω)

]
− |Ω1|γ(Ω)

qδv
.
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Choosing now q = qk such that limk→∞ l̃qk (Ω) = lim supp→∞ l̃p(Ω) and taking lim infk in the inequality,
we get that

τ(n, s) ≥
[
|Ω1| lim sup

p→∞
l̃d(p, Ω) + lim inf

p→∞
l̃d(p, Ω)

N

∑
i=2

|Ωi|
]

≥
[
|Ω1| lim sup

p→∞
l̃d(p, Ω) + lim inf

p→∞
l̃d(p, Ω)(1 − |Ω1| − ε)

]
.

Finally, using Step 1 which stated that lim infp→∞ l̃d(p, Ω) ≥ τ(n, s) we find that

(|Ω1|+ ε)τ(n, s) ≥ |Ω1| lim sup
p→∞

l̃d(p, Ω) ,

which finishes the proof after letting ε → 0.

4.1.3 Closed manifold case

Let (M, g) be a closed manifold. We will use the Weyl Law for Euclidean domains that we just proved to
show the Weyl Law for closed manifolds, following as before the strategy in [39]. For that, we will need
to be able to compare min-max energies on a domain of a closed manifold with min-max energies on a
Euclidean domain, for which the next simple lemma will prove useful.

Lemma 4.5. Let (M1, g1) and (M2, g2) be Riemannian manifolds, and let Ω1 ⊂ M1 and Ω2 ⊂ M2 be sub-
domains with piecewise C1 boundary. Let F : Ω1 → Ω2 be a (1 + δ)-biLipschitz diffeomorphism, meaning that
max{Lip(F), Lip(F−1)} ≤ (1 + δ). Then, if u ∈ Hs/2,d(Ω2), it holds that u ◦ F ∈ Hs/2,d(Ω1) and

Ed
ε,s(u ◦ F, Ω1) ≤ (1 + δ)3n+sEd

ε,s(u, Ω2) .

The Lipschitz constant Lip(F) of F is computed using the ambient Riemannian distances of M1 and M2.

Proof. By definition distM2 (F(p), F(q)) ≤ Lip(F)distM1 (p, q). Moreover, letting JF−1 denote the Jacobian
of the map F−1, we have the bound

|JF−1|(p) ≤ ∥DF−1∥n
∞ ≤ Lip(F−1)n .

Then, changing variables with F and using the facts above, we can compute

Ed
ε,s(u ◦ F, Ω1) =

1
4

¨
Ω1×Ω1

dp dq (u ◦ F(p)− u ◦ F(q))2distM1 (p, q)−(n+s)

+
1
εs

ˆ
Ω1

dp W(u ◦ F(p))

≤ Lip(F)n+s

4

¨
Ω1×Ω1

dp dq (u ◦ F(p)− u ◦ F(q))2distM2 (F(p), F(q))−(n+s)

+
1
εs

ˆ
Ω1

dp W(u ◦ F)

=
Lip(F)n+s

4

¨
Ω2×Ω2

dp dq (u(p)− u(q))2distM2 (p, q)−(n+s)|JF−1(p)||JF−1(q)|

+
1
εs

ˆ
Ω2

dp W(u(p))|JF−1(p)|

≤ {Lip(F)n+s∥DF−1∥2n
∞ , ∥DF−1∥n

∞}Eε(u, Ω2)

≤ (1 + δ)3n+sEd
ε,s(u, Ω2) ,

which concludes the proof.

Now we prove one of the two comparisons needed to show Proposition 4.1. This is, in fact, the simpler
one out of the two.

Proposition 4.6. lim infp l̃d
s (p, M) ≥ τ(n, s)vol(M, g)

n−s
n .
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Proof. Without loss of generality we can assume (by scaling) that vol(M, g) = 1. Let δ > 0, and select
disjoint geodesic balls Bi inside M of radius ri ≤ r̄ very small such that ∑ vol(Bi) ≥ vol(M)/(1 + δ) =
1/(1 + δ). We know that cd

ε (p, M) ≥ ∑ cd
ε (pi, Bi) with pi = ⌊pvol(Bi)⌋, by Step 1 in the proof of Lemma

4.2. Consider now normal coordinates centered at the centers of the Bi, with associated diffeomorphisms
Fi : Bi → Bi going from Euclidean balls Bi to the geodesic balls Bi. Then, thanks to the compactness of
M we have that

1 − δ(r̄) ≤ Lip(Fi) ≤ 1 + δ(r̄) ,

where δ(r̄) → 0 as r̄ → 0. Then Lemma 4.5 immediately gives (after taking min-max values) that,
denoting by B the Euclidean ball of volume 1,

cd
ε (pi, Bi) ≥ (1 + δ(r̄))−(3n+s)cd

ε (pi,Bi) = (1 + δ(r̄))−(3n+s)|Bi|
n−s

n c
ε|Bi |−

1
n

1 + δ(r̄)d(pi,B) ,

thus
cd

ε (p, M) ≥ ∑
i

cd
ε (pi, Bi) ≥ (1 + δ(r̄))−(3n+s) ∑

i
|Bi|

n−s
n cd

ε|Bi |−
1
n
(pi,B) .

Multiplying by p−s/n and manipulating a bit as in the proof of Lemma 4.2,

p−
s
n cd

ε (p, M) ≥ (1 + δ(r̄))−(3n+s) ∑
i
p−

s
n |Bi|

n−s
n cd

ε|Bi |−
1
n
(pi,B)

= (1 + δ(r̄))−(3n+s) ∑
i
|Bi|(

pi
p|Bi|

)
s
n p−s/n

i cd
ε|Bi |−

1
n
(pi,B)

≥ (1 + δ(r̄))−(3n+s) ∑
i
|Bi|(

|Bi|
|Bi|

− 1
p|Bi|

)
s
n p−s/n

i cd
ε|Bi |−

1
n
(pi,B) .

Letting ε → 0, we arrive at

l̃d
s (p, M) ≥ (1 + δ(r̄))−(3n+s) ∑

i
|Bi|(

|Bi|
|Bi|

− 1
p|Bi|

)
s
n l̃d

s (pi,B) . (4.14)

Taking then lim inf in p on both sides, and using the Weyl Law for the Euclidean domain B (which is a
ball with volume 1), we get that

lim inf
p

l̃d
s (p, M) ≥ (1 + δ(r̄))−(3n+s) ∑

i
|Bi|(

|Bi|
|Bi|

)
s
n τ(n, s)

Using that Lip(F−1
i ) ≤ 1 + δ(r̄) and ∑i |Bi| ≥ 1/(1 + δ), we find that

lim inf
p

l̃d
s (p, M) ≥ (1 + δ(r̄))−(3n+s)(1 + δ(r̄))−s ∑

i
|Bi|τ(n, s)

≥ (1 + δ(r̄))−(3n+2s)(1 + δ)−1τ(n, s) .

Letting δ → 0 and r̄ → 0, we conclude the result.

We now prove the opposite inequality:

Proposition 4.7. lim supp l̃d
s (p, M) ≤ τ(n, s)vol(M, g)

n−s
n .

We will need the following auxiliary result.

Lemma 4.8. Let N be a compact manifold, possibly with boundary. There exists a decomposition {Ci}i of N into
connected Lipschitz sets such that the Ci intersect only at the boundaries and for each i there exists a (1 + δ)-
biLipschitz equivalence Fi : Ci → Ci which maps Ci to a Euclidean domain Ci ⊂ Rn. More precisely, the Fi are
given by the restriction of geodesic normal coordinate maps to the Ci.

Proof of the lemma. This simple result is proved in [39]. One first covers N with small metric balls (possibly
centered at boundary pòints) Br/2(p1), ..., Br/2(pd). One then constructs the Ci as follows: Put C̃1 =

Br(p1), and inductively set C̃k+1 = Brk+1 (pk+1) \ ∪k
i=1C̃k, where rk+1 ∈ [r/2, r] is selected so that ∂Brk+1

intersects the boundaries of C̃1, ..., C̃k transversally. Finally, one defines the collection {Ci}i by considering
the connected components of the C̃i. If r is small enough, the normal coordinate maps of the balls
Br(p1), ..., Br(pd) are biLipschitz equivalences with constants close to 1, thus their restrictions to the Ci act
as the Fi we are looking for.
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Proof of Proposition 4.7. The proof is split into four steps.

Step 1. We consider a decomposition {Ci}i of M as in the Lemma, with associated (1 + δ)-biLipschitz
equivalences Fi : Ci → Ci ⊂ Rn. By translating the Ci if necessary, we can assume that they are pairwise
disjoint; this gives rise to a Euclidean domain Ω̃ =

⋃ Ci ⊂ Rn. Construct then the connected Euclidean
domain Ω =

⋃
i Ci ∪

⋃
j Tj, where the Tj are small tubes connecting the Ci and with total volume less than

δvol(M), so that

vol(Ω) ≤ vol(Ω̃) + δvol(M)

= ∑
i

vol(Ci) + δvol(M)

≤ (1 + δ)n ∑
i

vol(Ci) + δvol(M)

≤ (1 + 2δ)nvol(M). (4.15)

To prove the Proposition, given an admissible set A in F̃ d
p(Ω) we need to construct an admissible set A′

in F̃ d
p(M) with energy not surpassing that of A by much. We just need an equivariant assignation from

functions on Ω to functions on M which doesn’t increase energy by more than a little.
Let, then, u ∈ Hs/2,d(Ω) with |u| ≤ 1; it suffices to consider functions with absolute value at most one by
(4.3)-(4.5). Thanks to our functional setting, we can obtain our desired function U on Hs/2,d(M) simply
by composition: Given i, define the function U

∣∣
Ci

on Ci by U
∣∣
Ci

= u ◦ Fi . Since M = ∪iCi and the

Ci intersect only on a set of zero Lebesgue measure, we get a well-defined function U ∈ L2(M). Let
f : Hs/2,d(Ω) → Hs/2,d(M) be defined by f (u) := U. Then, given A ∈ F̃ d

p(Ω), we set A′ = f (A). All
of the properties in (3.31) are easily seen to be satisfied by A′ if they are by A, with the exception the
Hausdorff measure condition in (3.31). In fact, one needs to actually argue by a regularisation as in the
proof of Theorem 3.19, using a cutoff depending on the distance to the boundaries of the Ci; we postpone
this construction to the last step of the proof.

Step 2. Our job now is to compare the energy of U with the energy of u. First, we bound the
contributions of the interactions between different pieces, using that |U| ≤ 1:

Ed
ε (U, M) = ∑

i
Ed

ε (U, Ci) + ∑
i ̸=j

¨
Ci×Cj

(U(p)− U(q))2distM(p, q)−(n+s) dp dq

≤ ∑
i
Ed

ε (U, Ci) + ∑
i ̸=j

¨
Ci×Cj

4distM(p, q)−(n+s) dp dq

≤ ∑
i
Ed

ε (U, Ci) + ∑
i ̸=j

¨
Ci×(M\Ci)

4distM(p, q)−(n+s) dp dq

= ∑
i
Ed

ε (U, Ci) + c ∑
i,j

Perd
s (Ci) .

Here the fractional perimeter Perd
s is of course understood as being defined with αn,s

distn+s
M

as the associated

kernel. Since the Ci are Lipschitz domains, which in particular have bounded classical perimeter, we have
that

Perd
s (Ci) ≤

C
1 − s

Per(Ci)
s < ∞ , (4.16)

see (3.21).
Now, by Lemma 4.5 we can bound Ed

ε (U, Ci) ≤ (1 + δ)3n+sEd
ε (u, Ci). Substituting, we obtain that

Ed
ε (U, M) ≤ (1 + δ)3n+s ∑

i
Ed

ε (u, Ci) + c ∑
i,j

Perd
s (Ci)

≤ (1 + δ)3n+sEd
ε (u, Ω) + c ∑

i,j
Perd

s (Ci) . (4.17)

In particular, this shows that U ∈ Hs/2,d(M).
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Step 3. Let p ∈ N. Taking min-max values in (4.17), letting ε → 0, and dividing by ps/n, we arrive at

l̃d
s (p, M) ≤ (1 + δ)3n+s l̃d

s (p, Ω) +
c

ps/n ∑
i,j

Perd
s (Ci) . (4.18)

Taking lim sup in p on both sides, using the Weyl Law of Proposition (4.4) for the Euclidean domain Ω,
and using (4.15), we get that

lim sup
p

l̃d
s (p, M) ≤ (1 + δ)3n+sτ(n, s)vol(Ω)

n−s
n ≤ (1 + δ)3n+s(1 + 2δ)n−sτ(n, s)vol(M, g)

n−s
n .

We conclude by letting δ → 0.

Step 4. We deal with the Hausdorff measure issue from Step 1.
In Step 1, given A ∈ F̃ d

p(Ω), we constructed A′ ⊂ Hs/2(M) \ {0} with energy not surpassing that of A by
much (in the sense that every U ∈ A′ is obtained from some u ∈ A by U

∣∣
Ci

= u ◦ Fi, and the bound (4.17)

holds). On the other hand, we explained that f : Hs/2,d(Ω) → Hs/2,d(M) defined by f (u) := U may not
necessarily be a Lipschitz map; in case it were, it would imply that A′ ∈ F̃ d

p(M) and we would conclude
the proof.
Fix A ∈ F̃ d

p(Ω). We want to regularise the map f (restricted to A) by a very close equivariant map
fδ : A → Hs/2(M) \ {0} which is moreover Lipschitz, which will allows us to conclude the result. Let
ξ : [0,+∞) → [0, 1] be a smooth, increasing function such that ξ(0) = 0 and ξ(x) = 1 for x ≥ 1. Let δ > 0,
which we will choose later depending on A, and set

ξδ(t) = ξ(t/δ)

and ηδ(p) = ξδ ◦ dist(p,∪i∂Ci)). The assignation fδ(u) = Uδ := ηδU is still equivariant, and it is never
zero if u isn’t. Define A′

δ = fδ(A).
We now compute:

[Uδ]Hs/2(M) = ∑
i,j

¨
Ci×Cj

(Uδ(p)− Uδ(q))2distM(p, q)−(n+s) dp dq

= ∑
i

¨
Ci×Ci

((ηδU)(p)− (ηδU)(q))2distM(p, q)−(n+s) dp dq + ∑
i ̸=j

¨
Ci×Cj

((ηδU)(p)− (ηδU)(q))2distM(p, q)−(n+s) dp dq

≤ 2 ∑
i

¨
Ci×Ci

η2
δ (p)(U(p)− U(q))2distM(p, q)−(n+s) dp dq

+ 2 ∑
i

¨
Ci×Ci

U(p)2(ηδ(p)− ηδ(q))2distM(p, q)−(n+s) dp dq

+ 4 ∑
i

¨
Ci×(M\Ci)

η2
δ (p)U2(p)distM(p, q)−(n+s) dp dq .

Using that ηδ ≤ 1 and |ηδ(p)− ηδ(q)| ≤ C(δ)distM(p, q), together with (4.20) we can bound

2 ∑
i

¨
Ci×Ci

η2
δ (p)(U(p)− U(q))2distM(p, q)−(n+s) dp dq + 2 ∑

i

¨
Ci×Ci

U(p)2(ηδ(p)− ηδ(q))2distM(p, q)−(n+s) dp dq ≤

≤ 2 ∑
i

¨
Ci×Ci

(U(p)− U(q))2distM(p, q)−(n+s) dp dq + C(δ)∑
i

¨
Ci×Ci

U(p)2distM(p, q)−(n+s−2) dp dq

≤ 2 ∑
i

¨
Ci×Ci

(U(p)− U(q))2distM(p, q)−(n+s) dp dq + C(δ)∑
i

ˆ
Ci

U(p)2 dp

≤ C(δ)∑
i
∥U∥2

Hs/2(Ci)

≤ C(δ)∑
i
∥u∥2

Hs/2(Ci)
.
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We now bound the outer interaction term, using (4.20) and the fact that ηδ(p) ≤ C(δ)distM(p, ∂Ci):

∑
i

¨
Ci×(M\Ci)

η2
δ (p)U2(p)distM(p, q)−(n+s) dp dq ≤ C

¨
Ci×(M\Ci)

η2
δ (p)U2(p)distM(p, q)−(n+s) dp dq

≤ C ∑
i

ˆ
Ci

η2
δ (p)U2(p)distM(p, ∂Ci)

−s

≤ C(δ)∑
i

ˆ
Ci

U2(p)distM(p, ∂Ci)
2−s

≤ C(δ)∑
i

ˆ
Ci

U2(p)

≤ C(δ)∑
i
∥U∥2

Hs/2(Ci)

≤ C(δ)∑
i
∥u∥2

Hs/2(Ci)
.

In other words, we have found that ∥Uδ∥2
Hs/2(M)

= ∥Uδ∥2
L2(M)

+ [Uδ]
2
Hs/2(M)

≤ C(δ)∑i ∥u∥2
Hs/2(Ci)

. Ap-
plying this to u1 − u2 instead, we conclude that our assignation fδ(u) = Uδ is Lipschitz. This shows that
Hn−1(A′

δ) ≤ C(δ)Hn−1(A) < ∞ and therefore A′
δ ∈ Fp.

We will now show that for δ > 0 small enough depending on A, we have that

supu∈A|Ed
ε (U, M)− Ed

ε (Uδ, M)| ≤ C (4.19)

for some constant C depending only on the Ci ⊂ M (but not on A). For that, we will separately show that

∥Uδ − U∥Hs/2(M) ≤ C

and
sup
u∈A

|EPot
ε (Uδ, M)− EPot

ε (U, M)| ≤ C

for δ > 0 small enough (in fact, the second error can be made to go to zero).
Let V = U − Uδ = (1 − ηδ)U. The computations above with V in place of Uδ give that

[V]Hs/2(M) ≤ 2 ∑
i

¨
Ci×Ci

(1 − η)2(p)(U(p)− U(q))2distM(p, q)−(n+s) dp dq

+ 2 ∑
i

¨
Ci×Ci

U(p)2(η(p)− η(q))2distM(p, q)−(n+s) dp dq

+ 4 ∑
i

¨
Ci×(M\Ci)

(1 − η)2(p)U2(p)distM(p, q)−(n+s) dp dq .

Since |U| ≤ 1, we can just bound the last term by a uniform constant C depending on the fractional
perimeters of the Ci. Moreover, using (3.23) and the fact that ∥ηδ∥BV(M) is uniformly bounded indepen-
dently of δ (which is clear from its definition) we can bound the second term:

∑
i

¨
Ci×Ci

U(p)2(ηδ(p)− ηδ(q))2distM(p, q)−(n+s) dp dq ≤ C
¨

M×M
(ηδ(p)− ηδ(q))2distM(p, q)−(n+s) dp dq

≤ C .

Furthermore, from the definition of ηδ we can bound

∥U∥L2(M) = ∑
i

¨
Ci

(1 − ηδ)
2(p)U(p)2 dp

≤ ∑
i

ˆ
Ci∩{p:dist(p,∂Ci)≤δ}

U(p)2 dp

and

∑
i

¨
Ci×Ci

(1 − ηδ)
2(p)(U(p)− U(q))2distM(p, q)−(n+s) dp dq ≤

≤ ∑
i

¨
(Ci∩{p:dist(p,∂Ci)≤δ})×Ci

(U(p)− U(q))2distM(p, q)−(n+s) dp dq ,
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both of which go uniformly to zero as δ → 0 thanks to the equi-integrability of the u in A (which follows
immediately from the compactness property of A, or more precisely the equivalent property of being a
totally bounded set of functions). Putting everything together, we see that

∥Uδ − U∥Hs/2(M) = ∥V∥Hs/2(M) ≤ C

for δ = δ(A) small enough.
Finally, regarding the difference in potential energies, we can write

EPot
ε (Uδ, M) =

1
εs

ˆ
M

W(Uδ(p)) dp

=
1
εs

ˆ
M

W(ηδ(p)U(p)) dp ,

so that (since |U|, |Uδ|, |ηδ| ≤ 1)

|EPot
ε (Uδ, M)− EPot

ε (U, M)| ≤ C
εs |{p : Uδ(p) ̸= U(p)}|

=
C
εs |{p : dist(p,∪i∂Ci) ≤ δ}|

≤ C

for δ small enough depending on ε.

With this, we end the proof of (4.19). Using the Aδ instead of A in Steps 1–3, the only difference being
that we need to consider an additional constant error term on the RHS of (4.17) (and which immediately
gets killed after (4.18) since it gets divided by ps/n before letting p → ∞), we finish the proof of Proposition
4.7.

We can now conclude:

Proof of Proposition 4.1. It follows from the combination of Propositions 4.6 and 4.7.

4.2 Equivalence with the canonical Sobolev kernel – Proof of Theorem 1.2

In this subsection we show that using the canonical kernel KM,s(p, q) for the Sobolev energy Hs/2(M)
we obtain exactly the same nonlocal Weyl Law. We use the same notation as in the previous sections, so
that ls(p, M) denotes the limit in (3.34) and which uses the kernel KM,s(p, q) in the definition (3.9) of the
Allen-Cahn energy, and likewise for ld

s (p, M) and the associated kernel αn,s

distn+s
M (p,q)

.

We will need two preliminary results.

Proposition 4.9. Let M be a closed manifold, and let s0 ∈ (0, 1). Then, there exists C = C(M, s0) such that if
s ∈ (s0, 1), then ∣∣∣KM,s(p, q)− αn,s

distM(p, q)n+s

∣∣∣ ≤ C(M, s0)

distM(p, q)n+s−1 .

In other words, the difference between the kernels in the left hand side is of lower order.

Proof. As stated in Remark 3.6, there is R0 > 0 depending on M such that the assumptions FAℓ(M, g, R0, p, φp)
are satisfied at every p ∈ M, with φp given by the restriction of the exponential map centered at p to
BR0 (0).
Let then p and q be such that distM(p, q) ≤ R0/4. We will apply Proposition 3.9 with x = 0 = φ−1

p (p),
so that A(x) = Id since the metric in normal coordinates is Euclidean at the origin. Letting y = φ−1(q),
(3.14) then gives that ∣∣∣K(p, q)− αn,s

|x − y|n+s

∣∣∣ ≤ R−1
0

C(n, s)
|x − y|n+s−1 ,

where C(n, s) is uniform for s ∈ (s0, 1).
Since distM(p, q) = |x − y| thanks to having chosen normal coordinates centered at p, we deduce that∣∣∣K(p, q)− αn,s

distM(p, q)n+s

∣∣∣ ≤ C(M, s0)

distM(p, q)n+s−1 .
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Consider now p and q such that distM(p, q) ≥ R0/4 instead. The bound

αn,s

distM(p, q)n+s ≤ C(n, s0)
R0/4

distM(p, q)n+s−1 =
C(M, s0)

distM(p, q)n+s−1

is then immediate. Moreover, applying (3.16) with α = 0 and R = R0/4 we can bound

K(p, q) ≤ C(n, s0)

(R0/4)n+s = C(M, s0) .

Since distM(p, q) ≤ diam(M) < ∞, we can then deduce that∣∣∣K(p, q)− αn,s

distM(p, q)n+s

∣∣∣ ≤ K(p, q) +
αn,s

distM(p, q)n+s

≤ C(M, s0) +
C(M, s0)

distM(p, q)n+s−1

≤ C(M, s0)

distM(p, q)n+s−1 .

Combining the results for distM(p, q) ≤ R0/4 and distM(p, q) ≥ R0/4, we reach the desired conclusion.

Lemma 4.10. The function spaces Hs/2(M) and Hs/2,d(M) coincide, and the associated fractional Sobolev norms
are equivalent. Moreover, if s0 ∈ (0, 1) and s ∈ (s0, 1), given δ > 0 we can bound

|Eε,s(u, M)− Ed
ε,s(u, M)| ≤ C(M, s0)

[
C(δ)∥u∥2

L∞(M) + δEd
ε,s(u, M)

]
for all u ∈ Hs/2(M) ∩ L∞(M).

Proof of the Lemma. We divide the proof in two steps. We willomit the dependency of the constants on s0.
Step 1. We show that u ∈ Hs/2(M) if and only if u ∈ Hs/2,d(M).
Proposition 4.9 shows that there is some R(M) > 0 such that, for p and q with dist(p, q) ≤ R(M),

c(M)

distM(p, q)n+s ≤ KM,s(p, q) ≤ C(M)

distM(p, q)n+s ,

where 0 < c(M) ≤ C(M) < ∞. Moreover, it gives that

KM,s(p, q) ≤ C(M)
αn,s

distM(p, q)n+s

for dist(p, q) ≥ R(M) as well. To also get a lower bound in this inequality, observe that, by strict positivity
of the heat kernel at a fixed time and continuity,

HM(p, q, t) ≥ c(M) > 0

for t ∈ [1, 2] and all p, q in M, so that if dist(p, q) ≥ R(M) we can bound

KM,s(p, q) =
s/2

Γ(1 − s/2)

ˆ ∞

0
HM(p, q, t)

dt
t1+s/2 ≥ c(M) ≥ c(M)

distM(p, q)n+s .

Putting everything together, we deduce that

c(M)

distM(p, q)n+s ≤ KM,s(p, q) ≤ C(M)

distM(p, q)n+s , (4.20)

for any p, q ∈ M. This shows that u ∈ Hs/2(M) if and only if u ∈ Hs/2,d(M), and that the associated
fractional Sobolev norms are equivalent.

Step 2. To obtain the inequality in the Lemma, we make our comparison precise.
Using Proposition 4.9 once again,∣∣∣∣∣Eε,s(u, M)− Ed

ε,s(u, M)

∣∣∣∣∣ = 1
4

∣∣∣∣∣
¨

M×M
(u(p)− u(q))2

[
KM,s(p, q)− αn,s

distM(p, q)n+s

]∣∣∣∣∣
≤ 1

4

¨
M×M

(u(p)− u(q))2 C1(M)

distM(p, q)n+s−1 .
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Let δ > 0. There is some R(M, δ) > 0 be such that if distM(p, q) ≤ R(M, δ), then

C1(M)

distM(p, q)n+s−1 ≤ δ
αn,s

distM(p, q)n+s .

Moreover, if
distM(p, q) ≥ R(M, δ)

then
C(M)

distM(p, q)n+s−1 ≤ C(M, δ) .

Substituting these bounds, we deduce that

|Eε,s(u, M)− Ed
ε,s(u, M)| ≤ δ

1
4

¨
M×M

(u(p)− u(q))2 αn,s

distM(p, q)n+s + C(M, δ)∥u∥2
L∞(M) ,

which is what we wanted to prove.

We are ready to give:

Proof of Theorem 1.2. By Proposition 4.1, which shows the Weyl Law for the ld
s (p, M), it suffices to see that

lim
p→∞

∣∣p−s/nld
s (p, M)− p−s/nls(p, M)

∣∣ = 0 . (4.21)

For that, let A ∈ F̃p. Lemma 4.10 tells us that this is equivalent to A being in F̃ d
p , since the Hausdorff

dimension of a set is preserved under equivalent metrics, and moreover that (omitting the dependency
on s0)

|Eε,s(u, M)− Ed
ε,s(u, M)| ≤ C(M, δ) + δEd

ε,s(u, M)

for every u ∈ A, since |u| ≤ 1 by definition of F̃p.
In particular,

Eε,s(u, M) ≤ C(M, δ) + (1 + δ)Ed
ε,s(u, M) ,

so that

cε,s(u, M) = inf
A∈F̃p

max
u∈A

Eε,s(u, M)

≤ C(M, δ) + inf
A∈F̃p

max
u∈A

(1 + δ)Ed
ε,s(u, M)

= C(M, δ) + (1 + δ)cd
ε,s(u, M) .

Similarly, we obtain that
(1 − δ)cd

ε,s(u, M) ≤ C(M, δ) + cε,s(u, M) .

In other words, we have shown that

|cε,s(u, M)− cd
ε,s(u, M)| ≤ C(M, δ) + δcd

ε,s(u, M) ;

letting ε → 0, we get that
|ls(p, M)− ld

s (p, M)| ≤ C(M, δ) + δld
s (p, M) . (4.22)

If we now multiply by p−s/n and take lim sup in p on both sides, we find that

lim sup
p

|p−s/nls(p, M)− p−s/nld
s (p, M)| ≤ δ lim sup

p
[p−s/nld

s (p, M)] .

We know that lim supp[p
−s/nld

s (p, M)] is a bounded quantity by (4.6), so letting δ → 0 the right-hand side
goes to 0 and we conclude the proof.
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4.3 The Weyl Law in the classical limit s → 1 – Proof of Theorem 1.3
This section proves Theorem 1.3, which we restate for the reader’s convenience:

Theorem 4.11 (Weyl Law for classical minimal surfaces). Let (M, g) be a closed manifold of dimension n.
There exists a universal constant τ(n, 1) > 0, depending only on n, such that

lim
p→∞

p−
1
n l1(p, M) = τ(n, 1)vol(M, g)

n−1
n . (4.23)

Proof. Recall that
l1(p, M) = lim inf

s→1
[(1 − s)ls(p, M)] .

In particular, by (3.35) we deduce the bounds

c(M)p1/n ≤ l1(p, M) ≤ C(M)p1/n . (4.24)

We then split the proof into two steps.

Step 1. Define analogously
ld
1 (p, M) := lim inf

s→1
[(1 − s)ld

s (p, M)] (4.25)

and l̃d
1 (p, M) = p−

1
n ld

1 (p, M). We will first prove (1.4) for the quantities ld
1 (p, M), meaning that

lim
p→∞

p−
1
n ld

1 (p, M) = τ(n, 1)vol(M)
n−1

n (4.26)

for some dimensional constant τ(n, 1). To see this, recall that in the proof of the Weyl Law for s < 1
we found several inequalities for quantities of the type p−s/nld

s (p, M), and then we took p → ∞ on those
inequalities to obtain the results leading to the Weyl Law. Roughly, if we first multiply those inequalities
by (1 − s) and take lim infs→1 instead, and only then send p → ∞, we will find (4.26). More precisely, we
proceed as follows:

• We first obtain the analog of Lemma 4.3 for ld
1 (p, C), by multiplying (4.10) by (1 − s) and taking

lim infs→1, and then finishing the proof with the argument that ensues, up to selecting the sequences
pk and qj so that they give the values of the limsup and the liminf of ld

1 (p, C) instead.
This shows that

lim inf
p→∞

l̃d
1 (p, C) = lim sup

p→∞
l̃d
1 (p, C) (4.27)

for the unit cube C in Rn, and it allows us to define τ(n, 1) as the common limit.

• We then prove the analog for ld
1 (p, Ω) of Proposition 4.4, meaning that

lim
p→∞

l̃d
1 (p, Ω) = τ(n, 1)vol(Ω)

n−1
n (4.28)

for any Euclidean domain Ω.
To show that

lim inf
p→∞

l̃d
1 (p, Ω) ≥ τ(n, 1)vol(Ω)

n−1
n ,

we use the first step of the proof of Proposition 4.4: We first multiply (4.12) by (1 − s) and take
lim infs. We then finish the proof by taking lim infp on both sides of the resulting inequality, applying
(4.27), and sending δ → 0.
Likewise, to show that

lim sup
p→∞

l̃d
1 (p, Ω) ≤ τ(n, 1)vol(Ω)

n−1
n ,

we use the second step of the proof of Proposition 4.4: We multiply (4.13) by (1 − s), take lim infs,
and follow the same arguments of the proof but selecting the subsequence ⨿k so that limk→∞ l̃d

1 (⨿k, Ω) =

lim supp→∞ l̃d
1 (p, Ω).
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• To prove the Weyl Law in (4.26) for a closed manifold M, we prove the analogues of Proposition
4.6 and Proposition 4.7. They follow from multiplying the inequalities (4.14) and (4.18) by (1 − s),
taking lim infs→1, and replicating the few steps that follow them in the proofs (using in particular
the Weyl Law (4.28) for Euclidean domains and s = 1, which we have just argued to be true, instead
of the one for s < 1). We remark that it is known that lims→1(1 − s)Perd

s (Ci) = β(n)Per(Ci), the
classical perimeter of Ci up to a dimensional constant, so that the second term on the right hand
side of (4.18) remains bounded when arguing as indicated.

This concludes the proof of (4.26).

Step 2. To prove the Weyl Law for l1(p, M) from the one for ld
1 (p, M) in (4.26), we will actually prove

that l1(p, M) = ld
1 (p, M) for any p, a result which is interesting on its own and which of course gives (4.23)

from (4.26). It suffices, then, to show that

lim
s→1

|(1 − s)ls(p, M)− (1 − s)ld
s (p, M)| = 0 . (4.29)

By (4.22), we already know that

|ls(p, M)− ld
s (p, M)| ≤ C(M, δ) + δld

s (p, M)

for any δ > 0.
Multiplying by (1 − s) and taking lim sup in s on both sides, we find that

lim sup
s→1

|(1 − s)ls(p, M)− (1 − s)ld
s (p, M)| ≤ δ lim sup

s→1
[(1 − s)ld

s (p, M)] .

Since lim sups→1[(1 − s)ld
s (p, M)] is a bounded quantity by (4.6), letting δ → 0 we obtain the desired

result.

5 Compactness of s-minimal surfaces with bounded index as
s → 1

5.1 First and second variation formulas
We obtain for the first time the formula for the second variation of the fractional perimeter on a Rie-
mannian manifold. The Euclidean formula, which was obtained in [25], contains a difference of normal
vectors based at different points, which does not have a Riemannian analogue. Moreover, a nonlocal
correspondent of the Ricci curvature should implicitly appear. For this reason, both the formula and its
proof need fundamental modifications.

Proposition 5.1. Let M be a closed Riemannian manifold. Let E ⊂ M be an open domain with boundary
of class C2, and let ν∂E denote its outer normal vector. Let X be a vector field of class C2 on M, and define
ξ(p) = ⟨X, ν∂E⟩g(p) on ∂E. Then the following hold:

• First variation. The first variation of the fractional perimeter of E is given by

d
dt
∣∣
t=0Pers(ψ

t
X(E)) =

ˆ
∂E

dp H̃s[∂E](p)ξ(p) , (5.1)

where the nonlocal mean curvature H̃s[∂E](p) is defined as a principal value integral by

Hs[∂E](p) = −p.v.
ˆ

M
dq (χE − χEc )(q)K(p, q)

:= − lim
ε→0

ˆ
M

dq (χE − χEc )(q)Kε(p, q) .

Here Kε
s(p, q) denotes the regularised (smooth) kernel

Kε
s(p, q) =

s/2
Γ(1 − s/2)

ˆ ∞

0
HM(p, q, t)e−ε2/4t dt

t1+s/2 . (5.2)
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Other regularisations are possible, for example one can see that

H̃s[∂E](p) = − lim
ε→0

ˆ
M\Bε(p)

dq (χE − χEc )(q)K(p, q)

by arguing as in [17, Proposition 2.5].

• Second variation. Choose a smooth extension of ν∂E, the normal vector to E, to a vector field (still denoted
by ν∂E) on all of M. The second variation of fractional perimeter of E can then be expressed as

d2

dt2

∣∣∣
t=0

Pers(ψ
t
X(E)) =

¨
∂E×∂E

(ξ(p)− ξ(q))2K(p, q) dp dq

−
ˆ

∂E
dp ξ(p)2 p.v.

ˆ
M

dq (χE − χEc )(q)[divq(νΣ(q)K(p, q)) + divp(νΣ(p)K(p, q))]

−
ˆ

∂E
dp H̃s[∂E](p)

[
ξ2divp(ν∂E) + ⟨∇tan

p ξ, X⟩g + ξ2H[∂E]− ξdiv⊥
p X
]
(p) .

The integral over M is to be taken in the principal value sense around p, meaning that it is defined as the limit
as ε tends to 0 of the same expression computed with the smooth kernel (5.2) instead. This limit is convergent
due to second-order cancellations.

Proof. The proof is divided into two steps.

Step 1. We compute formally, assuming our kernel (and its derivatives) to be smooth. We will explain
how to reduce to this case in Step 2, where we will consider the smooth kernel defined in (5.2).

Define It := Pers(ψt
X(E)).

We can write:

It+r =

ˆ
ϕt(ϕr(E))

dp
ˆ

ϕt(ϕr(Ec))
dq K(p, q)

=

ˆ
ϕt(E)

dp
ˆ

ϕt(Ec)
dq K(ϕr(p), ϕr(q))Jr(p)Jr(q) .

Differentiating at r = 0, using the divergence theorem, and using that K(p, q) = K(q, p), we find

d
ds
∣∣
r=0 It+r =

ˆ
ϕt(E)

dp
ˆ

ϕt(Ec)
dq [divp(K(p, q)X(p)) + divq(K(p, q)X(q))]

= −
ˆ

ϕt(∂E)
dp ⟨X, νΣ⟩g(p)

ˆ
M

dq (χϕt(E) − χϕt(Ec))(q)K(p, q) .

Substituting t = 0, we get the formula for the first variation.

To compute the second variation, we want to first differentiate the expression with respect to t instead,
and then substitute t = 0. By the product rule, separating according to which of the two integrals gets
differentiated, we can write

d
dt
∣∣
t=0

d
dr
∣∣
r=0 It+r =− d

dt
∣∣
t=0

ˆ
ϕt(∂E)

dp ⟨X, νΣ⟩g(p)
ˆ

M
dq (χE − χEc )(q)K(p, q) (5.3)

− 2
ˆ

∂E
dp ⟨X, νΣ⟩g(p)

ˆ
∂E

dq ⟨X, νΣ⟩g(q)K(p, q) .

To compute the first term, we proceed as follows. Using the divergence theorem, we can write
ˆ

ϕt(∂E)
dp ⟨X, νΣ⟩g(p)

ˆ
M

dq (χE − χEc )(q)K(p, q) =
ˆ

ϕt(E)
dp
ˆ

M
dq divp(K(p, q)X(p))(χE − χEc )(q) .

The time dependence in the right hand side is only on the domain of integration ϕt(E), which allows us
to compute

d
dt
∣∣
t=0

ˆ
ϕt(∂E)

dp ⟨X, νΣ⟩g(p)
ˆ

M
dq (χE − χEc )(q)K(p, q) =

ˆ
∂E

dp ⟨X, νΣ⟩g(p)
ˆ

M
dq divp(K(p, q)X(p))(χE − χEc )(q) .
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The divergence divp(K(p, q)X(p)) can be split into its tangential and perpendicular parts to ∂E. Applying
the divergence theorem (on ∂E) to the tangential part, we have thatˆ

∂E
dp ⟨X, νΣ⟩g(p)

ˆ
M

dq divtan
p (K(p, q)X(p))(χE − χEc )(q) = −

ˆ
∂E

dp ⟨∇tan
p ⟨X, νΣ⟩g, X⟩g(p)

ˆ
M

dq K(p, q)(χE − χEc )(q)

−
ˆ

∂E
dp ⟨X, νΣ⟩2

g(p)H[∂E](p)
ˆ

M
dq K(p, q)(χE − χEc )(q)

=

ˆ
∂E

dp [⟨∇tan
p ξ, X⟩g + ξ2H[∂E]](p)H̃s[∂E](p) .

We now focus on the perpendicular part of the divergence. We can compute

div⊥
p (K(p, q)X(p)) = ⟨ν∂E(p),∇ν∂E(p)[K(p, q)X(p)]⟩g

= ⟨ν∂E(p), X(p)⟩g⟨ν∂E(p),∇pK(p, q)⟩g + ⟨ν∂E(p),∇ν∂E(p)X(p)⟩gK(p, q)

= ⟨ν∂E(p),∇pK(p, q)⟩gξ(p) + [div⊥
p X(p)]K(p, q) .

Combining these expressions, we find that

d
dt
∣∣
t=0

ˆ
ϕt(∂E)

dp ⟨X, νΣ⟩g(p)
ˆ

M
dq (χE − χEc )(q)K(p, q) =

ˆ
∂E

dp ξ2(p)
ˆ

M
dq (χE − χEc )(q)[ν∂E(p) · ∇pK(p, q)]

−
ˆ

∂E

[
⟨∇tan

p ξ, X⟩g − ξdiv⊥
p X
]
(p)
ˆ

M
dq K(p, q)(χE − χEc )(q)

=

ˆ
∂E

dp ξ2(p)
ˆ

M
dq (χE − χEc )(q)[ν∂E(p) · ∇pK(p, q)]

+

ˆ
∂E

H̃s[∂E](p)
[
⟨∇tan

p ξ, X⟩g + ξ2H[∂E]− ξdiv⊥
p X
]
(p) .

Substituting everything into (5.3), we reach

d
dt
∣∣
t=0

d
dr
∣∣
r=0 It+r =−

ˆ
∂E

dp ξ2(p)
ˆ

M
dq (χE − χEc )(q)(ν∂E(p) · ∇pK(p, q))

− 2
ˆ

∂E
dp
ˆ

∂E
dq ξ(p)ξ(q)K(p, q)−

ˆ
∂E

H̃s[∂E](p)
[
⟨∇tan

p ξ, X⟩g + ξ2H[∂E]− ξdiv⊥
p X
]
(p) .

Adding and subtracting the quantityˆ
∂E

dp
ˆ

∂E
dq (ξ2(p) + ξ2(q))K(p, q) = 2

ˆ
∂E

dp
ˆ

∂E
dq ξ2(p)K(p, q) ,

we get

d
dt
∣∣
t=0

d
dr
∣∣
r=0 It+r =

ˆ
∂E

dp
ˆ

∂E
dq (ξ(p)− ξ(q))2K(p, q)− 2

ˆ
∂E

dp
ˆ

∂E
dq ξ2(p)K(p, q)

−
ˆ

∂E
dp ξ2(p)

ˆ
M

dq (χE − χEc )(q)⟨ν∂E(p),∇pK(p, q)⟩g

−
ˆ

∂E
H̃s[∂E](p)

[
⟨∇tan

p ξ, X⟩g + ξ2H[∂E]− ξdiv⊥
p X
]
(p) .

We recognise the first term as the fractional Sobolev term in the statement of the Proposition. On the
other hand, observe that, were we not considering K to be smooth for now, the second term in the first
line and the second line would both involve divergent integrals.

We will now rewrite the second term in a way which hints at the possibility of cancellations. Recall
that we are considering a fixed smooth extension of ν∂E to all of M. Using that for q ∈ ∂E we can write
K(p, q) = ⟨ν∂E(q), ν∂E(q)K(p, q)⟩g, and applying the divergence theorem on E and on Ec, we can write

−2
ˆ

∂E
dp
ˆ

∂E
dq ξ2(p)K(p, q) = −2

ˆ
∂E

dp ξ2(p)
ˆ

∂E
dq ⟨ν∂E(q), ν∂E(q)K(p, q)⟩g

= −
ˆ

∂E
dp ξ2(p)

ˆ
E

dq divq(ν∂E(q)K(p, q)) +
ˆ

∂E
dp ξ2(p)

ˆ
Ec

dq divq(ν∂E(q)K(p, q))

=

ˆ
∂E

dp ξ2(p)
ˆ

M
dq (χEc − χE)(q)divq(ν∂E(q)K(p, q)) .
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Moreover, the second line in the second variation can be rewritten as

−
ˆ

∂E
dp ξ2(p)

ˆ
M

dq (χE − χEc )(q)⟨ν∂E(p),∇pK(p, q)⟩g =

=

ˆ
∂E

dp ξ2(p)divp(ν∂E(p))
ˆ

M
dq (χE − χEc )(q)K(p, q)−

ˆ
∂E

dp ξ2(p)
ˆ

M
dq (χE − χEc )(q)divp(ν∂E(p)K(p, q))

= −
ˆ

∂E
dp ξ2(p)divp(ν∂E(p))H̃s[∂E](p) +

ˆ
∂E

dp ξ2(p)
ˆ

M
dq (χEc − χE)(q)divp(ν∂E(p)K(p, q)) .

Substituting all of this into the second variation, we finally get

d
dt
∣∣
t=0

d
dr
∣∣
r=0 It+r =

¨
∂E×∂E

(ξ(p)− ξ(q))2K(p, q) dp dq

−
ˆ

∂E
dp ξ(p)2

ˆ
M

dq (χE − χEc )(q)[divq(νΣ(q)K(p, q)) + divp(νΣ(p)K(p, q))]

−
ˆ

∂E
dp H̃s[∂E](p)

[
ξ2divp(ν∂E) + ⟨∇tan

p ξ, X⟩g + ξ2H[∂E]− ξdiv⊥
p X
]
(p) ,

which is the formula we wanted to prove.

Step 2. We remove the smoothness assumption on the kernel.

Let Kε(p, q) = s/2
Γ(1−s/2)

´ ∞
0 HM(p, q, t)e−ε2/4t dt

t1+s/2 , which is smooth, and which as ε → 0 increases
monotonically to K(p, q) and converges uniformly to K(p, q) away from the diagonal of M × M.
Fix a vector field X on M. Applying Step 1 with Kε, we see that, defining

Perε
s(F) := 2

ˆ
F

ˆ
Fc

Kε(p, q)dVpdVq ,

Iε
t := Perε

s(ψ
t
X(E)) and H̃ε

s [∂E](p) =
´

M(χE − χEc )(q)Kε(p, q), the formulas

d
dt
∣∣
t=0 Iε

t =

ˆ
∂E

dp H̃ε
s [∂E](p)ξ(p) (5.4)

and

d2

dt2

∣∣
t=0 Iε

t =

¨
∂E×∂E

(ξ(p)− ξ(q))2Kε(p, q) dp dq (5.5)

−
ˆ

∂E
dp ξ(p)2

ˆ
M

dq (χE − χEc )(q)[divq(νΣ(q)Kε(p, q)) + divp(νΣ(p)Kε(p, q))]

−
ˆ

∂E
dp H̃ε

s [∂E](p)
[
ξ2(x)divp(ν∂E(p)) + ⟨∇tan

p ξ, X⟩g − ξ⟨ν∂E,∇ξ⟩g

]
(p)

hold. We want to argue now by approximation to show that the formulas are true for K as well, as
formulated in the statement of the present Proposition.

We start by showing that, fixed t, we have that

lim
ε→0

d
dt

Iε
t =

d
dt

It and lim
ε→0

d2

dt2 Iε
t =

d2

dt2 It . (5.6)

By monotone convergence, since Kε ↗ K it is already clear that

lim
ε→0

Iε
t = It

for every t ∈ R. To conclude (5.6), it suffices to show that the Iε
t , viewed as functions of t, are locally

uniformly bounded in C3. Indeed, then by Ascoli–Arzelà we deduce that for every sequence εi → 0, there

is a further subsequence εij such that dk

dtk I
ε ij
t , k ∈ {1, 2}, converge locally uniformly to some functions, but

since
lim
ε→0

Iε
t = It
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it then easily follows that actually limε→0
dk

dtk Iε
t = dk

dtk It as desired.

It remains then to see that dk

dtk Iε
t is locally uniformly bounded for 1 ≤ k ≤ 3. This follows directly from

Lemma 3.12; more precisely, Lemma 3.12 is stated for It instead, using the bound in Proposition 3.11 for K,
but the same hold for Kε instead of K with exactly the same proof. With this we conclude the proof of (5.6).

Now that we know that (5.6) holds, and in particular for t = 0, we see that the LHS of (5.4) and (5.5)
converge as ε → 0 to the desired limits. The arguments which follow will be devoted to showing that
each of the terms in the RHS of (5.4) and (5.5) converge to the analogous ones with K instead of Kε, and
with this we will conclude the proof of Proposition 5.1.

We start by showing thatˆ
∂E

dp H̃ε
s [∂E](p)ξ(p) ε→0−−→

ˆ
∂E

dp H̃s[∂E](p)ξ(p) , (5.7)

for which it suffices to prove that

H̃ε
s [∂E](p) ε→0−−→ H̃s[∂E](p) uniformly in p (5.8)

to some limit H̃s[∂E](p).
Now, by Remark 3.6, the flatness assumptions FAℓ(M, g, R0, p, φ) are satisfied at every p ∈ M, where φ
denotes the exponential map on Tp M. Fix one such p ∈ M, and let F := φ−1(E). From the definition of
H̃s, given δ > 0 by passing to coordinates we can write

−H̃ε
s [∂E](p) =

ˆ
M
(χE − χEc )(q)Kε(p, q)

=

ˆ
Bδ

dy (χF − χFc )(y)Kε(0, y)
√
|g|(y) +

ˆ
M\φ(Bδ)

(χE − χEc )(q)Kε(p, q) ,

and analogously for H̃ε
s [∂E](p).

It is clear that, fixed δ,ˆ
M\φ(Bδ)

(χE − χEc )(q)Kε(p, q) ε→0−−→
ˆ

M\φ(Bδ)
(χE − χEc )(q)Kε(p, q) .

Therefore, to conclude that H̃ε
s [∂E](p) → H̃s[∂E](p) it suffices to show that

´
Bδ

dy (χF −χFc )(y)Kε(0, y)
√
|g|(y)

converges to zero as δ → 0, uniformly in ε. Thanks to having chosen normal coordinates we have
g = Id + O(|x|2), which combined with (3.14) (see also Lemma 3.10) shows thatˆ

Bδ

dy (χF − χFc )(y)Kε(0, y)
√
|g|(y) =

ˆ
Bδ

dy (χF − χFc )(y)Kε(0, y) + O
( ˆ

Bδ

dy Kε(0, y)|y|2
)

=

ˆ
Bδ

dy (χF − χFc )(y)
αn,s

|y|n+s + O
( ˆ

Bδ

dy
1

|y|n+s−1

)
=

ˆ
Bδ

dy (χF − χFc )(y)
αn,s

|y|n+s + O(δ1−s) .

Up to a rotation, we can assume that ∂F is tangent to {xn = 0} at x = 0. Since ∂E is a compact C2

hypersurface, there is some r > 0 (independent of p) such that we can write ∂F around 0 as the graph
of a function g : B′

δ → (−δ, δ), satisfying moreover g(x′) = h(x′)|x′|2 for some continuous function
h. Let M := max |h|, which is again bounded independently of p. Letting H = χ{yn<0} we see that
F∆H ⊂ {|yn| ≤ M|y′|2}, and likewise for Fc∆Hc. Moreover, observe that (by symmetry)ˆ

Bδ

dy (χH − χHc )(y)
αn,s

|y|n+s = 0 .

We can then writeˆ
Bδ

dy (χF − χFc )(y)
αn,s

|y|n+s =

ˆ
Bδ

dy
[
(χF − χFc )− (χH − χHc )

]
(y)

αn,s

|y|n+s

= O
( ˆ

Bδ∩(F∆H)
dy

αn,s

|y|n+s

)
= O

( ˆ
Bδ∩{|yn |≤M|y′ |2}

dy
αn,s

|y|n+s

)
.
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Passing to polar coordinates it is immediate to see that the last integral is bounded by C
´ δ

0 dr 1
rs = Cδ1−s.

With this, as mentioned above, we conclude our proof of (5.8). In particular, we deduce (5.7).

We now focus on the terms in the RHS of (5.5). Thanks to (5.8), we immediately see that
ˆ

∂E
H̃ε

s [∂E](x)
[
ξ2(x)divx(ν∂E(x)) + ⟨∇tan

x ξ, X⟩g − ξ⟨ν∂E,∇ξ⟩g

]
(x)

ε→0−−→
ˆ

∂E
H̃s[∂E](x)

[
ξ2(x)divx(ν∂E(x)) + ⟨∇tan

x ξ, X⟩g − ξ⟨ν∂E,∇ξ⟩g

]
(x) ,

Moreover, it is clear thatˆ
∂E

dx
ˆ

∂E
dy (ξ(x)− ξ(y))2Kε(p, q) ε→0−−→

ˆ
∂E

dx
ˆ

∂E
dy (ξ(x)− ξ(y))2K(p, q) ,

simply by monotone convergence.
It remains to see that the second term in (5.5) converges as ε → 0. Recall that ν∂E denotes a smooth
extension to M of the outer normal vector to E. We start by applying the Leibniz (product) rule for the
divergences appearing in the integral, by which we can expand:
ˆ

M
dq (χE − χEc )(q)[divp(ν∂E(p)Kε(p, q)) + divq(ν∂E(q)Kε(p, q))] = (5.9)

= divp(ν∂E(p))
ˆ

M
dq (χE − χEc )(q)Kε(p, q) +

ˆ
M

dq (χE − χEc )(q)divq(ν∂E(q))Kε(p, q)

+

ˆ
M

dq (χE − χEc )(q)⟨ν∂E(p),∇pKε(p, q)⟩g +

ˆ
M

dq (χE − χEc )(q)⟨ν∂E(q),∇qKε(p, q)⟩g .

Thanks to the smoothness of ν∂E(p), we can Taylor–expand divq(ν∂E(q)) = divp(ν∂E(p)) + h(p, q), with
h(p, q) = O(dist(p, q)). We can then write the first two terms on the right hand side as

2divp(ν∂E(p))
ˆ

M
dq (χE − χEc )(q)Kε(p, q) +

ˆ
M

dq (χE − χEc )(q)h(p, q)Kε(p, q) .

The first integral (which corresponds to H̃ε
s(p)) converges as ε → 0 by (5.8). The second integral can be

shown to converge simply by dominated convergence (without the need for cancellations), since com-
bining Lemma 3.10 (see also Proposition 4.9) and the fact that h(p, q) = O(dist(p, q)) we can bound
h(p, q)Kε(p, q) ≤ C

distn+s−1(p,q)
, and the latter is Lebesgue integrable in q.

We now focus on the last two terms on the RHS of (5.9). These are the most challenging ones, since
it is not obvious at all at first sight how they can be made to converge as ε → 0 (observe that |∇pK(p, q)|
is of order 1

distn+s+1(p,q)
, which is 1 + s orders away from being Lebesgue integrable), and necessarily one

needs to exploit some cancellations. In fact, the two terms need to be considered together, i.e. we write
them as ˆ

M
dq (χE − χEc )(q)[ν∂E(p)∇pKε(p, q) + ν∂E(q)∇qKε(p, q)] .

Let ψt
ν∂E

denote the flow of the extended vector field ν∂E, which is defined on all of M, at time t. Note
that this is not related in any way to ψt

X , the flow of the vector field X that we fixed at the beginning, and
which does not appear at all in the integral we are considering. The first crucial observation is that we
can actually write

ν∂E(p)∇pK(p, q) + ν∂E(q)∇qK(p, q) =
d
dt
∣∣
t=0[K(ψ

t
ν∂E

(p), q) + K(p, ψt
ν∂E

(q))]

=
d
dt
∣∣
t=0K(ψt

ν∂E
(p), ψt

ν∂E
(q))

=: K′(p, q) .

This new kernel K′(p, q) can be bounded by K(p, q), thanks to (3.18) of Proposition 3.11 (which is
stated for K, but the proof of which works exactly the same for Kε). We then need to make sense of´

M dq (χE − χEc )(q)K′(p, q) as a singular integral, and for that, the second crucial observation is that K′

is actually symmetric at first order:

Claim. Denoting K′(x, y) := K′(φ(x), φ(y)), we have that |K′(x, x + z)− K′(x, x − z)| ≤ C
|z|n+s−1 .
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Proof of the claim. Since K′(p, q) = K′(q, p), we can rewrite this as |K′(x, x + z)− K′(x − z, x)| ≤ C
|z|n+s−1 .

Equivalently, defining the constant vector field v = z
|z| , this corresponds to |K′(x − z + |z|v, x + |z|v)−

K′(x − z, x)| ≤ C
|z|n+s−1 . Consider the vector field V = vη, where η is a cutoff with small support around

x, and let ψt
V denote the flow of V at time t; then, (x − z + |z|v, x + |z|v) = (ψ

|z|
V (x − z), ψ

|z|
V (x)), so

that our desired inequality can be rewritten as |K′(ψ|z|
V (x − z), ψ

|z|
V (x))− K′(x − z, x)| ≤ C

|z|n+s−1 . By the
fundamental theorem of calculus, the LHS is∣∣∣K′(ψ|z|

V (x − z), ψ
|z|
V (x))− K′(x − z, x)

∣∣∣ = ∣∣∣ ˆ |z|

0
dt

d
dt

K′(ψt
V(x − z), ψt

V(x))
∣∣∣

≤
ˆ |z|

0
dt
∣∣∣ d
dt

K′(ψt
V(x − z), ψt

V(x))
∣∣∣

≤ C|z| sup
0≤t≤|z|

∣∣∣ d
dt

K′(ψt
V(x − z), ψt

V(x))
∣∣∣ .

Finally, arguing as in the proof of Proposition 3.11 (recalling that K′(p, q) = d
dt

∣∣
t=0K(ψt

ν∂E
(p), ψt

ν∂E
(q))),

we see that we can bound

sup
0≤t≤|z|

∣∣∣ d
dt

K′(ψt
V(x − z), ψt

V(x))
∣∣∣ ≤ CK(x − z, x) ≤ C

|z|n+s ,

which concludes the proof of the claim.

With this claim at hand, the proof of the convergence of
ˆ

M
dq (χE − χEc )(q)[ν∂E(p)∇pKε(p, q) + ν∂E(q)∇qKε(p, q)] =

ˆ
M

dq (χE − χEc )(q)K′
ε(p, q)

to ˆ
M

dq (χE − χEc )(q)K′(p, q)

follows like the proof of the convergence of H̃ε
s [∂E](p) =

´
M dq (χE − χEc )(q)Kε(p, q) to H̃s[∂E](p). The

only difference is that, in place of the full cancellation property
ˆ
Bδ

dy (χH − χHc )(y)
αn,s

|y|n+s = 0 ,

one needs to estimate ˆ
Bδ

dy (χH − χHc )(y)K′
ε(0, y)

by some function of δ which goes to zero as δ → 0. To see that the latter holds, using the symmetry of
the Lebesgue measure and the claim, we compute

ˆ
Bδ

dy χH(y)K′
ε(0, y) =

ˆ
Bδ

dy χH(−y)K′
ε(0,−y)

=

ˆ
Bδ

dy χHc (y)K′
ε(0,−y)

=

ˆ
Bδ

dy χHc (y)K′
ε(0, y) + O

( ˆ
Bδ

dy |K′
ε(0,−y)− K′

ε(0, y)|
)

=

ˆ
Bδ

dy χHc (y)K′
ε(0, y) + O

( ˆ
Bδ

dy
1

|y|n+s−1

)
=

ˆ
Bδ

dy χHc (y)K′
ε(0, y) + O

(
δ1−s

)
.

Bringing the first term on the RHS to the LHS, we see that
ˆ
Bδ

dy (χH − χHc )(y)K′
ε(0, y) = O

(
δ1−s

)
as desired.
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The formulas above motivate the following definitions.

Definition 5.2. For a set E as in Proposition 5.1, as indicated there the fractional mean curvature H̃s[∂E](p)
at a point p ∈ ∂E is defined as

H̃s[∂E](p) =
ˆ

M
dq (χEc − χE)(q)Ks(p, q) .

In particular, by arbitrariness of ξ in (5.1), E is an s-minimal surface (recall Definition 3.1) iff H̃s[∂E](p) = 0
for every p ∈ ∂E.
Denoting σ := 1 − s, we also set

Hs[∂E](p) = σH̃s[∂E](p) .

Then, up to a multiplicative dimensional constant, Hs[∂E] converges as s → 1 to the classical mean
curvature H[∂E], as we will see later.

Definition 5.3. The second variation δ2Pers(E) of an s-minimal surface E is defined as the quadratic form
acting on test functions ξ ∈ C1(∂E) by

δ2Pers(E)[ξ, ξ] =

¨
∂E×∂E

|ξ(x)− ξ(y)|2K(p, q) (5.10)

−
ˆ

∂E
dx ξ2(x) p.v.

ˆ
M

dy (χE − χEc )(y)
[
divx(ν(x)K(p, q)) + divy(ν(y)K(p, q))

]
.

(5.11)

If X is a C1 vector field on M, set ξ = X · ν on ∂E. By Proposition 5.1, since H̃s[∂E](p) = 0 we then have

that d2

dt2

∣∣∣
t=0

Pers(ψt
X(E)) = δ2Pers(E)[ξ, ξ].

5.2 A first classical perimeter estimate for s-minimal surfaces with bounded
index
In this section, we will prove the following classical perimeter estimate in all dimensions:

Theorem 5.4 (Perimeter estimate). Let p ∈ M, s0 ∈ (0, 1), s ∈ (s0, 1) and assume that M satisfies the flatness
assumption FA2(M, g, 1, p0, φ). Let E be a C2 s-minimal surface with index bounded by m in φ(B1).

Then, there exists a constant C = C(n, s0, m) such that

Per(E; φ(B1/2)) ≤
C

1 − s
. (5.12)

If moreover we add the assumption that

Pers(E; φ(B1)) ≤
κ

1 − s
=

κ

σ
(5.13)

for some κ > 0, then we get the improved estimate

Per(E; φ(B1/2)) ≤ C
1 +

√
κ√

σ
. (5.14)

Remark 5.5. The proof is similar to the one in [18], which deals with a BV estimate for solutions of
Allen–Cahn with bounded index.

Remark 5.6. In the case where Pers(E; φ(B1)) ≤ κ
σ , for n = 3 we will eventually show (see Proposition

5.29) that Per(E; φ(B1/2)) ≤ C(κ), which is what one naturally expects: Recall that, at least for a fixed
smooth set E, lim

s→1
(1 − s)Pers(E) = γnPer(E), and a similar convergence will be obtained for sequences

Ek with bounded index. Nevertheless, the non-optimal perimeter bound in Theorem 5.4 will prove very
helpful in the proof of the sharp result.

Before giving the proof of Theorem 5.4, we need some preliminary results that will be repeatedly used
during the article. The first one is a lemma which deals with the finite index property in the nonlocal case.
For critical points of local functionals, it is a standard fact that having Morse index bounded by m implies
stability in one out of every m + 1 disjoint open sets. For nonlocal functionals this is not true anymore,
but in one of the sets we can obtain a weaker, quantitative lower bound on the second derivative which
we will refer to as almost stability.
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Definition 5.7 (Almost stability). Let Ω ⊂ M open and E ⊂ M be an s-minimal surface in Ω. Given
Λ ∈ R, we say that E is Λ-almost stable in Ω if

δ2Pers(E)[ξ, ξ] ≥ −Λ
( ˆ

∂E∩Ω
|ξ|
)2

∀ ξ ∈ C1
c (∂E ∩ Ω) . (5.15)

Lemma 5.8 (Finite Morse index and almost stability). Let Ω ⊂ M open and let E ⊂ M be an s-minimal
surface in Ω with Morse index at most m. Consider a collection U1, . . . ,Um+1 of (m + 1) disjoint open subsets of
Ω, and set

Λ := m max
i ̸=j

sup
Ui×Uj

K(p, q) .

Then, there is (at least) one set Uk among U1, . . . ,Um+1 such that E is Λ-almost stable in Uk, that is

δ2Pers(E)[ξ, ξ] ≥ −Λ
( ˆ

∂E∩Uk

|ξ|
)2

∀ ξ ∈ C1
c (∂E ∩ Uk) .

Proof. We prove the Lemma just for m = 1 for the sake of clarity, the proof goes on exactly the same for
general m. Let ξ1 ∈ C∞

c (∂E ∩ U1) and ξ2 ∈ C∞
c (∂E ∩ U2). Testing the second variation of the fractional

perimeter, the expression of which we gave in Definition 5.3, with linear combinations of ξ1 and ξ2 gives
(by expanding the square in the Sobolev part of the expression)

δ2Pers(E)[aξ1 + bξ2, aξ1 + bξ2] = a2δ2Pers(E)[ξ1, ξ1] + b2δ2Pers(E)[ξ2, ξ2]

− 2ab
¨

(∂E∩U1)×(∂E∩U2)
ξ1(p)ξ2(q)K(p, q) .

Since by assumption K(p, q) ≤ Λ for all (p, q) ∈ U1 ×U2, the interaction term can be bounded as

−2ab
¨

(∂E∩U1)×(∂E∩U2)
ξ1(p)ξ2(q)K(p, q) ≤ 2abΛ∥ξ1∥L1(∂E∩U1)∥ξ2∥L1(∂E∩U2)

≤ a2Λ∥ξ1∥2
L1(∂E∩U1)

+ b2Λ∥ξ2∥2
L1(∂E∩U2)

.

Hence

δ2Pers(E)[aξ1 + bξ2, aξ1 + bξ2] ≤ a2
(

δ2Pers(E)[ξ1, ξ1] + Λ∥ξ1∥2
L1(∂E∩U1)︸ ︷︷ ︸

=:F1(ξ1)

)

+ b2
(

δ2Pers(E)[ξ2, ξ2] + Λ∥ξ2∥2
L1(∂E∩U2)︸ ︷︷ ︸

=:F2(ξ2)

)
. (5.16)

We want to show that either F1(ξ1) ≥ 0 for all ξ1 ∈ C∞
c (∂E ∩ U1) or F2(ξ2) ≥ 0 for all ξ2 ∈ C∞

c (∂E ∩ U2).
Suppose neither of these two held, then there would exist ξ1 and ξ2 such that F1(ξ1) < 0 and F2(ξ2) < 0.
This would imply, however, that (5.16) is negative for all (a, b) ̸= (0, 0), thus contradicting that the Morse
index of u is at most one.

Remark 5.9. Almost-stability improves upon zooming in. More precisely, if E is a Λ-almost stable s-
minimal set in Ω ⊂ M for (M, g), it is a (rn+sΛ)-almost stable s-minimal set in Ω for (M, 1

r2 g). This
follows from (a) in Remark 3.8, since it immediately gives that the s-perimeter of any set just rescales
by a constant factor ( 1

r )
n−s under the scaling of the metric, which shows that the scaling preserves the

criticality/s-minimality condition and it transforms (as seen by rescaling both sides of equation (5.15))
Λ-almost stability into (rn+sΛ)-almost stability.

We first prove Theorem 5.4 in the almost-stable case.

Proposition 5.10 (Almost-stable case). Let p ∈ M, s0 ∈ (0, 1), s ∈ (s0, 1) and assume that M satisfies the
flatness assumption FA2(M, g, 1, p0, φ). Let E be a C2 Λ-almost stable s-minimal surface in φ(B1).

Then, there exists a constant C = C(n, s0, Λ) such that

Per(E; φ(B1/2)) ≤
C

1 − s
. (5.17)
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If moreover we add the assumption that

Pers(E; φ(B1)) ≤
κ

1 − s
=

κ

σ
(5.18)

for some κ > 0, then we get the improved estimate

Per(E; φ(B1/2)) ≤ C
1 +

√
κ√

σ
. (5.19)

Proof. Step 1. We first prove that there exists a Λ0 > 0, depending only on n and s0, such that if E is
Λ-almost stable in φ(B1) ⊂ M (see Definition 5.7) with Λ ≤ Λ0, then the Proposition is true.

The proof goes as follows. Let X be a C1 vector field, compactly supported on φ(B1), and define
ξ = ⟨X, ν∂E⟩g on ∂E. Considering the test functions ξ and |ξ| for the second variation formula (recall
Definition 5.3), and applying the Λ-almost stability assumption to bound δ2Pers(E)[|ξ|, |ξ|] from below
appropriately (see Definition 5.7, and observe that it can be extended to Lipschitz functions such as |ξ|
by standard approximation arguments), we get

δ2Pers(E)[ξ, ξ]− δ2Pers(E)[|ξ|, |ξ|] ≤ δ2Pers(E)[ξ, ξ] + Λ
( ˆ

∂E
|ξ|
)2

. (5.20)

On the other hand, both second variations in the left hand side have the same “local parts”, since
obviously ξ2 = |ξ|2. Also for this reason, looking at the expression in Definition 5.3, one also sees that the
difference of the terms of the form

˜
∂E×∂E has a very simple form, since only the cross-terms appearing

after expanding the squares do not cancel out. Precisely, we obtain that

δ2Pers(E)[ξ, ξ]− δ2Pers(E)[|ξ|, |ξ|] = 2
¨

∂E×∂E

[
|ξ(p)||ξ(q)| − ξ(p)ξ(q)

]
K(p, q) . (5.21)

Using the identity |a||b| − ab = 2a+b− + 2a−b+, which holds for real numbers a, b and their positive and
negative parts, together with the symmetry of K we find that

δ2Pers(E)[ξ, ξ]− δ2Pers(E)[|ξ|, |ξ|] = 8
¨

∂E×∂E
ξ+(p)ξ−(q)K(p, q) .

Thanks to Proposition 3.10, we can bound K(p, q) ≥ c > 0 for (p, q) ∈ φ(B1)× φ(B1). Applying this to
(5.21), we then find that

c
( ˆ

∂E
dp ξ+(p)

)( ˆ
∂E

dq ξ−(q)
)
≤ δ2Pers(E)[ξ, ξ]− δ2Pers(E)[|ξ|, |ξ|] .

Recall now that ξ = X · ν, where X is a C1 vector field supported on φ(B1). By the divergence theorem,
we then have that ∣∣∣ ˆ

∂E
ξ(p) dp

∣∣∣ = ∣∣∣ ˆ
∂E

X · ν(p) dp
∣∣∣ = ∣∣∣ ˆ

E
div(X)

∣∣∣ ≤ |B2|CX .

Therefore, putting together all the above, we can bound( ˆ
∂E

∣∣∣ξ∣∣∣)2
=
( ˆ

∂E
(X · ν)+ +

ˆ
∂E
(X · ν)−

)2

=
( ˆ

∂E
(X · ν)+ −

ˆ
∂E
(X · ν)−

)2
+ 4
( ˆ

∂E
(X · ν)+

)( ˆ
∂E
(X · ν)−

)
=
( ˆ

∂E
X · ν

)2
+ 4
( ˆ

∂E
(X · ν)+

)( ˆ
∂E
(X · ν)−

)
≤ C + Cδ2Pers(E)[ξ, ξ] + CΛ

( ˆ
∂E

|ξ|
)2

.

In case Λ0 is small enough (say, so that CΛ0 ≤ 1/2), we can absorb the last term of the inequality on the
LHS, which after taking square roots in the expression gives

ˆ
∂E

∣∣∣X · ν
∣∣∣ = ˆ

∂E

∣∣∣ξ∣∣∣ ≤ (C + Cδ2Pers(E)[ξ, ξ]
)1/2

.
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We now make the precise choice of X. We consider X1 = φ∗(e1η), X2 = φ∗(e2η), ... , up to Xn = φ∗(enη),
where ei is the i-th basis coordinate vector in Rn and χB1/2

≤ η ≤ χB3/4
is a standard cutoff. We denote

then ξi = ⟨Xi, ν∂E⟩g. Adding up the inequalities that we obtain for these choices of X, and since the
e1, ..., en form an orthonormal basis of vectors for Rn, together with the flatness assumptions we obtain
the perimeter in the LHS:

Per(E, φ(B1/2)) ≤ ∑
i

(
C + Cδ2Pers(E)[ξi, ξi]

)1/2
= ∑

i

(
C + C

d2

dt2

∣∣∣
t=0

Pers(ψ
t
Xi
(E))

)1/2
.

On the other hand, applying Lemma 3.12 we can get rid of the second derivatives on the RHS, obtaining

Per(E, φ(B1/2)) ≤
(

C + CPers(E, φ(B1))
)1/2

.

Under the assumption (5.18), i.e. assuming a constant bound for the fractional perimeter Pers(E), we
conclude (5.19) as desired.

The former is the only case we will need in this article. If, on the other hand, we did not assume
(5.18) and wished to obtain (5.17) instead, we would need to continue the argument as in the proof of [18,
Proposition 3.14]. First, we would use the interpolation result in (3.20) and the inequality ab ≤ a2

δ + δb2,
valid for any δ > 0, to get

Per(E, φ(B1/2)) ≤
C

(1 − s)δ
+ CδPer(E, φ(B1)) .

Rescaling and translating this inequality, see Step 2 next for full details in a similar argument, we would
find that

r1−nPer(E, φ(Br/2(x))) ≤ C
(1 − s)δ

+ Cδr1−nPer(E, φ(Br(x)))

for all x ∈ B3/4 and r ≤ 1/8. Using then a covering lemma from [48], see [18, Lemma 3.18] for the exact
statement, we would then conclude that

Per(E, φ(B1/2)) ≤
C

1 − s
as desired.

Step 2. We obtain the Proposition in the Λ-almost stable case, for any Λ.

We need to get rid of the requirement in Step 1 that Λ ≤ Λ0; this will follow from a scaling + finite
covering argument. Let 0 < r < 1/2 be a small radius to be chosen later depending only on Λ. Given
xk ∈ B1/2, define φxk ,r(z) := φ(xk + rz), for z ∈ B1. By (c) in Remark 3.8 and our flatness assumptions,
the rescaled manifold (M, 1

r2 g) satisfies the flatness assumptions FAℓ(M, 1
r2 g, 1, φ(xk), φxk ,r). Moreover,

since by assumption E is a Λ-almost stable s-minimal set in φxk ,r(B1) for (M, g), by Remark 5.9 it is a
(rn+sΛ)-almost stable s-minimal set in φxk ,r(B1) for (M, 1

r2 g).
Assume for concreteness that we are assuming (5.18) and we want to prove (5.19); the proof of (5.17) is
even simpler. Letting r small enough so that rn+sΛ ≤ Λ0, the above discussion shows that E satisfies the
almost-stability requirement in Step 1 on φxk ,r(B1) for (M, 1

r2 g). Moreover, applying (3.29) with r1 = r
and rescaling shows that (up to changing the value of κ), the condition (5.18) also holds for E in the
rescaled setting. Therefore, by Step 1 we find that (5.19) holds on (M, 1

r2 g). Scaling back this information,
this gives that

Per(E; φ(Br/2(xk))) ≤ C(n, s0)
1 +

√
κ√

σ
rn−1 (5.22)

= C(n, s0, Λ)
1 +

√
κ√

σ
,

where the perimeter is now taken on (M, g). We can now conclude by covering B1/2 with a finite number
C(n, Λ) of balls Br/2(xk) as above, so that summing over k the perimeter bounds on each of them we
conclude that

Per(E; φ(B1/2)) ≤ C(n, s0, Λ)
1 +

√
κ√

σ

as desired.
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The proof of Theorem 5.4 in the finite index case will need the following covering-type lemma, which
was devised in [18] to exhibit estimates in the finite Morse index case by iteratively reducing to the
almost-stable case. It was inspired by the proof of [26, Proposition 2.6]. Essentially, it says that if every
time we take (m + 1) cubes which are sufficiently far from each other we are able to prove an estimate of
power-type on at least one of them, then the estimate actually holds everywhere. The proof consists in
subdividing a cube at scale 1 into small subcubes, adding the estimate on the small subcubes (except for
a “bad” set, which will consist of at most m subcubes and their close neighbours), and then iterating the
procedure dyadically by subdividing the “bad” subcubes once again into smaller subcubes and starting
the argument again.

Lemma 5.11 ([18]). Let n ≥ 1, m ≥ 0, θ ∈ (0, 1), D0 > 0 and β > 0. Let S : B → [0,+∞) be a subadditive3

function defined on the family B of the (hyper)cubes contained in Q1(0) ⊂ Rn. Denote by Qr(x) ⊂ Rn the closed
(hyper)cube of center x and side r, and assume that

(i) sup
{x :Qr(x)∈B}

S(Qr(x)) → 0 as r → 0.

(ii) Whenever Qr(x0),Qr(x1), . . . ,Qr(xm) ⊂ Q1(0) are (m + 1) disjoint cubes of the same side at pairwise
distance at least D0r, then

∃ i ∈ {0, 1, . . . , m} such that S(Qθr(xi)) ≤ rβ M0 .

Then
S(Q1/2(0)) ≤ CM0 ,

for some C = C(n, θ, m, β, D0) > 0.

With the lemma at hand, we can finally give the

Proof of Theorem 5.4. As in previous arguments, we assume for concreteness that we are assuming (5.18)
and we want to prove (5.19); the proof of (5.17) is again even simpler.
Let Qr(x0),Qr(x1), . . . ,Qr(xm) ⊂ Q1(0) be (m + 1) disjoint cubes of the same side r and at pairwise
distance at least D0r. By Lemmas 5.8 and 3.10, we immediately see that there exists some ℓ ∈ {0, . . . m}
such that the inequality

δ2Pers(E)[ξ, ξ] ≥ − Cm
(D0r/2)n+s ∥ξ∥2

L1(∂E∩φ(Br/2(xℓ)))
=: − Λ

(r/2)n+s ∥ξ∥2
L1(∂E∩φ(Br/2(xℓ)))

(5.23)

holds for all ξ ∈ C∞
c (∂E ∩ φ(Br/2(xℓ))) and some C = C(n, s0); we have used that Br/2(xl) ⊂ Qr(xl).

Considering the rescaled manifold M̂ := (M, (2/r)2g), by Remarks 3.8 and 5.9 the flatness assumption
FA2(M, (2/r)2g, 1, qℓ, φxℓ ,r/2) holds and E is a Λ-almost stable s-minimal surface in φxℓ ,r/2(B1(xℓ)) ⊂ M̂.
Therefore, we can apply Proposition 5.10 (selecting D0 be large enough that Λ = Cm

Dn+s
0

≤ Λ0) and get that

Per(E; φxℓ ,1/2(B1/2)) ≤ C
1 +

√
κ√

σ
,

which scaling back to M shows that

S(Qr/C(xℓ)) ≤ Per(E; φ(Br/4(xl))) ≤ C
1 +

√
κ√

σ
rn−1

for some C = C(n, s0, m). Defining the subadditive function

S(Q) := Per(E; φ(
1

2
√

n
Q)) ,

where λQ := {λy : y ∈ Q} , this shows that (ii) in Lemma 5.11 is satisfied, with β = n − 1, M0 = C 1+
√

κ√
σ

,
and θ and D0 depending only on n, s0 and m. Moreover, (i) in Lemma 5.11 trivially holds, since E is just
a fixed set with finite perimeter and thus has small perimeter on small enough subsets. Hence, applying
the Lemma we find that

S(Q1/2(0)) = Per(E; φ(
1

4
√

n
Q)) ≤ C

1 +
√

κ√
σ

,

3Meaning subadditive for finite unions of (hyper)cubes.
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which after a simple scaling+covering argument shows that

Per(E; φ(B1/2)) ≤ C
1 +

√
κ√

σ

as well.

5.3 Estimates for almost-stable s-minimal surfaces
5.3.1 L−2 separation estimate for almost-stable graphs

In all this section we will always assume that n ≥ 2 and

l := n + 2 . (5.24)

We will prove our estimates under the assumption that

FAℓ(M, g, 4, p0, φ) is satisfied (5.25)

and that there is κ < ∞ such that E ⊂ M is an s-minimal set in φ(B2) with a fractional perimeter bound

Pers(E; φ(B2)) ≤
κ

1 − s
=

κ

σ
. (5.26)

Recall that in (5.25), φ : B4 → M denotes a chart parametrization. We will suppose, in addition, that
defining4 Ω0 := B′

1 × (−1, 1) ⊂ B2 ⊂ Rn,

φ−1(∂E) coincides with Γ =
N⋃

i=1
Γi =

N⋃
i=1

{xn = gi(x′)} inside Ω0, for some gi : B′
1 → R(5.27)

satisfying g1 < g2 < · · · < gN and ∥∇gi∥L∞(B′
1)
+ ∥D2gi∥L∞(B′

1)
< δ . (5.28)

Here the number N of graphs is some arbitrarily large positive integer. We will shortly be able to de-
duce that, in a smaller cylinder contained in Ω0, the number of graphical layers is actually bounded by a
constant depending only on the choice of constants above (but independent of σ, so that it is uniform as
s → 1).

We now record a simple comparison lemma for graphs verifying flatness assumptions as in our hy-
potheses.

Lemma 5.12 ([20, Lemma 3.3]). Let 1 − s = σ ∈ (0, 1/2). Assume that E is a set such that (5.25) and
(5.27)–(5.28) hold. Moreover, assume that for some i < j we have minB′

1
(gj − gi) ≤ δ̃ for some δ̃ > 0, and let5

cn,s := Hn−2(Sn−2)

ˆ ∞

0
(1 + t2)−

n+s
2 tn−2 dt.

Then, it follows that

(
1 − c

δ,δ̃

) cn,s σ

|gj(x′)− gi(x′)|1+s ≤
ˆ

Γj

σ

|x − y|n+s dy ≤
(
1 + c

δ,δ̃

) cn,s σ

|gj(x′)− gi(x′)|1+s

for all x ∈ Γi ∩ B′
3/4 × R, where c

δ,δ̃ ≤ C(
√

δ + δ̃) ↓ 0 as δ, δ̃ ↓ 0.
4The notation B′

r denotes the (n − 1)-th dimensional Euclidean ball of radius r and centered at 0 ∈ Rn−1.
5Note that, in terms of the standard Beta and Gamma functions,

cn,s =
Hn−2(Sn−2)

2
B
( n − 1

2
,

1 + s
2

)
=

Hn−2(Sn−2)Γ
( n−1

2

)
Γ
( 1+s

2

)
2Γ
( n+s

2

) =
Hn−2(Sn−2)

n − 1
+ O(σ)

is universally comparable to 1.
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Proposition 5.13. Let E be Λ-almost stable s-minimal in φ(B2), and assume that (5.25)–(5.28) hold true,
with (1 − s) = σ ∈ (0, 1/2). There exists C < ∞, depending only on Λ, n, and the constants in (5.25)–(5.28),
such that for every i such that

min
B′

1/2

|gi| ≤
1
2

,

we have that

σ

ˆ
B′

1/2

dx′

|gi+1 − gi|1+s ≤ C. (5.29)

Proof. Observe that B′
1 × [−1, 1] ⊂ B2. Let X be a C1 vector field of the form φ∗(enη), where en is the n–th

basis coordinate vector of Rn (i.e. pointing ”upwards”, in the direction in which the Γi are graphical) and
η is a standard cutoff verifying χB′

1/2×[−3/4,3/4] ≤ η ≤ χB′
2/3×[−4/5,4/5]. Define the function ξ = ⟨X, ν∂E⟩g

on ∂E. As in (5.20)–(5.21), considering the test functions ξ and |ξ|, the Λ-almost stability assumption
gives

2
¨

∂E×∂E

[
|ξ(p)||ξ(q)| − ξ(p)ξ(q)

]
K(p, q) ≤ δ2Pers(E)[ξ, ξ] + Λ

( ˆ
∂E

|ξ|
)2

. (5.30)

Now, we have defined

ξ(p) = ⟨X, ν∂E⟩g(p) = (η ◦ φ−1)(p)⟨φ∗(en), ν∂E⟩g(p) . (5.31)

Recall that, by assumptions (5.27) and (5.28), φ−1(∂E) is a union of very flat graphs Γj of the form
Γj = {xn = gj(x′)}. Together with the flatness assumptions on the metric, this implies that

|⟨φ∗(en), ν∂E⟩g| ≥ c1|en · φ−1
∗ (ν∂E)| ≥ c2 ,

where c2 > 0 depends only on δ from (5.28). Furthermore, ⟨φ∗(en), ν∂E⟩g changes sign on φ(Γi) and
φ(Γi+1), since the consecutive layers Γi and Γi+1 have normal vectors pointing in (almost) opposite direc-
tions.
These simple facts and (5.31) imply that, for p ∈ φ(Γi ∩ B′

1/2 × [−3/4, 3/4]) and q ∈ φ(Γi+1 ∩ B′
1/2 ×

[−3/4, 3/4]), then[
|ξ(p)||ξ(q)| − ξ(p)ξ(q)

]
= 2|ξ(p)||ξ(q)| ≥ 2c2

2[(η ◦ φ−1)(p)][(η ◦ φ−1)(q)] ≥ 2c2
2 .

Substituting into the original inequality (5.30), we deduce that

8c2
2

¨
Σi×Σi+1

K(p, q) ≤ δ2Pers(E)[ξ, ξ] + Λ
( ˆ

∂E
|ξ|
)2

,

where Σj := φ(Γj ∩B′
1/2 × [−3/4, 3/4]). So, passing to coordinates with φ, using Lemma 3.10 and Lemma

5.12 we obtain

cσ

ˆ
B′

1/2

1
|gi+1(x′)− gi(x′)|1+s dx′ ≤ σδ2Pers(E)[ξ, ξ] + Λσ

( ˆ
∂E

|ξ|
)2

. (5.32)

On the other hand, the right hand side in this inequality is bounded: To estimate the first term,
recalling Definition 5.3, by Lemma 3.12 and the assumption (5.26) we can bound

σδ2Pers(E)[ξ, ξ] = σ
d2

dt2

∣∣∣
t=0

Pers(ϕ
t
X(E)) ≤ σCPers(E) ≤ Cκ . (5.33)

To estimate the second term (corresponding to the error introduced by almost-stability), we apply the
classical perimeter bound (5.18) given by Proposition 5.10, since then we can bound

σΛ
( ˆ

∂E
|ξ|
)2

≤ CσΛPer2(E,B′
2/3 × [−4/5, 4/5]) ≤ C(Λ, n, s0) . (5.34)

To be precise, Proposition 5.10 is stated on a ball of radius one. We can cover B′
2/3 × [−4/5, 4/5] with a

finite number Cn of balls B1/10(xk) so that B1/5(xk) ⊂ B′
1 × [−1, 1] for all 1 ≤ k ≤ Cn. As in Step 2 of the

proof of Proposition 5.10, applying Proposition 5.10 on the manifold (M, 52g) and scaling back we see
that

Per(E;B1/5(xk)) ≤ C
1 +

√
κ√

σ
,
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which summing over k shows that

Per(E,B′
2/3 × [−4/5, 4/5]) ≤ C(Λ, n, s0)

1 +
√

κ√
σ

thus giving (5.34).

Applying (5.33) and (5.34) to the RHS of (5.32), we conclude that

σ

ˆ
B′

1/2

1
|gi+1(x′)− gi(x′)|1+s dx′ ≤ C ,

where C has the right dependencies.

The next lemma gives a rough lower bound for the separation between layers. Any bound which is
polynomial in σ would serve our purposes here; later, we will upgrade it to the optimal rate σ1/2 in the
case n = 3.
Lemma 5.14. Let E ⊂ M be Λ-almost stable s-minimal in φ(B2), and assume that (5.25)–(5.28) hold true,
with (1 − s) = σ ∈ (0, 1/2). There exists C < ∞, depending only on Λ, n, and the constants in (5.25)–(5.28),
such that for every i such that

min
B′

1/2

|gi| ≤
1
2

,

we have that

inf
B′

1/2

(gi+1 − gi) ≥
σ2

C
.

Proof. Let i be as in the statement, and assume that there exists a point z′ ∈ B′
1/2 such that gi+1(z′)−

gi(z′) = τ2σ2 for some τ ∈ (0, 1). Our goal will be to bound τ away from zero (hence we may assume
without loss of generality that τ is very small whenever needed).

By the assumption on i, we have that |gi(z′)| < 3/4. Let z := (z′, gi(z′)) and ϱ := τσ. Define
φz,ϱ := φ(z + ϱ · ). In the coordinates given by φz,ϱ, Γ is simply transforming into the rescaled set
Γ̃ := Γ−z

ϱ ∩ B1, in the sense that (φ−1
z,ϱ ◦ φ)(Γ ∩ Bϱ(z)) = Γ̃.

By (c) in Remark 3.8 and (5.25), if ρ is sufficiently small the rescaled manifold (M, 1
ϱ2 g) satisfies the

flatness assumptions FAℓ(M, 1
ϱ2 g, 1, φ(z), φz,ϱ). Moreover, by the same argument we gave in Step 2 of the

proof of Proposition 5.10, E is a Λ-almost stable s-minimal set for (M, ϱ2g) in φz,ϱ(B1); in fact, it is even
ϱn+sΛ-almost stable. Likewise, thanks to (3.29) the fractional perimeter bound (5.26) is satisfied in this
rescaled setting, up to changing the value of κ. Finally, we also observe that the “layers” {xn = gj(x′)}
become, in the coordinates given by φz,ϱ,

{xn = g̃j(x′)} where ∥D2 g̃j∥L∞ ≤ ϱδ, for all j = 1, . . . , N.

Therefore, we can apply Proposition 5.13 in our rescaled situation and deduce that

σ

ˆ
B′

1/2

1
|g̃i+1(x′)− g̃i(x′)|1+s dx′ ≤ C.

On the other hand, since the point z is mapped to 0, we have that

g̃i(0) = 0 and g̃i+1(0) ≤ ϱ.

Combining this with the bound for the D2 g̃j, a Taylor expansion immediately gives that, for δ, ϱ suffi-
ciently small,

0 ≤ g̃i+1 − g̃i ≤ 2ϱ in B′
1.

Therefore, we also get a lower bound

1
ϱ1+s ≤ C

ˆ
B′

1/2

1
|g̃i+1(x′)− g̃i(x′)|1+s dx′ .

Combining the above, we deduce that
σ

ϱ1+s ≤ C ,

which since ϱ = τσ gives that σ−s ≤ Cτ1+s. In particular, this shows that τ is bounded away from zero
with a uniform bound for σ ∈ (0, 1/2), as desired.
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From this rough separation estimate, we can already deduce that the number of layers inside a smaller
cylinder is bounded.

Lemma 5.15. Let the same assumptions as in Lemma 5.14 hold. Then, defining N2 as the number of layers of
φ−1(∂E) intersecting B′

1/2 × [−1/2, 1/2], there exists C < ∞, depending only on Λ, n and the constants in
(5.25)–(5.28), such that

N2 ≤ C .

Therefore, we deduce that
Per(E; φ(B′

1/2 × [−1/2, 1/2])) ≤ C .

Proof. N2 corresponds to the number of indices i such that

min
B′

1/2

|gi| ≤
1
2

.

Since for any such i the associated Γi is a graph with uniform estimates (by (5.27)–(5.28)), bounding the
number N2 of such i immediately gives a bound for the total classical perimeter. We thus focus on bound-
ing N2, which will be possible thanks to every layer Γi “contributing a positive amount to the fractional
perimeter” due to the rough separation estimate between layers.

Claim. Let i be such that
min
B′

1/2

|gi| ≤
1
2

,

and let j ̸= i. Then there is c > 0 small enough such that, given points x ∈ Γi and y ∈ Γj, the balls Br(x)
and Br(y) are disjoint for r = cσ4.

Proof of the claim. Indeed, if Br(x)∩Br(y) ̸= ∅, then in particular |y′ − x′| ≤ 2r and |gj(y′)− gi(x′)| ≤ 2r.
But then, by Lemma 5.14 and (5.28),

2cσ4 = 2r

≥ |gj(y′)− gi(x′)|
≥ |gj(x′)− gi(x′)| − |gj(y′)− gj(x′)|

≥ σ4

C
− δ|y′ − x′|

≥ σ4

C
− 2δr

=
σ4

C
− 2δcσ4 ,

or in other words 1
C ≤ 2(1 + δ)c, which is a contradiction for c = 1

2C(2+δ)
or smaller.

Now that the claim has been proved, denote F = φ−1(E), and let r be as in the claim. Now, thanks
to the uniform C2 estimates on our graphs, for s sufficiently close to 1 (i.e. σ close to 0) we have the
following: if x ∈ Γi, then both |F ∩ Br(x)| ≥ 1/4|Br(x)| and |Fc ∩ Br(x)| ≥ 1/4|Br(x)| hold. This is true
since satisfying uniform C2 estimates means that Γi separates from its tangent hyperplane at x at most
Cr2 inside Br(x), so that for σ (and thus r) sufficiently small Γi actually divides the ball Br(x) in two
pieces of almost equal volume. Denote

Pers|Br(x)(F) :=
¨

(F∩Br(x))×(Fc∩Br(x))

1
|x − y|n+s dx dy .

Then, by the relative fractional isoperimetric inequality (see [28]) together with min{|F ∩ Br(x)|, |Fc ∩
Br(x)|} ≥ 1/4|Br(x)|, we have that

Pers|Br(x)(F) ≥ c
1 − s

rn−s =
c
σ

rn−s

with c(n) > 0. Moreover, since Γi is a graph over the (n − 1)-dimensional ball of radius 1/2 in Rn−1,
we can find at least k ≥ c/rn−1 disjoint balls of radius r centered at points xi

1 ∈ Γi, ..., xi
k ∈ Γi (indeed,

it is clear that one can arrange at least k ≥ c/rn−1 points in a square lattice inside the Euclidean ball
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of radius 1/2 in Rn−1 with distance r between adjacent points, and then it suffices to take their images
under the graph parametrisation gi). Repeating this for each i = 1, ..., N2 and observing that any pair of
balls obtained in this way will be disjoint (by construction if they belong to the same Γi, and by the choice
of r at the beginning of the proof if they belong to Γi and Γj with i ̸= j), we can bound

Pers(F,B′
1/2 × (−3/4, 3/4)) ≥ ∑

1≤i≤N2

∑
1≤l≤k

Pers|Br(xi
l)
(F)

≥ N2k
c
σ

rn−s

≥ N2
c
σ

r1−s

= N2
c
σ

σ−4σ

≥ N2
c

2σ
.

In the last line we are taking s sufficiently close to 1 (equiv. σ = 1 − s sufficiently close to 0) so that

σ−4σ = 1 + O(σ| log(σ)|) ≥ 1
2

.

In other words, we have found that the number N2 of layers is bounded by

N2 ≤ C(1 − s)Pers(F,B′
1/2 × (−3/4, 3/4)) .

Moreover, by Lemma 3.10 and the flatness of the metric it is immediate that

Pers(F,B′
1/2 × (−3/4, 3/4)) ≤ CPers(E, φ(B′

1/2 × (−3/4, 3/4))) ≤ CPers(E, φ(Ω0)) .

Combining these two things, by assumption (5.26) we then deduce that N2 ≤ Cκ, which concludes the
proof.

We now introduce the following observation, which will be very useful since it will permit us to
relate volume and boundary integrals through integration by parts while allowing us to reuse our known
estimates for the family of kernels of the type Ks (defined through (3.1)):

Lemma 5.16. The identity
Ks(p, q) = −divq(∇qKs−2)(p, q)

holds.

Proof. By definition, Ks(p, q) = s/2
Γ(1−s/2)

´
t

Ht
t1+s/2 dt. We start by computing, using the identity Γ(1 + z) =

zΓ(z):

Ks−2(p, q) =
(s − 2)/2

Γ(1 − (s − 2)/2)

ˆ
t

Ht(p, q)/t1+(s−2)/2

= − 1 − s/2
Γ(1 + [1 − s/2])

ˆ
t

Ht(p, q)/ts/2

= − 1
Γ(1 − s/2)

ˆ
t

Ht(p, q)/ts/2 .

Therefore, by an application of the heat equation and integration by parts (in time), we can compute

divq(∇qKs−2)(p, q) = ∆qKs−2(p, q)

= − 1
Γ(1 − s/2)

ˆ
t

∆p Ht(p, q)/ts/2

= − 1
Γ(1 − s/2)

ˆ
t
(∂t Ht(p, q))/ts/2

= − s/2
Γ(1 − s/2)

ˆ
t

Ht(p, q)/t1+s/2

= −Ks(p, q) ,

giving the claimed result.
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This allows us to make the following ”generalised” definition, justified by the remark that follows it:

Definition 5.17. The fractional mean curvature (or nonlocal mean curvature, or NMC) of a two-sided
regular hypersurface Σ ⊂ M with choice of normal vector νΣ, where Σ ⊂ M is not assumed to be part of
the boundary of a set, at p ∈ Σ is defined as

Hs[Σ](p) := 2σ

ˆ
Σ
⟨νΣ(q),∇qKs−2(p, q)⟩g dq .

Remark 5.18. Definition 5.17 is compatible with Definition 5.2, in the sense that given a regular open
domain E, setting Σ = ∂E and νΣ the outer normal vector gives the same value for Hs[Σ] with both
definitions. This is immediately seen by an application of the divergence theorem together with Lemma
5.16.

We can now deduce the desired L−2 bound for the separation between layers, as well as the decay
in L2 of the nonlocal mean curvature of each of the individual layers as s → 1. We remark that we are
making no assumptions on the dimension n in this entire section.

Proposition 5.19. Let E ⊂ M be Λ-almost stable s-minimal in φ(B2), and assume that (5.25)–(5.28) hold true,
with (1 − s) = σ ∈ (0, 1/2). There exists C < ∞, depending only on Λ, n and the constants in (5.25)–(5.28),
such that for every i such that

min
B′

1/2

|gi| ≤
1
2

,

we have that

σ

ˆ
B′

1/2

dx′

|gi+1 − gi|2
≤ C. (5.35)

Moreover, defining fi := Hs[φ(Γi)], we have that

∥ fi∥L2(φ(Γi∩[B′
1/2×(−1,1)])) ≤ C

√
σ. (5.36)

Proof. Step 1. In Proposition 5.13 we have shown that

σ

ˆ
B′

1/2

dx′

|gi+1 − gi|1+s ≤ C.

To reach (5.35), we need to upgrade the exponent in the denominator from (1+ s) to 2. For this, it suffices
to notice that since by Lemma 5.14 we have that (gi+1 − gi) ∈ (σ4/C, 1), we can then estimate

|gj − gi|s =
(
1 + O(σ| log σ|)

)
|gj − gi|. (5.37)

Step 2. We deduce (5.36) from (5.35).

As before, we use the notation Ω0 = B′
1 × (−1, 1) ⊂ Rn. We want to split the contributions of each

of the individual layers of E to the total nonlocal mean curvature. For that, define the set Ai = φ({xn <
gi(x′)} ∩ Ω0), so that ∂Ai = φ(Γi)∪ φ(∂Ω0 ∩ {xn < gi(x′)}). In other words, in coordinates Ai comprises
all the space below the graph Γi, and the set ∂Ai corresponds to a portion of the layer Γi (plus some extra
piece contained in ∂Ω0). Define also the sets Ei = Ai \ Ai−1, so that (up to possibly interchanging E with
its complement) in particular it follows that E ∩ φ(Ω0) =

⋃
i∈2Z Ei.

Let i be such that minB′
1/2

|gi| ≤ 1
2 , with i even (the odd case is essentially identical), and let p ∈ φ(Γi ∩

{x′ ∈ B′
1/2}). With the definitions above, it is immediate to see that we can split

ˆ
φ(Ω0)

dq (χE − χEc )(q)Ks(p, q) =
ˆ

φ(Ω0)
dq (χAi − χAc

i
)(q)Ks(p, q)− 2 ∑

j<i, j−i odd

ˆ
φ(Ω0)

dq χEj (q)Ks(p, q)

+ 2 ∑
j>i, j−i even

ˆ
φ(Ω0)

dq χEj (q)Ks(p, q) .

On the other hand, since E is an s-minimal surface in particular it has zero NMC at p, so that recalling
Definition 5.2 we have that (we omit dq in the notation from now on)

ˆ
φ(Ω0)

(χE − χEc )Ks(p, q) +
ˆ

φ(Ω0)c
(χE − χEc )Ks(p, q) =

ˆ
M
(χE − χEc )Ks(p, q) = 0 .
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Combining both expressions, we can then write

−
ˆ

φ(Ω0)
(χAi − χAc

i
)Ks(p, q) = −

ˆ
φ(Ω0)c

(χE − χEc )Ks(p, q)− 2 ∑
j<i, j−i odd

ˆ
φ(Ω0)

χEj Ks(p, q)

+ 2 ∑
j>i, j−i even

ˆ
φ(Ω0)

χEj Ks(p, q) .

Applying the divergence theorem on the left hand side using Lemma 5.16, we then find that

Hs[φ(Γi)](p) = −2σ ∑
j<i,j−i even

ˆ
φ(Ω0)

χEj Ks(p, q) + 2σ ∑
j>i,j−i even

ˆ
φ(Ω0)

χEj Ks(p, q) + σExt(p) , (5.38)

where
Ext(p) := −

ˆ
φ(Ω0)c

(χE − χEc )Ks(p, q)−
ˆ

φ(∂Ω0)
⟨ν∂Ω0 (q),∇qKs−2(p, q)⟩g dHn−1(q) .

In other words, (5.38) says that, since the NMC of E is zero, the “individual” NMC of φ(Γi) in the sense
of Definition 5.17 is equal to the contribution from the other layers plus an exterior error.

Now, it is clear that the Ej with j < i are contained in Ai−1 := φ({xn < gi−1(x′)} ∩ Ω0), and likewise
the Ej with j > i are contained in Bi+1 := φ({xn > gi+1(x′)} ∩ Ω0), so that∣∣∣Hs[φ(Γi)]

∣∣∣(p) ≤ 2σ
∣∣∣ ˆ

Ai−1

Ks(p, q)
∣∣∣+ 2σ

∣∣∣ ˆ
Bi+1

Ks(p, q)
∣∣∣+ σ

∣∣∣Ext
∣∣∣(p) .

Using this observation, passing to coordinates with φ−1 (letting x := φ−1(p), and using Lemma 3.10 and
the flatness assumptions) and then integrating by parts (once again thanks to Lemma 5.16/the divergence
theorem, applied also with the Euclidean kernel 1

|x−y|n+s ), we can bound

∣∣∣Hs[φ(Γi)]
∣∣∣(p) ≤ 2σ

∣∣∣ ˆ
Ai−1

Ks(p, q)
∣∣∣+ 2σ

∣∣∣ ˆ
Bi+1

Ks(p, q)
∣∣∣+ σ

∣∣∣Ext
∣∣∣(p)

≤ Cσ

ˆ
φ−1(Ai−1)

dy
1

|x − y|n+s + Cσ

ˆ
φ−1(Bi+1)

dy
1

|x − y|n+s + σ
∣∣∣Ext

∣∣∣(p)

≤ Cσ

ˆ
Γi−1

dHn−1(y)
1

|x − y|n+s−1 + Cσ

ˆ
Γi+1

dHn−1(y)
1

|x − y|n+s−1 + σExt2(p) .

Here, the new exterior error term is

Ext2(p) =
∣∣∣ ˆ

φ(Ω0)c
dq (χE − χEc )Ks(p, q)

∣∣∣+ ∣∣∣ ˆ
φ(∂Ω0)

⟨νΣ(q),∇qKs−2(p, q)⟩g dHn−1(q)
∣∣∣

+
∣∣∣ ˆ

∂Ω0∩{xn<gi−1(x′)}

1
|x − y|n+s−1 dHn−1(q)

∣∣∣+ ∣∣∣ ˆ
∂Ω0∩{xn>gi+1(x′)}

1
|x − y|n+s−1 dHn−1(q)

∣∣∣ .

We can bound the first term in Ext2(p) by a uniform constant using (3.17) (with α = 0). Moreover, by an
application of (3.16), we can bound the (differentiated) kernel in the second term by a uniform constant
(since dist(p, q) ≥ 1

C > 0 for all q in φ(Ω0)
c), and likewise for the two last terms involving 1

|x−y|n+s−1

(since |x − y| ≥ 1
C for all y in ∂Ω0). Therefore, Ext2(p) ≤ C.

Substituting this above and using Lemma 5.12 and (5.37), we can estimate∣∣∣Hs[φ(Γi)]
∣∣∣(p) ≤ Cσ

ˆ
Γi−1

1
|x − y|n+s−1 + Cσ

ˆ
Γi+1

1
|x − y|n+s−1 + σExt2(p)

≤ C
σ

|gi(x′)− gi−1(x′)|s + C
σ

|gi+1(x′)− gi(x′)|s + Cσ

≤ C
σ

|gi(x′)− gi−1(x′)| + C
σ

|gi+1(x′)− gi(x′)| + Cσ . (5.39)

Applying the L−2 estimate in (5.35), we conclude the desired bound for the L2 norm of Hs[φ(Γi)].
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5.3.2 Uniform C2,α estimates for almost-stable graphs in dimension n = 3

In this section we will prove that (for n = 3) almost-stability implies a uniform C2,α bound for the layers
of our surface. We remark that this is the only section of the article in which the restriction to dimension
3 is used.
Our strategy is a bit different from the one in [20], and it allows us to avoid using the nonlocal mean
curvature equation for graphs, which could be complicated to implement in a Riemannian setting. We
show instead that, even before upgrading the regularity of our layers to a uniform C2,α estimate, the local
and nonlocal mean curvatures of our layers are much closer to each other than their natural size. This
allows us to argue using the classical minimal graph equation instead of the nonlocal one in Proposition
5.24, which is the crucial step in dimension n = 3 which allows to decouple the separation estimate from
the regularity estimates. Moreover, the C2,α regularity result in [20] is only obtained for α sufficiently
small, whereas our strategy allows us to obtain it for any α ∈ (0, 1).
With an eye towards future directions, using that one can show the proximity of the nonlocal mean cur-
vatures to the local ones before upgrading the regularity of our layers to the uniform C2,α estimate will
probably be essential to extend our results to dimensions 4 ≤ n ≤ 7. Indeed, it hints at the possibility of
using the Toda system (obtained in [20] under the assumption of uniform C2,α convergence as s → 1 to a
hyperplane) prior to knowing this desired uniform regularity.

We begin the section by showing a rough C2,α bound which explodes as σ → 0, but which will allow
us to compare the nonlocal and local mean curvatures.

Proposition 5.20. Let E ⊂ M be Λ-almost stable s-minimal in φ(B2), and assume that (5.25)–(5.28) hold true,
with (1 − s) = σ ∈ (0, 1/8). Let α ∈ (0, 1/4). Then, for every i such that

min
B′

1/2

|gi| ≤
1
2

,

we have that, for every α ∈ (0, 1/4), there exists a constant C < ∞ depending only on Λ, n, s0, α and the constants
in (5.25)–(5.28), and in particular independent of s, such that

∥gi∥C2,α(B′
1/4)

≤ Cσ−12α. (5.40)

Proof. Step 1. We first show the Hölder estimate ∥Hs[φ(Γi)](·)∥C0,1/2(φ(Γi∩[B′
1/2×(−1,1)])) ≤ Cσ−3.

We start by using Lemma 5.14 in (5.39), which gives the rough pointwise estimate∣∣∣Hs[φ(Γi)]
∣∣∣(p) ≤ Cσ−1 . (5.41)

To find a higher-order bound, we differentiate both sides of equation (5.38) over Γi. Doing this, and then
reproducing the computations that led to (5.39) from (5.38), we can compute

|∇φ(Γi)
p Hs[φ(Γi)]|(p) ≤ 2σ ∑

j<i,j−i odd

ˆ
φ(Ω0)

dq χEj (q)|∇
φ(Γi)
p Ks(p, q)|

+ 2σ ∑
j>i,j−i even

ˆ
φ(Ω0)

dq χEj (q)|∇
φ(Γi)
p Ks(p, q)|+ σ|∇φ(Γi)Ext1|(p)

≤ 2σ

ˆ
Ai−1

|∇φ(Γi)
p Ks(p, q)|+ 2σ

ˆ
Bi+1

|∇φ(Γi)
p Ks(p, q)|+ Cσ

≤ Cσ

ˆ
φ−1(Ai−1)

1
|x − y|n+s+1 + Cσ

ˆ
φ−1(Bi+1)

1
|x − y|n+s+1 + Cσ

≤ Cσ

ˆ
Γi−1

1
|x − y|n+s + Cσ

ˆ
Γi+1

1
|x − y|n+s + Cσ

≤ C
σ

|gi(0)− gi−1(0)|2
+ C

σ

|gi+1(0)− gi(0)|2
+ Cσ . (5.42)

Using Lemma 5.14 once again, we get the pointwise bound

|∇φ(Γi)
p Hs[φ(Γi)]|(p) ≤ Cσ−3 . (5.43)

Combining equations (5.41) and (5.43), we find that ∥Hs[φ(Γi)](·)∥C0,1/2(Γi∩B′
1/2×(−1,1)) ≤ Cσ−3. We could

have argued by interpolation between Hölder spaces and obtained a bound of order σ−2, but we do not
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care about the precise negative exponent at this point.

Step 2. Schauder estimates and interpolation.
Define Ai = φ({xn < gi(x′)} ∩ Ω0), so that φ−1(∂Ai) ∩ [B′

1/2 × (−1/2, 1/2)] = Γi ∩ [B′
1/2 × (−1/2, 1/2)]

is a C2 graph over B′
1/2 parametrised by gi. By Step 1, it moreover verifies that

∥Hs[φ(Γi)](·)∥C0,1/2(φ(Γi∩[B′
1/2×(−3/4, 3/4)])) ≤ Cσ−3.

Then, by the Schauder estimate for the nonlocal mean curvature equation in [27] (in its version for
graphs), we deduce that ∥gi∥C2,1/4(B′

1/4)
≤ Cσ−3. On the other hand, by assumption (5.28) we have that

∥gi∥C2(B′
1)
≤ C. By interpolation, we deduce that

∥gi∥C2,α(B′
1/4)

≤ C(α)σ−12α

for every α ∈ (0, 1/4), as desired.

The next proposition gives a precise representation for the gradient of the singular kernel Ks up to a
lower order error. The fact that we manage to get an error of two orders less will be crucial in the proof
of Lemma 5.23.

Proposition 5.21. Assume that the flatness assumptions FAℓ(M, g, 4, p, φ) are satisfied, where φ corresponds to
the restriction of the exponential map expp to B4 ⊂ Rn. Then, the difference between the gradient of Ks and the
gradient of its Euclidean representative is of two orders less. More precisely, using the notation in Proposition 3.9,
there is r = r(n) > 0 such that if y ∈ Br(0) then

∇yKs(p, φp(y)) = ∇y
αn,s

|y|n+s + O
( 1
|y|n+s−1

)
= −(n + s)αn,s

y
|y|n+s+2 + O

( 1
|y|n+s−1

)
.

Proof. The proof is given in Appendix B.

The next proposition simply records the standard fact that having flatness assumptions centered at
some point implies that, in a smaller neighbourhood, normal coordinates centered at any other point also
induce flatness assumptions. See also Remark 1.6 in [45].

Proposition 5.22. Assume that the flatness assumptions FAℓ(M, g, 4, p0, φ) are satisfied. Then, there exists a
small constant r◦ = r◦(n) > 0 such that for every x ∈ B2 and r ∈ (0, r0), letting φq : Br → M denote the
restriction of the exponential map expq centered at q = φ(x), then the flatness assumptions FAl(M, g, r, q, φq) are
also satisfied. Moreover, the change of coordinates Fq = φ−1 ◦ φq is a well-defined diffeomorphism onto its image
and both Fq and F−1

q have bounded C3 norm.

The next lemma shows that the local and nonlocal mean curvatures, of a uniformly C2 graph whose
C2,α seminorm is allowed to degenerate with a small rate as σ → 0, are nevertheless close to each other.

Lemma 5.23. Let 1 − s = σ ∈ (0, 1/2), and assume that FAℓ(M, g, 4, p0, φ) is satisfied. Let α > 0, and let
g : B′

1/2 → (−1/2, 1/2) be a C2,α function with

∥∇g∥L∞(B′
1/2)

+ ∥D2g∥L∞(B′
1/2)

< δ and [g]C2,α ≤ Cσ−1/4 .

Define Γ as the graph of g in B′
1/2 × (−1/2, 1/2), so that φ(Γ) is a C2,α hypersurface in M. Then, the nonlocal

mean curvature (NMC) of φ(Γ) is close to its classical mean curvature (or local mean curvature, LMC) with a
small error. Precisely, if p = φ(x) with x ∈ Γ ∩ [B′

1/4 × (−1/2, 1/2)], then

Hs[φ(Γ)](p) = c◦H[φ(Γ)](p) + O(σ3/4) ,

where c◦ := Hn−2(∂B′
1)

2(n−1) .

Proof. Step 1. We begin by showing that the Riemannian NMC of the set and the Euclidean NMC of its
representative in normal coordinates are close.
Let x ∈ Γ ∩ [B′

1/4 × (−1/2, 1/2)] be as in the statement of the lemma. By Proposition 5.22, we can
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consider normal coordinates centered at p = φ(x) and then our setting still applies. More precisely,
FAl(M, g, r, p, φp) is satisfied for some r sufficiently small. Moreover,

Γ̂ :=
[

φ−1
p ◦ φ(Γ)

]
∩
[
B′

r/2 × (−r/2, r/2)
]

is still a C2,α surface, which (possibly after a rotation and making r sufficiently smaller) is given in
B′

r/2 × (−r/2, r/2) by the graph of some function ĝ : B′
r/2 → (−r/2, r/2) with

ĝ(0) = |∇ĝ(0)| = 0 , (5.44)

and satisfying the bounds

∥∇ĝ∥L∞(B′
r/2)

+ ∥D2 ĝ∥L∞(B′
r/2)

< Cδ and [ĝ]C2,α ≤ Cσ−1/4 .

Now, thanks to taking normal coordinates, we have that gij(0) = δij and ∇gij(0) = 0. This will simplify
the computations that will follow. We start by writing

1
2

Hs[φ(Γ)](p) =
1
2

Hs[φp(Γ̂)](p) + σ

ˆ
φ(Γ)\φp(Γ̂)

⟨νΣ(q),∇M
q Ks−2(p, q)⟩g dHn−1(q)

=
1
2

Hs[φp(Γ̂)](p) + O(σ) , (5.45)

where we have used (3.16) with s − 2 instead of s to bound the second term. This shows that we can
work with Γ̂ and φp instead of Γ and φ without any loss of generality. Now, passing to coordinates we
can write

1
2

Hs[φp(Γ̂)](p) = σ

ˆ
φp(Γ̂)

⟨νφp(Γ̂)(q
′),∇M

q′ Ks−2(p, q′)⟩g dHn−1(q′)

= σ

ˆ
Γ̂
⟨νφp(Γ̂)(φp(y)),∇M

q′ Ks−2(φp(0), φp(y))⟩g(φp(y))

√
|gΓ̂

ij|(y) dHn−1(y) . (5.46)

A simple Riemannian computation, which we give in Appendix A, allows us to compute the terms in the
inner product, obtaining that

1
2

Hs[φ(Γ̂)](p) = σ

ˆ
Γ̂

1√
νt

Γ̂
g−1νΓ̂

[νΓ̂(y)]
tg−1(y)∇Rn

y Ks−2(φp(0), φp(y))
√
|gΓ̂

ij|(y) dHn−1(y) . (5.47)

Here all products involving g denote products of matrices. Now, since g(y) = Id + O(|y|2) thanks
to having taken normal coordinates, we can exchange all instances of the Riemannian metric g by the
identity metric up to a controlled quadratic error. More precisely, we can estimate

1
2

Hs[φ(Γ̂)](p) = σ

ˆ
Γ̂

[
νΓ̂(y) · ∇

Rn

y Ks−2(φp(0), φp(y))
]

dHn−1(y) (5.48)

+ O
(

σ

ˆ
Γ̂
|y|2|∇Rn

y Ks−2(φp(0), φp(y))| dHn−1(y)
)

,

where · denotes the usual Euclidean scalar product.
Proposition 5.21 (applied with s − 2 instead of s) allows us now to compare the gradient of the kernel
Ks−2 with the one of the corresponding Euclidean kernel. We reach

1
2

Hs[φ(Γ̂)](p) = −(n + s − 2)αn,(s−2)σ

ˆ
Γ̂

νΓ̂(y) · y
|y|n+s dHn−1(y)

+ O
(

σ

ˆ
Γ̂
|y|2 1

|y|n+s−1 dHn−1(y)
)

.

Setting c(n, s) = − 2(n+s−2)
s αn,(s−2) and bounding the second integral by a uniform constant, we can then

write

Hs[φ(Γ̂)](p) = c(n, s)σ
ˆ

Γ̂

νΓ̂(y) · y
|y|n+s dHn−1(y)

+ O(σ) .
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Now, the last expression is exactly the expression for the Euclidean nonlocal mean curvature of Γ̂, plus
an O(σ) error term. In other words, together with (5.45) we have found that

Hs[φ(Γ)](p) = Hs[Γ̂](0) + O(σ) ,

where the NMC on the left and right hand sides are respectively on M and on Rn.

Step 2. We now show that Hs[Γ̂](0) = c◦H[Γ̂](0) + O(σ3/4), with c◦ := Hn−2(∂B′
1)

2(n−1) . This is an ex-
clusively Euclidean computation and which we reproduce from [20], with the caveat that we are not
assuming uniform C2,α bounds for our graphs but rather bounds which degenerate as σ → 0.

Observe first that, from the assumption that

ĝ(0) = |∇ĝ(0)| = 0 , (5.49)

we have that
H[Γ̂](0) = −∆ĝ(0).

Thus our goal is to relate Hs[Γ̂](0) with ∆ĝ(0).
Recall that

Hs[Γ̂](0) = c(n, s)σ
ˆ

Γ̂

νΓ̂(y) · y
|y|n+s dHn−1(y) = c(n, s)σ

ˆ
B′

r/2

(−∇ĝ(y′), 1) · (y′, ĝ(y′))

(|y′|2 + ĝ(y′)2)
n+s

2
dy′.

Now, on the one hand, we have

I1 := σ

ˆ
B′

ϱ

(−∇ĝ(y′), 1) · (y′, ĝ(y′))

(|y′|2 + ĝ(y′)2)
n+s

2
dy′ = (1 + O(ϱ2))σ

ˆ
B′

ϱ

ĝ(y′)−∇ĝ(y′) · y′

|y′|n+s dy′,

where we have used that |y′|2 + ĝ(y′)2 = |y′|2(1 + ĝ(y′)2/|y′|2) = |y|2(1 + O(ϱ2)) for y′ ∈ B′
ϱ, thanks

to (5.49).
Note that our assumptions on [ĝ]C2,α give the Taylor expansions∣∣ĝ(y′)− 1

2 y′ · D2 ĝ(0)y′
∣∣ ≤ Cσ−1/4|y′|2+α and

∣∣∇ĝ(y′)− D2 ĝ(0)y′
∣∣ ≤ Cσ−1/4|y′|1+α.

Hence, choosing ϱ = σ, and using that σσ = exp(σ log σ) = 1 + O(σ| log σ|) as σ ↓ 0, we obtain

I1 = (1 + O(ϱ2))σ

(ˆ
B′

ϱ

− 1
2 y′ · D2 ĝ(0)y′

|y′|n+s dy′ + O
(

Cσ−1/4
ˆ

B′
ϱ

2|y′|2+α

|y′|n+s dy′
))

= (1 + O(ϱ2))

(
trace(D2 ĝ(0))

2(n − 1)
σ

ˆ
B′

ϱ

|y′|2
|y′|n+s dy′ + σ3/4O(ϱα+1−s)

)

= (1 + O(ϱ2))

(
−∆ĝ(0)

Hn−2(∂B′
1)

2(n − 1)
σ

ϱ1−s

1 − s
+ σ3/4O(ϱα+1−s)

)
= −c◦∆ĝ(0) + O(σ| log σ|+ σ3/4+α).

On the other hand, using that |ĝ(y′)|+ |y′ · ∇ĝ(y′)| ≤ 1
2 |y′|2 + |y′|2 (thanks to our assumptions on ĝ),

we obtain that

I2 := σ

ˆ
B′

r/2\B′
ϱ

(−∇ĝ(y′), 1) · (y′, ĝ(y′))

(|y′|2 + ĝ(y′)2)
n+s

2
dy′

can be bounded by

∣∣I2
∣∣ ≤ σ

ˆ
B′

r/2\B′
ϱ

3
2 |y′|2

|y′|n+s dy′ = Cσ

ˆ 1

ϱ
r−s dr = C(1 − σσ) = O(σ| log σ|).

Since Hs[Γ̂](0) = I1 + I2, these considerations complete the proof of Step 2.

Step 3. Conclusion of the proof.
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Combining Steps 1 and 2, we have seen that

Hs[φ(Γ)](p) = c0H[Γ̂](0) + O(σ3/4) .

On the other hand, the identity
H[Γ̂](0) = H[φp(Γ̂)](p) (5.50)

holds, where the left and right mean curvatures are computed on Rn and on M respectively, thanks to
having taken normal coordinates centered at p; a proof is given in Appendix A. Therefore, we conclude
that

Hs[φ(Γ)](p) = c0H[φp(Γ̂)](p) + O(σ3/4) = c0H[φ(Γ)](p) + O(σ3/4)

as desired.

With the results up to now, we can show the optimal separation estimate between layers in dimension
3.

Proposition 5.24. Let n = 3. Assume that (5.25)–(5.28) are satisfied, and let E ⊂ M be Λ-almost stable s-minimal
in φ(B2), with (1 − s) = σ ∈ (0, 1/8). Then, there exists c > 0, depending only on Λ, n and the constants in
(5.25)–(5.28), such that for every i such that

min
B′

1/2

|gi| ≤
1
2

,

we have the separation estimate
inf
B′

1/2

(gi+1 − gi) ≥ cσ1/2 > 0 . (5.51)

Moreover, we have the pointwise mean curvature estimates

∥Hs[φ(Γi)]∥L∞(φ(Γi∩[B′
1/2×(−1,1)])) ≤ C

√
σ and ∥H[φ(Γi)]∥L∞(φ(Γi∩[B′

1/2×(−1,1)])) ≤ C
√

σ. (5.52)

Proof. Step 1. Let us show the pointwise separation estimate in (5.51).
It is well known that the classical mean curvature can be written, for a graph in coordinates, as an operator
depending on the graph and the coefficients of the metric. Moreover, the difference of the parametrising
functions of two parallel graphs satisfies an elliptic equation. The precise statement is that, for x′ ∈ B′

3/4
and v := gi+1 − gi, we have that (see for example [22, page 237])

h(x) : = H[φ(Γi+1)](φ(x′, gi+1(x′)))− H[φ(Γi)](φ(x′, gi(x′))) (5.53)

= aij(x′)vxi xj (x”) + bi(x′)vxi + cv,

where the aij form a uniformly elliptic matrix and bi and c are uniformly bounded.
Moreover, we know from Proposition 5.19 that the NMCs Hs[φ(Γi)] and Hs[φ(Γi+1)] are bounded in L2

by C
√

σ, which together with the combination of (5.40) (with α = 1
48 , so that 12α = 1/4) and Lemma 5.23

gives that the LMCs H[φ(Γi)] and H[φ(Γi+1)] are bounded in L2 by C
√

σ as well. Thus (5.53) gives that

∥h∥L2(B′
3/4)

≤ C
√

σ .

On the other hand, by the Harnack inequality for uniformly elliptic operators, see [34, Theorems 8.17 and
8.18], we have that

sup
B′

1/2

v ≤ C inf
B′

1/2

v + C∥h∥Lq(B′
3/4)

for every q > n′/2, with n′ := n − 1. For n = 3 we may take q = 2, thus obtaining that

sup
B′

1/2

(gi+1 − gi) ≤ C inf
B′

1/2

(gi+1 − gi) + C
√

σ. (5.54)

We now argue as in [20, Proposition 3.5]. Still in dimension n = 3 (and thus n′ = 2), assume that
(gi+1 − gi)(x′◦) = δ

√
σ for some x′◦ ∈ B′

1/2 and let us prove a lower bound for δ.
For r ∈ (0, 1/4) we now dilate around x◦ = (x′◦, gi(x′◦)) ∈ Γi and we obtain new surfaces Γi,r :=

1
r (Γi − x◦) which have graphical expressions xn = gi,r(x′) in B′

1 × (−1, 1), where gi,r(x′) := 1
r gi(x′◦ + rx′).

As we have used several times, our assumptions (5.25)–(5.28) and the Λ-almost stability condition are
all preserved in this rescaled setting, considering the manifold (M, 1

r2 g) and the new parametrisation
φ(rx + x0); see for example Step 2 of the proof of Proposition 5.10.

51



Then, reapplying the argument above we deduce that (5.54) also holds with gi replaced by gi,r. Since

(gi+1,r − gi,r)(0) = 1
r (gi+1 − gi)(x′◦) =

δ
√

σ
r , this gives that

sup
B′

r/2(x′
◦)

(gi+1 − gi) = r sup
B′

1/2

(gi+1,r − gi,r) ≤ Cr
(

δ
√

σ

r
+
√

σ

)
.

In other words, for all r ≥ δ we have that

sup
B′

r/2(x′
◦)

(gi+1 − gi) ≤ Cr
√

σ.

But then using again Proposition 5.19 and the fact that n′ = 2, we obtain that

C ≥
ˆ

B′
1/4(x′

◦)

σ

(gi+1 − gi)2 ≥ σ

C

ˆ 1/4

δ

r dr
(Cr

√
σ)2 =

1
C

ˆ 1/4

δ

dr
r

≥ | log δ|
C

, (5.55)

which proves that δ ≥ c > 0.

Step 2. Now that we know the pointwise separation estimate in (5.51), using it in equation (5.39) gives
the pointwise bound for the NMC,

∥Hs[φ(Γi)]∥L∞(φ(Γi∩B′
1/2×(−1,1))) ≤ C

√
σ.

Combining this once again with Lemma 5.23, which we can apply thanks to (5.40) in Proposition 5.20, we
complete the proof of (5.52).

We finally obtain the uniform C2,α estimate under the assumptions in the section.

Corollary 5.25. Let n = 3. Assume that (5.25)–(5.28) are satisfied, and let E ⊂ M be Λ-almost stable s-minimal
in φ(B2), with (1 − s) = σ ∈ (0, 1/8). Given α ∈ (0, 1), there exists C > 0, depending only on α, Λ, n and the
constants in (5.25)–(5.28), such that for every i such that

min
B′

1/2

|gi| ≤
1
2

,

we have that ∥gi∥C2,α(B′
1/2)

≤ C.

Proof. In (5.42) from Proposition 5.20 we found the pointwise bound

|∇φ(Γi)
p Hs[φ(Γi)](p)| ≤ C

σ

|gi(0)− gi−1(0)|2
+ C

σ

|gi+1(0)− gi(0)|2
+ Cσ ,

which combined with the separation estimate (5.51) shows that

|∇φ(Γi)
p Hs[φ(Γi)](p)| ≤ C .

On the other hand, by (5.52) in Proposition 5.24 we know that

∥Hs[φ(Γi)]∥L∞(φ(Γi∩[B′
1/2×(−1,1)])) ≤ C

√
σ.

Then, by interpolation between Hölder spaces, we deduce that

∥Hs[φ(Γi)]∥Cβ(φ(Γi∩[B′
1/2×(−1,1)])) ≤ Cσ(1−β)/2

for all β ∈ (0, 1).
By the Schauder estimate for the nonlocal mean curvature equation in [27] (in its version for graphs),
since the NMC Hs is an operator of order 1 + s, we deduce that ∥gi∥C2,1+s+β−2(B′

1/2)
≤ C(β). Given α as

in the statement, choose some β > α in (0, 1), say β = α + (1 − α)/2. Choosing then s0 = s0(α) in (0, 1)
large enough, so that 1 + s0 + β − 2 ≥ α, we conclude that

∥gi∥C2,α(B′
1/2)

≤ C(α)

for all s ∈ [s0, 1).
The proof for the range s ∈ (7/8, s0) instead, in which σ > (1 − s0) > 0, is essentially trivial at this
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point. First, by the lower separation bounds that we have found (here any rough bound, such as the one
in Lemma 5.14, suffices), there is a uniform r◦ > 0 such that our surface is a single graph in balls of
radius r◦ for this range of s. Then, differentiating (5.38) two times and arguing exactly as in the proof of
Proposition 5.20, we get a uniform pointwise bound

∥∇2,φ(Γi)Hs[φ(Γi)]∥L∞(φ(Γi∩[B′
1/2×(−1,1)])) ≤ C ,

or for any chosen derivative of Hs for that matter. By interpolation, in particular we get a uniform bound

∥Hs[φ(Γi)]∥C1,1/4(φ(Γi∩[B′
1/2×(−1,1)])) ≤ C ,

which again by the Schauder estimate in [27] gives a bound for the C3,1+s+(1+1/4)−3 = C3,s−3/4 norm of
gi. Since s ≥ 7/8 > 3/4, in particular we find a bound for the C3 norm of gi, thus also a bound for its
C2,α norm as desired. This concludes the proof.

Lemma 5.26. Let γn be as in (3.7), and let Ω0 = B′
1 × (−1, 1) ⊂ Rn. Assume that (5.25)–(5.28) are satisfied,

and let E ⊂ M be Λ-almost stable s-minimal in φ(B2), with (1 − s) = σ ∈ (0, 1/8). Moreover, assume that the
metric g (in coordinates) and the Euclidean metric are δ-close in B4, in the sense that

sup
x∈B4

sup
i,j

|gij(x)− δij(x)| ≤ δ .

Then, there exists a function ε(t), depending only on Λ and n, such that

|(1 − s)Pers(E : φ(Ω0))− γnPer(E : φ(Ω0))| ≤ ε(σ) + ε(δ)[Per(E : φ(Ω0)) + (1 − s)Pers(E : φ(Ω0))]

where ε(t) indicates some function of t satisfying limt→0 ε(t) = 0.

Proof. Let Ai = φ({xn < gi(x′)} ∩ Ω0), Bi = φ({xn > gi(x′)} ∩ Ω0), and Ei = Ai \ Ai−1. In particular
(up to possibly interchanging E with its complement) it follows that E ∩ φ(Ω0) =

⋃
i∈2Z Ei. We can write

the fractional perimeter as the contribution of each subgraph Ai plus an error:

Pers(E; Ω0) = 2
ˆ

E

ˆ
Ec

Ks(p, q)dVpdVq

= ∑
i∈2Z

2
ˆ

Ei

ˆ
Ec

Ks(p, q)dVpdVq

= ∑
i∈2Z

2
ˆ

Ei

ˆ
Ei−1

Ks(p, q)dVpdVq + ∑
i∈2Z

2
ˆ

Ei

ˆ
Ei+1

Ks(p, q)dVpdVq + O
(

∑
i∈2Z

2
ˆ

Ei

ˆ
Ai−3∪Bi+2

Ks(p, q)dVpdVq

)
= ∑

j∈Z

2
ˆ

Ej

ˆ
Ej−1

Ks(p, q)dVpdVq + O
(

∑
i∈2Z

ˆ
Ei

ˆ
Ai−3∪Bi+2

Ks(p, q)dVpdVq

)
= ∑

j∈Z

2
ˆ

Aj−1

ˆ
Ac

j−1

Ks(p, q)dVpdVq + O
(

∑
i∈Z

ˆ
Ei

ˆ
Ai−2∪Bi+1

Ks(p, q)dVpdVq

)
= ∑

j∈Z

Pers(Aj; Ω0) + O
(

∑
i∈Z

ˆ
Ei

ˆ
Ai−2∪Bi+1

Ks(p, q)dVpdVq

)
= ∑

j∈Z

Pers(Aj; Ω0) + O
(

∑
i∈Z

ˆ
Ai

ˆ
Bi+1

Ks(p, q)dVpdVq

)
Thanks to the separation estimates, dist(Ai, Bi+1) ≥ c

√
σ, so that passing to coordinates in q and using

Lemma 3.10 we can boundˆ
Ai

ˆ
Bi+1

Ks(p, q)dVpdVq ≤
ˆ

Ai

ˆ
φ(B2)\Bc

c
√

σ
(p)

Ks(p, q)dVpdVq

≤
ˆ

Ai

ˆ
{|φ−1(p)−y|≥c

√
σ}

C
|φ−1(p)− y|n+s dVpdy

≤ C
|c
√

σ|s

≤ C√
σ

≤ C
σ

ε(σ) .
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A more precise computation would lead to the much better bound C log σ, but this suffices for our
purposes since it shows that

(1 − s)Pers(E; φ(Ω0)) = ∑
j∈Z

(1 − s)Pers(Aj; φ(Ω0)) + ε(σ) . (5.56)

Moreover, we obviously have

Per(E; φ(Ω0)) = ∑
j∈Z

Per(Aj; φ(Ω0)) . (5.57)

Now, thanks to the assumption on the metric,

|Per(Aj; φ(Ω0))− Per(φ−1(Aj); Ω0)| ≤ ε(δ)Per(Aj; φ(Ω0)) ≤ ε(δ) , (5.58)

and likewise
|(1 − s)Pers(Aj; φ(Ω0))− (1 − s)Pers(φ−1(Aj); Ω0)| ≤ ε(δ) . (5.59)

On the other hand, the φ−1(Aj) are sets with uniformly C2 (graphical) boundaries and which are transver-
sal to ∂Ω0 in a quantified way thanks to their graphical structure. We can then apply [16, Lemma 11]
separately to each of the φ−1(Aj), obtaining that

|(1 − s)Pers(Aj; φ(Ω0))− Per(Aj; φ(Ω0))| ≤ ε(σ) . (5.60)

Combining (5.56)–(5.60), we conclude the desired result.

5.3.3 Uniform C2,α regularity for almost-stable surfaces in dimension n = 3

In the previous section we have concluded that assuming bounds on the almost-stability constant and the
fractional perimeter, s-minimal surfaces satisfying uniform C2 estimates actually satisfy a uniform C2,α

estimate. Thanks to this “a priori” type result, and a compactness/contradiction argument together with
a global classification result, we will now prove that uniform C2 (and thus also C2,α) estimates actually
hold unconditionally.

We start with a simple general lemma about writing sets with bounded curvatures locally as graphs.

Lemma 5.27 (Curvature bounds imply graphicality). Assume that the flatness assumptions FAℓ(M, g, 4, p0, φ)
are satisfied. Let E ⊂ M be an s-minimal surface such that |II∂E| ≤ C1 in φ(B2) and

Pers(E; φ(B2)) ≤
κ

1 − s
=

κ

σ
. (5.61)

Then, up to scaling the metric by a constant factor, performing a rotation in coordinates and considering a different
value of κ, the hypotheses (5.25)–(5.28) are satisfied. More precisely, given δ > 0, there exist C ≥ 1 (depending
only on n, C1 and δ) and some rotation R : Rn → Rn such that

FAℓ(M, Cg, 4, p0, ψ) is satisfied (5.62)

with ψ(x) = φ( 1
CRx), E has fractional perimeter (as a subset of (M, Cg))

Pers(E; ψ(B2)) ≤
Cκ

1 − s
=

Cκ

σ
, (5.63)

and moreover, denoting Ω0 = B′
1 × (−1, 1) ⊂ Rn as per usual,

ψ−1(∂E) coincides with Γ =
N⋃

i=1
Γi =

N⋃
i=1

{xn = gi(x′)} inside Ω0, for some gi : B′
1 → R (5.64)

satisfying g1 < g2 < · · · < gN and ∥∇gi∥L∞(B′
1)
+ ∥D2gi∥L∞(B′

1)
< δ . (5.65)

Proof. Let x be the closest point in φ−1(∂E) ∩ Bε to 0, with ε to be selected later depending only on n, C1
and δ. If there is no such point, the Proposition is trivially true with C = 4

ε . Otherwise, perform a rotation
R in coordinates so that Rx = (0, ..., 0, |x|). Then, defining F = R(φ−1(E) − x), we have that 0 ∈ F
and moreover the tangent space T0E′ is oriented orthogonally to the vertical direction en = (0, ..., 0, 1),
i.e. T0F = {y : yn = 0}. Then, (the boundary of) F satisfies the hypotheses (5.64)–(5.65) in place
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of Γ, up to possibly replacing B′
1 × (−1, 1) and δ by B′

1
C2

× (− 1
C2

, 1
C2
) and C2 in their statements for

some C2 = C2(C1, n) — this is a standard fact, which follows from arguing by Taylor expansion as
in the proof of Lemma 5.12 using the second fundamental form bound (which passes to F) and the
fact that T0F = {yn = 0}. Then, we can choose C3 = C3(C2, n, δ) so that, considering the rescaled
set C3F, the hypotheses (5.64)–(5.65) will be satisfied with B′

1 × (−2, 2) and δ instead. Since Rx =

(0, ..., 0, |x|), we deduce that the set C3R(φ−1(E)) = C3F + C3Rx satisfies the same hypotheses with
B′

1 × (−2 + C3|x|, 2 + C3|x|) ⊂ B′
1 × (−2 + C3ε, 2) instead as the domain, so that letting ε = 1

C3
we have

shown that C3R(φ−1(E)) satisfies (5.64)–(5.65) with B′
1 × (−1, 1) and δ.

Defining C = C3, so that ψ(x) = φ( 1
C3
R−1x), since ψ−1(∂E) = C3R(φ−1(E)) we conclude that (5.64)–

(5.65) hold just as written. Moreover, as we have repeatedly used during the article, the condition (5.62)
then holds thanks to (b) in Remark 3.8, and (5.63) holds thanks to (3.29). This finishes the proof of the
lemma.

We are now ready to prove the main theorem of this section.

Theorem 5.28. Let M be a closed manifold of dimension 3. Let s0 ∈ (s0, 1) and s ∈ (0, 1). Assume that the flatness
assumptions FAℓ(M, g, 4, p0, φ) are satisfied, and let E be a Λ-almost stable s-minimal surface in φ(B2). Assume,
moreover, that Pers(E; φ(Ω0)) ≤ κ

1−s = κ
σ . Then E satisfies uniform C2,α estimates and uniform separation

estimates of order
√

σ in φ(B1), in the sense that there are some positive constants r, C depending on n, Λ, s0 and
κ such that for all x ∈ B1, after a rotation φ−1(∂E) ∩ Br(x) is a union of C2,α graphs gi with uniform estimates
∥gi∥C2,α ≤ C and at vertical separation inf(gi+1 − gi) ≥ 1

C
√

σ.

Proof. The combination of Lemma 5.27 with Corollary 5.25 and Proposition 5.24 readily shows that, in
order to prove the Theorem, it suffices to see that |II∂E| ≤ C in φ(B3/2), where C depends on the constants
in the statement of the Theorem. Letting F := φ−1(∂E), for convenience we will actually prove that

|II∂F(x)|dist(x, ∂B7/4) ≤ C for all x ∈ ∂F ∩ B7/4, (5.66)

which considering x ∈ B3/2 implies that |II∂E| ≤ C in φ(B3/2) for a different choice of C (determined by
the flatness assumptions).
To prove (5.66) we employ a contradiction argument à la B. White (see [?]): assume by contradiction
that there exist sequences sk, Ek ⊂ Mk (satisfying the assumptions of Theorem 5.28), with associated
Fk = φ−1

k (∂Ek), such that

max
x∈∂Fk∩φ(B7/4)

|II∂Fk
(x)|dist(x, ∂B7/4) =: Mk ↑ ∞,

and let xk denote a sequence of points where the previous maxima are attained.

Let us consider
Rk :=

Mk
dist(xk, ∂B7/4)

.

By construction, Fk satisfies |II∂Fk
(xk)| = Rk. Moreover, letting r = dist(xk, ∂B7/4), we have that |II∂Fk

| ≤
2Rk in Br/2(xk).
Now, by Proposition 5.22, up to performing a change of coordinates we can (and do) assume w.l.o.g. that
moreover xk = 0 and gij(0) = δij, which will simplify the proof. We should also modify the quantities
above accordingly by uniformly controlled multiplicative constants, but we omit this for clarity since it
introduces no change in the argument.
Considering the rescaled set F̃k = RkFk, we then have that |II∂F̃k

(0)| = 1 and |II∂F̃k
| ≤ 2 in BMk/2. More-

over, defining φ̃k(·) = φk(
1

Rk
·), we can write F̃k = φ̃−1(Ek), and then by (b) in Remark 3.8 the flatness

assumptions FAℓ(Mk, R2
k gk, 4Rk, pk, φ̃k) are satisfied. Furthermore, by (3.30), up to changing the value of

κ the bound (5.26) is satisfied. We recall that Mk ↑ ∞ by assumption.

We divide the remainder of the proof into two steps.

Step 1. Let us show first that necessarily sk → 1. Indeed, suppose (up to extracting a subsequence)
that sk → s ∈ [s∗, 1). Then, thanks to (uniform, since sk is bounded away from 1) layer separation
estimates —here we can even use some rough layer separation estimate as in Lemma 5.14— and the
standard C3 regularity of fractional minimal surfaces (e.g. arguing as in the last part of the proof of
Corollary 5.25), by Ascoli–Arzelà we would find that the ∂F̃k converge locally in C2 (as submanifolds of
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R3) to an embedded hypersurface ∂F̃ ⊂ R3 of class C2. Moreover, by Remark 5.9 the ∂Ek are Λ/Rn+sk−2
k -

almost stable in (Mk, R2
k gk), which since Rk → ∞ gives immediately that ∂F̃ must be a stable s-minimal

surface. See e.g. Step 2 of the proof of [13, Proposition 6.1] for a similar argument on how stability passes
to the limit in the present case. Hence by the Bernstein–type result for C2 stable s-minimal surfaces in [13,
Corollary 2.12], F̃ must be a half-space. On the other hand, passing to the limit the equation |II∂F̃k

(0)| = 1

we obtain, thanks to the C2 convergence, that |II∂F̃(0)| = 1, which is a contradiction.

Step 2. In light of Step 1, from now on we assume that sk → 1 (or equivalently that σk := (1 − sk) → 0).
Fix R ≥ 1, and let Γk,ℓ, with 1 ≤ ℓ ≤ Nk, be the connected components of the C2 hypersurfaces ∂F̃k ∩ B2R.

On the one hand, since F̃k satisfies |II∂F̃k
| ≤ 2, the combination of Lemma 5.27 and Corollary 5.25 (plus

a scaling+finite covering argument as usual) shows that the ∂F̃k satisfy uniform C2,α estimates in BR.
Moreover, by Lemma 5.15 we deduce that the number of layers Nk of ∂F̃k in BR is bounded. Therefore,
up to passing to a subsequence we can assume that N = Nk is constant.
Then, by Ascoli-Arzelà, up to passing to a further subsequence (which again we do not relabel) as k → ∞
each of the {Γk,l}N

l=1 converge simultaneously as C2 submanifolds to limit surfaces {Γ̃l}N
l=1. Moreover,

since for a fixed k the {Γk,l}N
l=1 are disjoint, the Γ̃l can only possibly touch tangentially, but they cannot

traverse each other. Now, by (5.52) in Proposition 5.24, as k → ∞ the local mean curvatures of the φ̃(Γk,l)
are converging to zero, which together with the fact that the metric gij in coordinates is converging to
the Euclidean metric (recall that we could assume that gij(0) = δij, and combine this with (3.13) with
R = Rk large) shows that the local (i.e. classical) mean curvatures of the Γk,l are converging to zero as
well. Thus, the Γ̃l are classical minimal surfaces. This implies, by the maximum principle for classical
minimal surfaces, that for i ̸= j the surfaces Γ̃i and Γ̃j are actually either identical or disjoint. Let the
multiplicity nl denote the number of layers that have collapsed onto the same limit Γl ; it is clear then
that the ∂F̃k converge in the varifold sense to the varifold V = ∑l nlΓl in BR (perhaps after decreasing R
slightly to ensure that the Γl are transversal to ∂BR). Moreover, from this and Lemma 5.26, the mass ∥V∥
of this varifold satisfies

γn∥V∥BR = γn ∑
l

nlPer(Γl ,BR) (5.67)

= γn lim
k

Per(F̃k,BR)

= lim
k
(1 − sk)Pers(F̃k,BR)

= lim
k
(1 − sk)Pers(Ek, φ̃k(BR)) ,

where the last fractional perimeter is computed on (Mk, R2
k gk). The last equality follows, once again, from

the fact that the metric coefficients are converging to the Euclidean ones in the coordinates given by φ̃k,
as shown by a change of variables and our estimates for the kernel Ks (see Proposition 4.3 and Lemma
4.4 in [18] for full details).
Note that, in particular, from the expression above we deduce that

Per(∪lΓl ;BR) ≤ CNRn−1 = CRn−1 . (5.68)

Claim. V (or equivalently, each of the Γl) is a stable classical minimal surface.

Proof of the claim. More generally, we have the following. Given a vector field X ∈ C∞
c (Bρ; Rn), define

Xk := (φ̃j)∗X and extend it by zero to a vector field on M̃k. Fix t ∈ R, and let ψt
X and ψt

Xk
denote their

corresponding flows at time t. Then,

dℓ

dtℓ
(1 − sk)Persk (ψ

t
Xk
(Ek); φ̃k(BR)) → γn

dℓ

dtℓ
∥(ψt

X)#V∥BR as k → ∞ . (5.69)

The proof is as the one for (5.6), defining the single variable functions fk(t) = (1− sk)Persk (ψ
t
Xk
(Ek); φ̃k(BR))

and f (t) = γn∥(ψt
X)#V∥BR , showing that fk(t) → f (t) as k → ∞ thanks to Lemma 5.26 as in (5.67), and

applying Lemma 3.12 to see that the functions dℓ
dtℓ fk(t) are locally uniformly bounded. See [18, Lemma

4.4] for full details.

With the claim at hand, we can apply the curvature estimates for C2 stable minimal hypersurfaces
with area bounds of type (5.68), see [45], and deduce that |II∪l Γl | ≤

C
R in BR/2. On the other hand, let Γk,0
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denote the component of ∂F̃k that passes through the origin (recall that 0 ∈ ∂F̃k), which verifies that
|IIΓk,0 (0)| = 1. Thanks to the C2 convergence, we deduce that |IIΓ0 (0)| = 1 as well, where Γ0 denotes the
component of ∪lΓl obtained as a limit of the Γk,0. Choosing R large enough so that C

R < 1, this clearly
gives a contradiction.

5.4 Convergence of s-minimal surfaces with bounded index to classical
minimal surfaces
5.4.1 Estimates for s-minimal surfaces with bounded index

Up to now, we have obtained estimates in the almost-stable case. We will now focus on the finite Morse
index case. The pointwise C2 estimates and pointwise classical mean curvature estimates do not neces-
sarily hold anymore in the bounded index case, since we expect that neck-pinching may occur by analogy
with classical minimal surfaces, as in the case of the rescalings of a catenoid converging to a hyperplane.
On the other hand, as recorded in the next Proposition, the powerful covering argument in Lemma 5.11
will remarkably allow us to obtain a bound for the classical perimeter and a decay for the L1-norm of the
mean curvature also in this case, since these are integral quantities with a positive power-type scaling. In
particular, we will use this in the next subsection to obtain the convergence, in the sense of varifolds, to
a stationary limit in a very simple manner.

Proposition 5.29. Let M be a closed manifold of dimension 3, and assume that the flatness assumptions FAℓ(M, g, 4, p, φ)
are satisfied. Let E be an s-minimal surface in φ(B2), with Morse index bounded by m and with

Pers(E; φ(B2)) ≤
κ

1 − s
=

κ

σ
. (5.70)

Then, there exists C > 0, depending only on n, m and κ, such that

Per(E; φ(B1)) ≤ C (5.71)

and ˆ
∂E∩φ(B1)

|H∂E| ≤ C
√

1 − s . (5.72)

Proof. Step 1. We first prove (5.71) in the case where E is actually Λ-almost stable in φ(B2), for some
fixed Λ (say Λ = 1), with C depending on Λ.

First, observe that by Theorem 5.28, we know a uniform bound on the second fundamental form of ∂E
in φ(B1). Therefore, in the rescaled setting given by Lemma 5.27 the hypotheses (5.62)–(5.65) are satisfied,
which shows that Lemma 5.15 is applicable in this rescaled setting and thus (5.71) holds. Scaling back
this information, what we have shown is precisely that if E is Λ-almost stable in φ(B2), then it satisfies
that

Per(E; φ(B 1
2C
)) ≤ C ,

where C has the right dependencies. As usual, a scaling + finite covering argument then gives that, up to
changing the value of C, actually

Per(E; φ(B1)) ≤ C ,

which concludes Step 1.

Step 2. We prove (5.71) under the hypotheses of the present Proposition 5.29.

By the same arguments above, the result in Step 1 rescales appropriately upon looking at smaller
scales and centering at different points. Then, the argument using Lemma 5.11 that we employed in the
proof of Theorem 5.4 (perimeter estimate in the finite index case) to deduce the latter from Proposition
5.10 (perimeter estimate in the Λ-almost stable case) applies almost word-by-word to the present situa-
tion, and thus shows (5.71) in our finite index setting.

Step 3. We also prove (5.72), which corresponds to a bound on the L1 norm of the mean curvature,
under the hypotheses of the present Proposition 5.29.

To do so, we follow a similar strategy to Steps 1–2. First, assume that E is Λ-almost stable in φ(B2) for
some fixed Λ, just as in Step 1. Then (5.72) is indeed true: By the combination of Theorem 5.28 and Lemma
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5.27, after rescaling the metric appropriately the hypotheses of Proposition 5.24 are satisfied. Applying
(5.52), scaling back the resulting information and performing a finite covering argument, we deduce that
the mean curvature H∂E satisfies a uniform pointwise bound of type C

√
σ in φ(B1). Moreover, by Step

1 itself we know that ∂E has bounded classical perimeter in φ(B1). Therefore, integrating H∂E over
∂E ∩ φ(B1) we see that if E is Λ-almost stable in φ(B2) for some fixed Λ, then

ˆ
∂E∩φ(B1)

|H∂E| ≤ C
√

1 − s .

The finite index case follows from the Λ-almost stable case, which we have just proved, by arguing as
in Step 2. Indeed, observe that the statement we have just shown can be appropriately rescaled, upon
looking at smaller scales and centering at different points. More precisely, the L1 norm of the mean
curvature of a hypersurface scales, upon zooming in by a factor r, with power rn−2, which is a positive
power of r for n = 3 or higher. Then, the covering argument in Step 2 of the proof of Theorem 5.4 can
also be applied in our case: Indeed, Lemma 5.11 applies to subadditive quantities which satisfy a positive
power-type scaling rβ, which includes the case of the L1 norm of the mean curvature of a hypersurface
and β = n − 2. This gives the desired result.

With the results up to now, we can obtain our first global result.

Proposition 5.30. Let E ⊂ M be an s-minimal surface with index at most m and a fractional perimeter bound
Pers(E; M) ≤ κ

1−s . Then, there exists a constant C = C(M, m, κ) such that

Per(E; M) ≤ C

and ˆ
∂E∩M

|H∂E| ≤ C
√

1 − s .

Proof. Since M is closed, there exists a number δ > 0 with the property that, given any p ∈ M,
the flatness assumptions FAℓ(M, g, 4δ, p, φp) are satisfied for some φp; see Remark 3.6. Having fixed
such a δ > 0, by compactness we can find a finite collection of points p1, ..., pN such that the sets
φp1 (Bδ/32(p1)), ..., φpN (Bδ/32(pN)) cover M. Moreover, by (3.30) in Lemma 3.17 and the assumption
on Pers(E; M), up to having chosen δ small enough we deduce that Pers(E; φpi (Bδ/16(pi))) ≤ C

1−s δn−s for
each i. Applying then Proposition 5.29, appropriately rescaled (i.e. considering the manifold (M, (δ/32)−2g),
by our usual argument), and scaling back, we deduce that

Per(E; φpi (Bδ/32(pi))) ≤ Cδn−1 (5.73)

and ˆ
∂E∩φpi (Bδ/32(pi))

|H∂E| ≤ C
√

1 − s δn−2 ,

where C has the dependencies indicated in the statement of the proposition.
Adding up these inequalities for i = 1, ..., N, since the φpi (Bδ/32(pi)) cover M we reach the conclusion of
the theorem.

5.4.2 Convergence to a smooth classical minimal surface – Proof of Theorem 1.4

This subsection proves, in several steps, the subsequential convergence (as s → 1) of sequences of s-
minimal surfaces with bounded Morse index and fractional perimeters to limiting smooth, classical min-
imal surfaces, culminating in the proof of Theorem 1.4.
In fact, using the results in the previous section, we can readily prove the convergence to a limit stationary
varifold. The remainder of the section will then focus on proving its regularity.

Theorem 5.31. Let M be a closed manifold of dimension 3. Let si → 1− as i → ∞, and let Ei ⊂ M be an
associated sequence of si-minimal surfaces with index ≤ m and lim supi(1 − si)Persi (Ei; M) ≤ C1. Then, a
subsequence of the ∂Ei converges, in the varifold sense, to a limit integral stationary varifold V. Moreover, the ∂Ei
in the subsequence converge in the Hausdorff sense to Σ := supp(V).

Proof. Step 1. Varifold convergence.
The convergence in the varifold sense of a subsequence (not relabeled) of the ∂Ei to a limit integral
varifold Σ follows directly from Proposition 5.30, by Allard’s compactness theorem ([1]). To check the
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stationarity, let X be a smooth vector field on M, and denote its flow at time t by ψt
X . By Proposition 5.30,

there is a uniform constant C such that we can bound∣∣∣∣∣ d
dt

∣∣∣
t=0

Per(ψt
X(Ei); M)

∣∣∣∣∣ =
∣∣∣∣∣
ˆ

∂Ei

X · H⃗∂Ei

∣∣∣∣∣ ≤ ∥X∥C0

ˆ
∂Ei

|H∂Ei
| ≤ C

√
1 − si∥X∥C0 . (5.74)

Letting i → ∞, since
√

1 − si → 0 the convergence in the varifold sense shows that the limit varifold V
has vanishing first variation, or in other words it is stationary.

Step 2. Convergence in Hausdorff distance.

Let δ > 0 be such that the flatness assumptions FAℓ(M, g, 4δ, p, φp) are satisfied for every p ∈ M,
and such that φp corresponds to the exponential map in normal coordinates; see Remark 3.6. Up to con-
sidering the rescaled manifold (M, 1

δ2 g) instead, we can also just assume that actually FAℓ(M, g, 4, p, φp)
holds.
Now, by the varifold convergence proved in Step 1, to obtain the Hausdorff convergence it suffices to
prove that the Ei satisfy lower perimeter estimates, meaning that there exists a constant c = c(M) > 0
such that (for i large enough) if p ∈ ∂Ei then

crn−1
2 ≤ Per(E; φp(Br2 ))

for all 0 < r2 < c. To prove that this holds, fix i, and let p ∈ ∂Ei. Since the fixed set Ei has a smooth
boundary, performing a blow-up of Ei around p we see that the corresponding sequence of rescalings
converges locally (in normal coordinates, say) in Hsi/2 norm to a half-space in Rn. Scaling back this
information, this shows that

lim inf
r1→0

Persi (Ei; φp(Br1 ))

rn−s
1

= c(n, si) ,

where the universal constant

c(n, si) := Persi ({xn ≤ 0};B1) ≥
c(n)

1 − si
> 0

comes from the contribution in B1 ⊂ Rn to the fractional perimeter of a half-space. Multiplying by
(1 − si) and applying Lemma 3.17, we obtain that

c(n) ≤ (1 − si) lim inf
r1→0

Persi (Ei; φp(Br1 ))

rn−s
1

≤ C(1 − si) + C
(1 − si)Persi (Ei; φp(Br2 ))

rn−s
2

for all r2 ≤ 1. Selecting i large enough so that C(1 − si) ≤ c(n)/4, we deduce that

crn−s
2 ≤ (1 − si)Persi (Ei; φp(Br2 ))

for some c = c(n) > 0. Combining this with the interpolation result of (3.20), we conclude that

crn−1
2 ≤ Per(Ei; φp(Br2 )) ,

which is precisely what we wanted to prove.

The rest of the section focuses on proving the smoothness of Σ. We begin with some preliminary
results. The first one is the following lemma, which shows that the Morse index can concentrate at most
at m many points along a subsequence.

Lemma 5.32 (Almost stability outside of m points). Let Ei be as in Theorem 5.31. Then, up to passing
to a subsequence Eij , there exist points p1, ..., pl in M with l ≤ m such that the following holds: Given any
p ̸= p1, ..., pl , there exists a radius rp > 0 such that the Eij are eventually Λp-almost stable on Brp (p) for some
Λp < ∞.

Proof. Define the concentration scale by

R(p, i, C) = sup{r > 0 : a.s. ineq. (5.15) holds for Ei on Br(p) with constant C} .

Define also the ”nonlocal index concentration set” of the Ei (or equivalently of the associated sequence of
indices {i}) as the set

IC({i}) = {p ∈ M : lim sup
C

lim inf
i

R(p, i, C) = 0}.

59



Step 1. We show that, up to passing to a subsequence, the nonlocal index concentration set has at
most m points.
Indeed, assume by contradiction that every subsequence has at least m + 1 points in its concentration set.
In particular, for our entire sequence Ei there exist p1, ..., pm+1 in the nonlocal index concentration set. We
focus on p1. Given j ∈ N, define Cj = j and ε j = 1/j; by definition, there exists a subsequence of indices
{i1j }j such that R(p1, i1j , Cj) < ε j, or in other words R(p1, i1j , j) < 1/j. This implies that q1 := p1 belongs

to the nonlocal index concentration set of the subsequence of surfaces Eij , i.e. q1 ∈ IC({i1j }j).
Now, if m > 0 (otherwise the Lemma is trivial), by our contradiction assumption Ei1

j
needs to have

another point q2 in its index concentration set, since it must have at least (m + 1) ≥ 2 such points in
total. Therefore, there exists some subsequence of the {i1j }j, denoted by {i2j }j, such that R(q2, i2j , j) < 1/j.

Moreover, since i2j ≥ i1j it is immediate to see that R(q1, i2j , j) < 1/j still holds.

Now, both q1 and q2 are in the index concentration set IC({i2j }j). If (m + 1) > 2, by our contradiction
assumption there must exist another point q3 which is also in the set, and we can proceed as before;
iterating this argument (m + 1) times, we find q1, ..., qm+1 and a subsequence {im+1

j }j as above such that

R(q1, im+1
j , j) < 1/j, ..., R(qm+1, im+1

j , j) < 1/j.
Select now δ small enough so that the balls Bδ(q1), ..., Bδ(qm+1) are at a positive distance d > 0 from
each other. The almost-stability inequality in Lemma 5.7, applied with E = Eim+1

j
and Uk = Bδ(qk) for

k = 1, ..., m + 1, says that Eim+1
j

is Λ-almost stable on one of the balls, say Bδ(qk j
), with a constant Λ < ∞

independent of j. Then, up to passing to a subsequence, we can assume that the Eim+1
j

are actually all

Λ-almost stable on the same ball, say Bδ(q1). In other words, δ ≤ R(q1, im+1
j , Λ) for all j. Taking j large

enough so that j ≥ Λ, we deduce that

δ ≤ R(q1, im+1
j , Λ) ≤ R(q1, im+1

j , j) < 1/j .

But then, by taking j large enough so that also 1/j < δ, we reach a contradiction. This concludes the
proof of the claim in Step 1.

Step 2. Conclusion of the proof.
Let {ij}j be the subsequence given by the statement of Step 1, and let p1, ..., pl be all the points in the
nonlocal index concentration set of the Eij , so that l ≤ m. Consider a point p different from the p1, ..., pl ,
so that it is not in the nonlocal index concentration set. Then, by definition, there exist a radius rp > 0
and numbers Λ(p) and j0(p) such that, for all j ≥ j0, we have that R(p, ij, Λ) ≥ rp, or in other words the
Eij are eventually Λ(p)-almost stable on Brp (p). This concludes the proof of the lemma.

The next proposition shows the regularity of Σ, the support of V, outside of the finitely many points
where the index can concentrate.

Proposition 5.33. Let V be the limit integral stationary varifold obtained in Theorem 5.31 as a subsequential
limit of the ∂Ei. Then there exist points p1, ..., pl in M, with l ≤ m, such that Σ = supp(V) corresponds to a
smooth classical minimal surface outside of p1, ..., pl . Moreover, up to passing to a subsequence, the ∂Ei converge
as (multi-sheeted) C2 local normal graphs over any compact subset of Σ \ {p1, ..., pl}.

Proof. Let p1, ..., pl be as in Lemma 5.32, and pass to a subsequence (still labeled Ei) verifying the con-
clusions of both Theorem 5.31 and Lemma 5.32. Then, given p ̸= p1, ..., pl , for i large enough the Ei are
Λ(p)-almost stable in Brp (p) for some Λ(p) < ∞ and rp > 0. By Theorem 5.28, which (after scaling) we
can apply with some φp up to choosing a smaller value for rp, the Ei satisfy then uniform C2,α estimates in
Brp (p). Moreover, by Proposition 5.29 (rescaled appropriately), the Ei have perimeter bounded by Crn−1

p
inside the ball.
Therefore, by Lemma 5.27, up to making rp even smaller the set φ−1(∂Ei) is made of only a finite, bounded
number di of uniformly C2,α graphs {Γi,l}di

l=1. Moreover, by (5.52) the mean curvatures of the φ(Γi,l) are
going to 0 as s → 1. Then, by standard Ascoli-Arzelà arguments, the Ei converge as C2 submanifolds
to Σ = supp(V) in Brp (p), which shows that Σ is a union of ordered C2 minimal hypersurfaces around
p. Then, the maximum principle implies that these minimal hypersurfaces are actually disjoint as well.
Moreover, by the usual regularity estimates for the classical minimal surface equation, we can bootstrap
the C2 regularity and deduce that Σ is actually a union of ordered, disjoint smooth (C∞) submanifolds in
Brp (p). Since the choice of p ̸= p1, ..., pl was arbitrary, we conclude that Σ is smooth everywhere except
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possibly at the points p1, ..., pl .

Let now K be a compact subset K ⊂ Σ \ {p1, ..., pl}. By the above, the Ei eventually satisfy C2,α

estimates around any point different from p1, ..., pl ; by compactness of K, covering it with finitely many
balls where such C2,α estimates hold we deduce that, actually, the Ei eventually satisfy uniform C2,α

estimates (depending on K) in a whole neighbourhood of K. Since the Ei are converging to Σ, we conclude
that we can eventually write the Ei, locally, as normal graphs over K. This concludes the proof

We are now ready to deduce the crucial result that the mass of our limit varifold V is the limit of the
fractional perimeters of the Ei, which we had not addressed up to now. We more generally prove the
stronger result that the variations of the varifold mass of V of any order are the limits of the corresponding
variations of the fractional perimeters of the Ei. The proof is delicate, since it needs to account for the
potentially singular convergence around the p1, ..., pl as well as the risk (when localising the fractional
perimeter) of concentration of mass/classical perimeter close to boundaries of domains but which the
fractional perimeter would not be able to capture.

Proposition 5.34. In the setting of Theorem 5.31,

lim
i
(1 − si)Pers(Ei; M) = γn∥V∥M ,

with γn as in (3.7).
More generally, we have the following. Let X be a vector field of class C∞ on M, and let ψt := ψt

X denote its flow
at time t. Then, for every k ∈ N,

dk

dtk (1 − si)Pers(ψ
t(Ei); M) → dk

dtk ∥ψt
#(V)∥M as i → ∞ . (5.75)

Proof. Step 1. We prove that the fractional perimeters of the Ei converge to the varifold mass of V.

Let δ > 0, which will be fixed until the end of the proof and then made to go to 0. Let Σ be as in Propo-
sition 5.33, so that the Ei converge as uniform C2 normal graphs over K := Σ \ {Bδ(p1) ∪ ... ∪ Bδ(pl)}.
Define the compact manifold with boundary N := M \ {B4δ(p1) ∪ ... ∪ B4δ(pl)}; by slightly increasing
the value of δ if necessary, we can moreover assume that Σ intersects ∂N transversely and only in its
smooth part. Let now {Cj} be a decomposition of N as in Lemma 4.8, with associated (1 + δ)-biLipschitz
equivalences Fj : Cj → Cj ⊂ Rn which are given by the restriction of geodesic normal coordinate maps
F̃j : Brj → Brj to the Cj. By the proof of Lemma 4.8 and the assumption that Σ is transverse to ∂N, it is
simple to see that we can moreover require that Σ intersect each of the Cj transversely and only in the
smooth part of Cj.
It is clear then that, since the Ei are converging (with multiplicity) as C2 submanifolds to Σ in N, for all
i large enough the same transversality properties are also true for the Ei, and in a quantifiable way. We
record in a claim the precise property that we will need, and which follows directly from this discussion.
We will use the notation NrF to denote the set (neighborhood) of points at distance at most r from a set F.

Claim. There exists a constant C such that, for all i large enough and r small enough, ∂Ei ∩
⋃

j N3r∂Cj

can be covered with Cr2−n (or less) balls {Br/2(qk)}k of radius r/2.

This is to be read as “since Σ is smooth and quantitatively transversal to the Cj, it accumulates area
close to the boundaries of the Cj comparably to how a hyperplane passing through the center of a unit
ball does so relative to the boundary of said ball. Since the ∂Ei converge in C2 to Σ in K, the same is true
of the ∂Ei”. In particular, if {Br/2(qk)}k is a collection of balls of radius r as in the claim and r is small
enough, by the classical perimeter bound in (5.71) for i large enough we can bound

Per(Ei;Nr∂Cj) ≤ ∑
k

Per(Ei; Br/2(qk)) ≤ Cr2−nrn−1 = Cr ,

which goes to 0 as r → 0 and thus shows that the Ei do not accumulate perimeter close to the boundary
of the Cj. This simple technical assumption, which is satisfied by our Ei, is essential to guarantee that the
fractional and classical perimeters of our objects inside the Cj are comparable.

We are now ready to begin the proof of Step 1. We will omit the constant γn in what follows, and every
instance of a fractional perimeter should be understood as incorporating this multiplicative constant in
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front.
Observe that, by transversality, we can split

Per(Ei; M) = Per(Ei; M \ N) + Per(Ei; N) = Per(Ei; M \ N) + ∑
j

Per(Ei; Cj) .

An iterated application of the triangle inequality then leads to the bound∣∣∣Per(Ei; M)− (1 − si)Persi (Ei; M)
∣∣∣ = (5.76)

=
∣∣∣Per(Ei; M \ N) + ∑

j
Per(Ei; Cj)− (1 − si)Persi (Ei; M)

∣∣∣
≤
∣∣∣Per(Ei; M \ N)− (1 − si)Persi (Ei; M \ N)

∣∣∣+ ∑
j

∣∣∣Per(Ei; Cj)− (1 − si)Persi (Ei; Cj)
∣∣∣

+
∣∣∣(1 − si)Persi (Ei; M)− [(1 − si)Persi (Ei; M \ N) + ∑

j
(1 − si)Persi (Ei; Cj)]

∣∣∣ .

Since M \ N ⊂ ∪B4δ(pi), we immediately see that we can bound the first term as∣∣∣Per(Ei; M \ N)− (1 − si)Persi (Ei; M \ N)
∣∣∣ ≤ C(δn−1 + δn−s) + ε(σ) ≤ Cδn−1 + ε(σ) , (5.77)

simply by applying (5.71) and (3.30) on each of the balls B4δ(pi) and bounding the remaining nonlocal
interactions between different balls by ε(σ) thanks to disjointness (up to choosing δ small enough) of the
B4δ(pi).

The second term is the main one. To obtain a bound for
∣∣∣Per(Ei; Cj)− (1 − si)Persi (Ei; Cj)

∣∣∣, we can argue

as in Proposition 5.26, using F−1
j : Cj ⊂ Rn → Cj as a chart parametrisation and the fact that Fj is a

(1 + δ)-biLipschitz equivalence. The only difference is that Cj is not a cylinder, so that the Fj(Ei) cannot
be exactly written as a union of subgraphs inside Cj; on the other hand, the Fj are the restriction of
geodesic normal coordinate maps F̃j : Brj → Brj to the Cj, so that (up to choosing rj small enough) the
F̃j(Ei) are indeed a union of subgraphs Ak inside Brj . We can then decompose Fj(Ei) = ∪k(Ak ∩ Cj),
where (as argued at the beginning) the Ak ∩ Cj are quantitatively transversal the ∂Cj. This allows us to
apply [16, Lemma 11] to each of the Ak ∩ Cj, exactly as in the proof of Proposition 5.26. Anyhow, we
conclude that

∑
j

∣∣∣Per(Ei; Cj)− (1 − si)Persi (Ei; Cj)
∣∣∣ ≤ ε(δ)[∑

j
Per(Ei; Cj) + ∑

j
(1 − si)Pers(Ei; Cj)] + ε(σ)

≤ ε(δ) + ε(σ) , (5.78)

where we have bounded the sum of the classical and fractional perimeters inside the Cj by the total ones
in M (which are uniformly bounded thanks to our assumptions and Proposition 5.30).

We are left with bounding the third term in the RHS of (5.76), i.e. seeing that (1− si)Persi (Ei; M) is very
close to the sum of fractional perimeters in M \ N and in the Cj. It is here where we need the quantitative
transversality property stated above to get rid of the interactions. Let I(A, B) :=

˜
Ei∩A×Ec

i ∩B K(p, q).
Then, we can compute

Persi (Ei; M) =

¨
Ei∩M×Ec

i ∩M
K(p, q)

= I(M, M)

= I(M \ N, M \ N) + I(M \ N, N) + ∑
j

I(Cj, Cj) + ∑
j

I(Cj, M \ Cj)

= Persi (Ei; M \ N) + ∑
j

Persi (Ei; Cj) + I(M \ N, N) + ∑
j

I(Cj, M \ Cj) .
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We can then bound∣∣∣Persi (Ei; M)− [Persi (Ei; M \ N) + ∑
j

Persi (Ei; Cj)]
∣∣∣ =

= I(M \ N, N) + ∑
j

I(Cj, M \ Cj)

≤ I(M \ N, N) + ∑
j

[
I(Nr∂Cj,Nr∂Cj) + I(Cj \ Nr∂Cj, M \ Cj) + I(Cj, (M \ Cj) \ Nr∂Cj)

]
. (5.79)

Since M \ N is formed of l balls of radius δ, we can bound

(1 − si)I(M \ N, N) ≤ (1 − si)Persi (M \ N; M) ≤ lCδn−s .

Moreover, since Cj \ Nr∂Cj and M \ Cj are at a positive distance r from each other, we have that

(1 − si)I(Cj \ Nr∂Cj, M \ Cj) ≤ (1 − si)∑
j

¨
(Cj\Nr∂Cj)×(M\Cj)

K(p, q) ≤ (1 − si)C(r, δ) = C(r, δ)ε(σ) ,

and likewise
(1 − si)I(Cj, (M \ Cj) \ Nr∂Cj) ≤ C(r, δ)ε(σ) .

Therefore, by (5.79) we see that

(1 − si)
∣∣∣Persi (Ei; M)− [Persi (Ei; M \ N) + ∑

j
Persi (Ei; Cj)]

∣∣∣ ≤
≤ lCδn−s + C(r, δ)ε(σ) + ∑

j
I(Nr∂Cj,Nr∂Cj) . (5.80)

It remains to bound I(Nr∂Cj,Nr∂Cj). For that, recall that ∂Ei ∩ N2r∂Cj is contained in a union
∪kBr/2(qk) of at most Cr2−n balls of radius r/2, as we recorded in the claim at the beginning of the proof.
Considering the balls Bk := Br(qk) of radius r instead, observe that if p ∈ Ei ∩Nr∂Cj and q ∈ Ec

i ∩Nr∂Cj,
and either p /∈ ∪kBk or q /∈ ∪kBk, then either dist(p,∪kBr/2(qk)) ≥ r/2 or dist(q,∪kBr/2(qk)) ≥ r/2.
Therefore, we can bound

dist(p, q) ≥ dist(p, ∂Ei) + dist(∂Ei, q)
= min{dist(p, ∂Ei ∩N2r∂Cj), dist(p, ∂Ei ∩ (N2r∂Cj)

c)}
+ min{dist(q, ∂Ei ∩N2r∂Cj), dist(q, ∂Ei ∩ (N2r∂Cj)

c)}
≥ min{dist(p,∪kBr/2(qk)), r}

+ min{dist(q,∪Br/2(qk)), r}
≥ r/2 .

Since Ks(p, q) is bounded for (p, q) with dist(p, q) ≥ r/2 > 0, for example thanks to (4.20), this shows
that there is a constant C(r) such that

I(Nr∂Cj \ ∪kBk,Nr∂Cj) + I(Nr∂Cj,Nr∂Cj \ ∪kBk) ≤ C(r) ,

so that we can bound

I(Nr∂Cj,Nr∂Cj) ≤ I(Nr∂Cj ∩ ∪kBk,Nr∂Cj ∩ ∪kBk) + C(r)

≤ I(∪kBk,∪kBk) + C(r) . (5.81)

Observe that

I(∪kBk,∪kBk) =

¨
(Ei∩∪k Bk)×(Ec

i ∩∪k Bk)
K(p, q)

≤
¨

(Ei∩∪k Bk)×(Ei∩∪k Bk)c
K(p, q)

= Persi (Ei ∩ ∪kBk; M) .
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Then, applying the interpolation result of (3.21), we can bound

I(∪kBk,∪kBk) ≤ Persi (Ei ∩ ∪kBk; M)

≤ C
1 − si

[
Per(∂(Ei ∩ ∪kBk); M)

]s
≤ C

1 − si

[
Per(∂Ei ∩ ∪kBk; M) + Per(∪k∂Bk; M)

]s
≤ C

1 − si

[
∑
k

Per(∂Ei ∩ Bk; M) + ∑
k

Per(∂Bk; M)
]s .

The computation after the claim at the beginning of the proof shows then that both sums can be bounded
by Cr. Substituting into (5.81),

(1 − si)I(Nr∂Cj,Nr∂Cj) ≤ Crs + (1 − si)C(r) ,

which by (5.80) shows that

(1 − si)
∣∣∣Persi (Ei; M)− [Persi (Ei; M \ N) + ∑

j
Persi (Ei; Cj)]

∣∣∣ ≤ Cδn−s + Crs + C(r)ε(σ) .

Substituting this bound as well as (5.77), (5.78) into (5.76), we can finally estimate∣∣∣Per(Ei; M)− (1 − si)Persi (Ei; M)
∣∣∣ ≤ Cδn−1 + Crs + C(r)ε(σ) + ε(δ) .

Fix δ > 0. Choosing r small enough so that Crs ≤ δ, and then choosing i large enough (thus σ small
enough) so that C(r)ε(σ) ≤ δ, we deduce that∣∣∣Per(Ei; M)− (1 − si)Persi (Ei; M)

∣∣∣ ≤ Cδ

for all i large enough, or in other words

lim sup
i→∞

∣∣∣Per(Ei; M)− (1 − si)Persi (Ei; M)
∣∣∣ ≤ Cδ .

By arbitrariness of δ, we find that

lim
i
(1 − si)Persi (Ei; M) = lim

i
Per(Ei; M) ,

which since the ∂Ei converge in the varifold sense to V shows that

lim
i
(1 − si)Persi (Ei; M) = ∥V∥M

as desired.

Step 2. We now show (5.75), which states the convergence of the derivatives of the fractional perime-
ters along the flow of a vector field to the derivatives of the mass of V.

The argument is as in the proof of (5.6) simpler version of the proof of (5.69). Let X be a vector field
on M, and let ψt := ψt

X denote its flow at time t. Define fi(t) = (1 − si)Persi (ψ
t(Ei); M), and likewise

f (t) = ∥ψt
#(V)∥M. In step 1 we have precisely shown that fi(0) → f (0) as i → ∞. It is very simple to

see that, given any other t, we have that fi(t) → f (t) as well: Indeed, we have only used the regular
convergence of the Ei to Σ outside of a small set and the estimates such as (3.30) for the Ei on that small
set; considering the translated sets ψt(Ei) for a fixed t preserves all these properties, since ψt is just a fixed
diffeomorphism of M, and in particular the small set of possibly bad convergence of the ψt(Ei) towards
ψt(Σ) is just the flow at time t of the corresponding set at time 0.
Therefore, we see that the single-variable functions fi(t) converge pointwise to f (t). By Lemma 3.12 and
the standing assumption that the Ei have uniformly bounded fractional perimeters (upon multiplication
by (1− si)), we also know that the functions dk

dtk fi(t) are locally uniformly bounded. By Arzelà-Ascoli, we

deduce that dk

dtk fi(t) converges locally uniformly and moreover the limit needs to be limi
dk

dtk fi(t) = dk

dtk f (t).
This concludes the proof of (5.75).
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We can now finally prove the regularity of the limit surface Σ.

Theorem 5.35. Let V be the limit integral stationary varifold obtained in Theorem 5.31. Then, Σ = supp(V) is a
smooth surface.

Proof. Let p1, ..., pl and Σ be as in Proposition 5.33.

Step 1. Stability on a punctured ball: Given any p ∈ M, we show that there exists rp > 0 such that Σ
is stable on Brp \ {p}.
Assume first that p ̸= p1, p2, ..., pl . By Lemma 5.32, there exist rp > 0 and Λp > 0 such that the Ei are
eventually Λ-almost stable on Brp (p). This implies that Σ is stable in Brp (p): Let X be a smooth vector
field supported in Brp (p), and let and let ψt := ψt

X denote its flow at time t. Then, by (5.75) and the
definition of Λ-almost stability (see Definition 5.7, and recall the last line in Definition 5.3) we have that

d2

dt2 ∥ψt
#(V)∥M = lim

i

d2

dt2 (1 − si)Pers(ψ
t(Ei); M)

≥ − lim
i
(1 − si)Λp

( ˆ
∂Ei∩Brp (p)

|X · νΣ|
)2

≥ − lim
i
(1 − si)Λp[∥X∥L∞(M)Per(∂Ei; M)]2

= 0 ,

as desired.
Let now p be one of the p1, ..., pl instead. If (arguing by contradiction) we assume that there exists no
rp > 0 such that Σ is stable on Brp (p) \ {p}, given δ > 0 we can in particular find (m + 1) vector fields
X1,..., Xm+1, supported respectively on small disjoint annuli A1, ..., Am+1 centered at p and contained in

Bδ(p), such that d2

dt2

∣∣∣
t=0

∥(ψt
Xk
)#V∥M < 0 for every k.

On the other hand, for each i we can find (by Lemma 5.8) one of the A1, ..., Am+1 such that Ei is Λ-almost
stable in it, for some Λ < ∞ depending only on the fixed A1, ..., Am+1. Thus, by passing to a subsequence
(which we do not relable), we can assume that the Ei are all Λ-almost stable on the same annulus, say A1.
From this we deduce (see (5.15)) that d2

dt2

∣∣
t=0Pers(ψt

X1
(Ei)) ≥ −C for some constant C < ∞ depending on

Λ, X1 and supi Per(∂Ei; M), the supremum of classical perimeters being bounded thanks to Proposition
5.30. By Proposition 5.34, we can then pass to the limit as i → ∞ to deduce that

d2

dt2

∣∣∣
t=0

∥(ψt
X1
)#V∥M = lim

i
(1 − si)

d2

dt2

∣∣
t=0Pers(ψ

t
X1
(Ei))

≥ − lim
i
(1 − si)C

= 0 ,

which is a contradiction.
This concludes the proof of Step 1.

Step 2. We prove that Σ = supp(V) is smooth everywhere.

In Proposition 5.33 we have proved that the support Σ of V is a smooth (minimal) surface in all of
M \ {p1, ..., pl}. In particular, we have that (with n = 3)

Hn−3(Sing(Σ)) = H0(Sing(Σ)) ≤ l < ∞ .

We will now show that if p is one of the p1, ..., pl , then Σ is also smooth around p. First, by Step 1, we
deduce that V is a stable integral varifold on a punctured ball Brp \ {p}. Moreover, we have just argued
that Hn−3(Sing(Σ)) < ∞ with n = 3. The classical result6 in [45] on the regularity of stable minimal
surfaces with small singular set (points, in our case, which have null 2-capacity on a surface) can then be
used to show that Σ is actually smooth also at the point p. To be precise, for n > 3 this would be precisely
the result in [45], and in the present case n = 3 the removability of point singularities was first given in
[47] by using a tangent cone analysis on top of the results in [45]. See also the appendix of [46] for how a
simple capacitary argument allows to apply [45] directly instead.

6Recall that n = 3 refers to ambient dimension in the present article. This corresponds to n = 2 in the notation employed in [45].
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We can now complete the proof of Theorem 1.4. We have essentially already obtained most of its
points.

Proof of Theorem 1.4. Step 1. Convergence to a limit.

By Theorem 5.31, we have the convergence of a subsequence of the ∂Ei to a limit stationary integral
varifold V in the varifold sense. Moreover, by Theorem 5.35, this varifold is supported on a smooth
surface Σ. Let Σ1, ..., Σm denote the connected components of Σ; then, by the Constancy Theorem (see
[?]), the Σk are minimal surfaces and there are integers nk such that V = ∑m

k=1 nk[Σk], where [Σk] denotes
the integer rectifiable varifold associated to the smooth surface Σk. Combining this with Proposition 5.34,
we deduce that

lim
i
(1 − si)Pers(Ei; M) = lim

i
Per(Ei; M) =

m

∑
k=1

nkPer(Σk) .

Step 2. Constancy of the multiplicity in the convergence.

Let p1, ..., pl be as in Proposition 5.33. We want to show that a subsequence of the Ei converges to-
wards Σ \ {p1, ..., pl} with constant multiplicity over each component. Let then K := Kδ = Σk \ {Bδ(p1) ∪
... ∪ Bδ(pl)}. If δ is small enough, then Kδ is still a connected set7. Moreover, by Proposition 5.33, the Ei
are eventually graphs over Kδ. Fix i; then, since (given a natural number d ∈ N) having a fixed number
of leaves d is both an open and closed condition, by connectedness the number of leaves of Ei over the
limit is constant on Kδ. Now, denoting this multiplicity by d = di, a priori it could vary when varying the
index i; on the other hand, di is uniformly bounded, since lim supi diPer(Σ ∩ Kδ) ≤ lim supi Per(Ei) and
the latter quantity is uniformly bounded by Proposition 5.30. Therefore, passing to a subsequence we can
take di to be identical for all i. Finally, observe that choosing any δ′ < δ does not change the result, since
Kδ ⊂ Kδ′ and as argued above the number of leaves over K′

δ needs to be constant, therefore (for i large
enough) this number coincides with the one over Kδ.

Step 3. The minimal surface Σ has Morse index bounded by p.

To check this, consider (p+ 1) vector fields X0, ..., Xp of class C∞ on M.

Letting a := (a0, a1, ..., ap) ∈ Rp+1 and X[a] = a0X0 + ... + apXp, we can define the quadratic form

Qi(a) := (1 − si)
d2

dt2

∣∣∣
t=0

Pers(ψt
X[a](Ei)), which we can write as Qi(a) = Qkl

i akal for some coefficients Qkl
i .

From (5.75) and the polarization identity for a quadratic form, it is immediate to see that Qkl
ε j
→ Qkl

0 as

j → ∞, where Q0(a) := d2

dt2

∣∣∣
t=0

∥(ψt
X[a]

)#V∥M = Qkl
0 akal .

Now, since the Ei have Morse index ≤ p, by definition we know that for every i there must exist some
ai ∈ Sp such that

Qi(ai) = (1 − si)
d2

dt2

∣∣∣
t=0

Pers(ψ
t
X[ai ](Ei)) ≥ 0 ; (5.82)

the convergence of the coefficients Qkl
i to Qkl

0 then immediately shows that Q0(a) ≥ 0 for some a ∈ Sp as
well, which is precisely a restatement of the fact that Σ have Morse index at most p.

6 Density and equidistribution of classical minimal surfaces –
Proofs of Theorems 1.6 and 1.7
In what follows, it will be useful to keep in mind the notation and properties in (3.32)–(3.35) and (4.25)–
(4.24). To lighten the notation, we will write ls,p(N, h) instead of ls(p, (N, h)) when metrics appear.
We start with the following simple lemma, an analogue of [41, Lemma 1] and which shows that the
p-widths are continuous (more precisely, locally Lipschitz) with respect to the metric:

Lemma 6.1. Let g̃ be a C∞ Riemannian metric on M, and let C1 < C2 be positive constants. Then, there is
K = K(g̃, C1, C2) such that

|p−1/nl1,p(M, g′)− p−1/nl1,p(M, g)| ≤ K|g′ − g|g̃ ,

for any g, g′ ∈ {h smooth metric on M : C1 g̃ ≤ h ≤ C2 g̃ and any p ∈ N.
7Thanks to Σk being smooth and connected, so that locally around the pj, topologically we are just removing a disk from a bigger

disk.
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Proof. By Step 2 in the proof of Theorem 1.3, we know that l1,p(M, g) = ld
1,p(M, g). Therefore, the lemma

is equivalent to proving that

|p−1/nld
1,p(M, g′)− p−1/nld

1,p(M, g)| ≤ K|g′ − g|g̃ .

To prove that this, we start by looking at the fractional Allen-Cahn functional for some s ∈ (0, 1). We
consider Lemma 4.5, with (M1, g1) = (M, g′) and (M2, g2) = (M, g), Ω1 = M1 and Ω2 = M2, and
F = idM viewed as a map F : M1 → M2. Then, if u ∈ Hs/2,d(M1) = Hs/2,d(M2), it holds that

Ed
ε,s(u ◦ F, M1) ≤ Lip(F)3n+sEd

ε,s(u, M2) ,

and then, by equality of the spaces Hs/2,d(M1) and Hs/2,d(M2), taking p-th min-max values according to
(4.3) we get that

cd
ε,s(p, M1) ≤ Lip(F)3n+scd

ε,s(p, M2) .

Sending ε to 0, we deduce that
ld
s,p(M1) ≤ Lip(F)3n+sld

s,p(M2) .

Now, we can bound

Lip(F)3n+s =

(
sup

(p,q)∈M×M

distM2 (p, q)
distM1 (p, q)

)3n+s

≤
(

sup
(p,q)∈M×M

supv∈TM
|v|g2
|v|g1

distM1 (p, q)

distM1 (p, q)

)3n+s

=

(
sup

v∈TM

|v|g2

|v|g1

)3n+s

=

(
1 + sup

v∈TM

|v|g2 − |v|g1

|v|g1

)3n+s

≤
(

1 + sup
v∈TM

|v|g̃
|v|g1

sup
v∈TM

|v|g2 − |v|g1

|v|g̃

)3n+s

≤
(

1 +
1

C1
|g2 − g1|g̃

)3n+s

=

(
1 +

1
C1

|g′ − g|g̃

)3n+s

.

Substituting, and using again the definition of M1 and M2, we get that

ld
s,p(M, g′) ≤

(
1 +

1
C1

|g′ − g|g̃

)3n+s

ld
s,p(M, g) , (6.1)

or in other words

ld
s,p(M, g′)− ld

s,p(M, g) ≤
[(

1 +
1

C1
|g′ − g|g̃

)3n+s

− 1

]
ld
s,p(M, g) .

Now, applying first (6.1) with (M, g) and (M, g̃) instead on the right hand side, and using then the upper
bound in (4.6) with Ω equal to the Riemannian manifold (M, g̃), we get that

(1 − s)ld
s,p(M, g′)p−s/n − (1 − s)ld

s,p(M, g)p−s/n ≤ C(g̃, C1, C2)

[(
1 +

1
C1

|g′ − g|g̃

)3n+s

− 1

]
,

or equivalently

(1 − s)ld
s,p(M, g′)p−s/n ≤ (1 − s)ld

s,p(M, g)p−s/n + C(g̃, C1, C2)

[(
1 +

1
C1

|g′ − g|g̃

)3n+s

− 1

]
.
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Taking finally lim infs on both sides and substracting again, by definition of ld
1,p we get that

ld
1,p(M, g′)p−1/n − ld

1,p(M, g)p−1/n ≤ C(g̃, C1, C2)

[(
1 +

1
C1

|g′ − g|g̃

)3n+s

− 1

]
,

from which the desired result follows by a Taylor expansion.

The short proof of Theorem 1.6 on the density for generic metrics then follows as in [37] (see also
[31]). We indicate the few modifications needed.

Proof of Theorem 1.6. The proof is just as in [37, Proposition 3.1], which uses the minimal surfaces associ-
ated to the Almgren-Pitts spectrum and the Weyl Law associated to them. One simply need substitute
the continuity of the p-widths in [37, Lemma 2.1] by Lemma 6.1, the attainability of the min-max widths
in [37, Proposition 2.2] by Corollary 1.5, and the Weyl Law from [39] by Theorem 1.3.

Likewise, one can obtain Theorem 1.7 on the equidistribution of classical minimal surfaces for generic
metrics:

Proof of Theorem 1.7. The proof in [41], which again uses the minimal surfaces and Weyl Law associated
to the Almgren-Pitts spectrum, can be replicated in our case. The result in [41, Lemma 1] on the Lipschitz
continuity of the p-widths is replaced by Lemma 6.1 from the present paper, the attainability of the min-
max widths in [37, Proposition 2.2] (which is used in the proof of [41, Lemma 2]) is replaced by Corollary
1.5, and the Weyl Law from [39] is replaced by Theorem 1.3.

A Some Riemannian computations

Proof of (5.47) from (5.46). For a function f (q′) on M, its gradient ∇M
q′ f at q′ = φq(y) is represented

in coordinates by the Euclidean vector φ∗
q (∇M

q′ f ) = g−1(y)∇Rn

y f (φ(y)). Here g−1 denotes the in-
verse of the matrix g = (gij)ij corresponding to the metric of M in coordinates, and the product is
to be understood as a matrix product. This shows, then, that ∇M

q′ Ks−2(φq(0), φq(y)) corresponds to

g−1∇Rn

y Ks−2(φq(0), φq(y)) in coordinates.

Regarding the normal vector νφq(Γ̂)(φq(y)), it corresponds to

φ∗(νφq(Γ̂)) =
1√

νt
Γ̂

g−1νΓ̂

g−1νΓ̂(y) (A.1)

in coordinates: Indeed, let v ∈ Tq′ M be tangent to the surface φq(Γ̂), which means that its Euclidean
representative φ∗(v) is tangent to Γ̂ at y. Then,

⟨v, φ∗(
1√

νt
Γ̂

g−1νΓ̂

g−1νΓ̂)⟩g =
1√

νt
Γ̂

g−1νΓ̂

[(φ∗)
−1(v)]tgg−1νΓ̂ =

1√
νt

Γ̂
g−1νΓ̂

[(φ∗)
−1(v)]tνΓ̂ = 0

by orthogonality. Furthermore,

|φ∗(
1√

νt
Γ̂

g−1νΓ̂

g−1νΓ̂)|g =
1

νt
Γ̂

g−1νΓ̂
νt

Γ̂g−1gg−1νΓ̂ =
1

νt
Γ̂

g−1νΓ̂
νt

Γ̂g−1νΓ̂ = 1 .

This implies that φ∗( 1√
νt

Γ̂
g−1νΓ̂

g−1νΓ̂) is the unit vector orthogonal to φq(Γ̂), as we wanted to see.

Combining our computations so far, we conclude that

⟨νφp(Γ̂)(φp(y)),∇M
q′ Ks−2(φp(0), φp(y))⟩g(φp(y)) =

1√
νt

Γ̂
g−1νΓ̂

[
g−1νΓ̂(y)

]tg[g−1∇Rn

y Ks−2(φp(0), φp(y))
]

=
1√

νt
Γ̂

g−1νΓ̂

[
νΓ̂(y)

]tg−1(y)∇Rn

y Ks−2(φp(0), φp(y)) ,

which leads to (5.47) from (5.46).
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Proof of (5.50). We now show (5.50), i.e. that the mean curvature of φp(Γ̂) at p ∈ M is the same as the
mean curvature of Γ̂ at 0 ∈ Rn thanks to having taken normal coordinates. Let Xi = φ∗(ei), where
e1, ..., en is the standard basis of Rn. Consider the second fundamental form of φp(Γ̂) at p, represented by

the matrix
(
⟨∇Xi νφp(Γ̂), Xj⟩g(p)

)
ij

in our coordinates. Here ∇VW indicates covariant differentiation with

respect to the Levi-Civita connection, which letting φ∗(V) = Viei and φ∗(W) = W jej has the coordinate
expression

φ∗(∇VW) = Vi ∂W j

∂xi ej + ViW jΓk
ijek .

Now, in normal coordinates, the metric is Euclidean at the origin and its first derivatives vanish there;
this also gives that the Christoffel symbols Γk

ij of the Levi-Civita connection vanish at 0. Therefore, we
can compute

⟨∇Xi νφp(Γ̂), Xj⟩g(p) =
(
[φ∗(∇Xi νφp(Γ̂))]

tg[ej]
)
(0)

=
∂φ∗(νφp(Γ̂))

∂xi

∣∣∣
x=0

· ej .

Now, differentiating (A.1) and recalling once again that g and its first derivatives are Euclidean at the

origin, we see that actually
∂φ∗(νφp (Γ̂))

∂xi

∣∣∣
x=0

=
∂νΓ̂
∂xi

∣∣∣
x=0

, thus we arrive at

⟨∇Xi νφp(Γ̂), Xj⟩g(p) =
∂νΓ̂
∂xi

∣∣∣
x=0

· ej .

On the other hand, the expression on the right is actually the (i, j)-th entry of the second fundamen-
tal form of Γ̂ at 0, which shows that actually both matrices are equal. Since the traces of the second
fundamental forms are precisely the corresponding mean curvatures, this concludes our proof.

B Gradient behaviour of the kernel Ks – Proof of Proposition
5.21
We will first show three intermediate results on the gradient behaviour of the heat kernel HM, after which
the proof of Proposition 5.21 will be given.

Proposition B.1. Let M be a closed, n-dimensional Riemannian manifold. Assume that the flatness assump-
tions FAℓ(M, g, 4, p0, φ) are satisfied, with l = n + 2. Let HM(p, q, t) be the heat kernel of M, and let EM :=

1
(4πt)n/2 e−

dist2M (p,q)
4t . Then, writing H(x, y, t) := HM(φ(x), φ(y), t) and E(x, y, t) := EM(φ(x), φ(y), t), there are

constants C, c, r > 0 depending only on n such that

|∇(H − E)|(x, y, t) ≤ C|x − y|
(

1 +
|x − y|2

t

)
E + Ctl+1 + Ce−c/t

for all (x, y, t) ∈ Br(0)×Br(0)× (0, 1].

Proof of Proposition B.1. Step 1. Reduction to the case of a torus with perturbed metric.
As usual, gij will denote the coefficients of the metric g in the coordinates given by φ. We want to embed
isometrically a piece of our manifold M inside a torus with perturbed metric (from its original flat one).
For that, let η : Rn → R be a standard cutoff, with χB1 ≤ η ≤ χB2 . Consider the n-dimensional flat torus
(Tn, δij) of side length 8, obtained from the hypercube of side length 8 centered at 0 ∈ Rn by identifying
opposite faces, and let φ′ : Rn → Tn denote the quotient map defining Tn. Define a new Riemannian
manifold M′ = (Tn, g′), where g′ij := ηgij + (1 − η)δij is just the usual flat metric except on φ′(B2) ⊂ Tn.
It is obvious then that M′ satisfies the flatness assumptions FAℓ(M′, g′, 1, p′0 = 0, φ′), since by construction
gij ≡ g′ij in B1 in the coordinates given by φ and φ′. Thanks to this, as recorded in [17, Lemma 2.17] the
heat kernels of both manifolds in B1/2 are actually quantitatively close, in the sense that

|∇(H − H′)|(x, y, t) ≤ Ce−c/t ; (B.1)

we reproduce here the precise statement for the convenience of the reader.
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Lemma B.2 (Localisation principle, [17]). Let (M, g) and (M′, g′) be two Riemannian n-manifolds. Assume
that both M and M′ satisfy the flatness assumptions FAℓ(M, g, 1, p0, φ) and FAℓ(M′, g, 1, p′0, φ′) respectively, and
suppose that gij ≡ g′ij in B1(0) in the coordinates induced by φ−1 and (φ′)−1.

Then, letting H(x, y, t) := HM(φ(x), φ(y), t) and H′(x, y, t) := HM′ (φ′(x), φ′(y), t), we have that the
difference (H − H′)(x, y, t) is of class Cℓ in B1/2(0)×B1/2(0)× [0, ∞) and∣∣∣∣ ∂|α|

∂xα

∂|β|

∂yβ
(H − H′)(x, y, t)

∣∣∣∣ ≤ C exp(−c/t) for (x, y, t) ∈ B1/2(0)×B1/2(0)× [0, ∞),

whenever α and β are multi-indices satisfying |α|+ |β| ≤ ℓ, with C, c > 0 depending only on n and ℓ.

Moreover, defining EM′ := 1
(4πt)n/2 e−

dist2
M′ (p,q)

4t and E′(x, y, t) := EM′ (φ(x), φ(y), t), there is r = r(n) > 0
such that

|∇(E − E′)|(x, y, t) = 0 (B.2)

for (x, y, t) ∈ Br(0)×Br(0)× (0, ∞), simply because E ≡ E′ in this domain. Indeed, by a trivial compari-
son with the Euclidean metric, the flatness assumptions imply that there is some small r = r(n) > 0 for
which if (x, y) ∈ Br(0)× Br(0), then the distances distM(φ(x), φ(y)) and distM′ (φ′(x), φ′(y)) are com-
pletely determined by the metrics gij ≡ g′ij in B1, and therefore they are actually identical. Since E and E′

depend only on distM and distM′ , we conclude (B.2).

Combining (B.1) and (B.2), we deduce that

|∇(H − E)|(x, y, t) ≤ |∇(H′ − E′)|(x, y, t) + Ce−c/t (B.3)

for (x, y, t) ∈ Br(0)×Br(0)× (0, ∞), thus reducing our problem to showing the proximity of H′ and E′.

Step 2. Closeness between ∇H′ and ∇E′.
Now, the closeness between HM′ and EM′ is precisely the content of the heat kernel expansion on a
compact manifold. A precise statement that will serve for our purposes is the following:

Proposition B.3 (Heat kernel expansion). Let (N, h) be a closed, n-dimensional Riemannian manifold. Con-
sider the new manifold (N, h′), and assume that 1

C h ≤ h′ ≤ Ch and ∥h′∥Ck((N,h)) ≤ C for all 1 ≤ k ≤ l = n + 2.
The latter means that, given any pair X, Y of vector fields on (N, h) with Cl norm bounded by 1, h′(X, Y) is a
function on (N, h) with Cl norm bounded by C.
Then, there is a constant C′ = C′(h, C, l) such that there exist smooth functions u0, ..., ul on M × M with C2

norms bounded by C′ such that

∥HN,h′ − EN,h′ (u0 + tu1 + ... + tlul)∥C2(M×M) ≤ C′tl+1

for all t ∈ (0, 1]. Moreover, u0(p, p) ≡ 1 and ∇u0(p, p) ≡ 0.

Proof of Proposition B.3. For h′ = h, i.e. without quantifying the result on the metric, this is a standard
result obtained by constructing the heat kernel on a closed manifold using some parametrix approach.
The fact that the coefficients in the expansion can be quantified in terms of the metric, in the sense that the
result holds uniformly for h′ satisfying the assumptions in the present proposition, follows from a careful
inspection of the version of the approach mentioned above which uses normal coordinates to construct
the parametrix. This is a standard way of constructing the parametrix, which the reader can find for
example in [44, Chapter 3]. In this approach, one first constructs locally a parametrix working on normal
coordinates around every point of the manifold, by explicitly solving certain ODEs in polar coordinates
to define an approximate heat kernel (parametrix) of the form

H(0) = EN,h′ (u0 + tu1 + ... + tlul)

on a neighbourhood of the diagonal of the manifold. The ui are explicit in the metric in normal co-
ordinates, and since the latter (together with derivatives) is naturally uniformly controlled for all our
admissible h′, so are the ui. In the precise case of u0, we have that u0(p, q) = D−1/2 with

D = det
[
Dexp−1

p (q)expp
]
= 1 + O(dist2

N,h′ (p, q)) .
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This shows that u0(p, p) ≡ 1 and ∇u0(p, p) ≡ 0.
One then proceeds by extending in space the parametrix to a function H(0) on all of M × M simply by
the use of a cutoff which is identically 1 on a neighbourhood of the diagonal. Of course, our assumptions
imply that any fixed choice of such a cutoff function has uniformly bounded Cl norm for all our admis-
sible h′.
Finally, one constructs the heat kernel on M × M iteratively, essentially by considering the error LH(k) of
the approximate heat kernel H(k) at a certain step k to vanishing under the heat operator L := ∂t −∆, con-
volving this error with the approximate heat kernel H(k) itself, and adding this quantity to H(k) to obtain
a better approximation H(k+1); see [44, page 98] for the formal computation. This procedure converges to
the true (unique) solution HN,h′ , and the difference/error between H(0) and HN,h′ is then given by an ex-
plicit infinite sum made of iterated convolutions between H(0) and LH(0). This error difference (together
with its first ⌊l − n/2⌋ ≥ 2 spatial derivatives) is then shown to be uniformly bounded by Ctl+1, see [44,
Lemma 3.18], for all t ∈ (0, 1], which gives our desired result. Here C is a constant which depends on
H(0), LH(0) and the metric tensor of (N, h′), which shows that C is uniformly controlled for all h′: since
H(0) is explicitly constructed in terms of the metric in normal coordinates (as explained at the beginning),
both H(0) and LH(0) (and, of course, the metric tensor itself h′ as well) are uniformly controlled for all h′

satisfying our assumptions.

Applying Proposition B.3 with N = Tn, h = δij and h′ = g′, and noting that the conditions 1
C h ≤ h′ ≤

Ch and ∥h′∥Ck((N,h)) ≤ C for all 1 ≤ k ≤ l hold for some C = C(n) thanks to the flatness assumptions and
the fact that h = h′ outside of φ′(B2), we deduce that

|∇(H′ − E′)|(x, y, t) ≤ |∇(H′ − u0E′)|+ |∇((u0 − 1)E′)|
≤ |∇(H′ − u0E′)|+ |u0 − 1||∇E′|+ |E′||∇(u0 − 1)|

≤ |∇
[
E′(tu1 + ... + tlul)

]
|+ Ctl+1 + |u0 − 1||∇E′|+ |E′||∇(u0 − 1)|

≤ Ct|∇E′|+ CtE′ + Ctl+1 + |u0 − 1||∇E′|+ E′|∇(u0 − 1)| .

We have bounded the uk and their derivatives by uniform constants, with the exception of (u0 − 1). For
this quantity, given that u0(p, p) ≡ 1 and ∇Nu0(p, p) ≡ 0, bounding the second derivatives of u0 by
uniform constants we have the Taylor expansion |u0(φ(x), φ(y))− 1| ≤ C|x − y|2, which leads to

|∇(H′ − E′)|(x, y, t) ≤ C(t + |x − y|2)|∇E′|+ C|x − y|E′ + Ctl+1 . (B.4)

From the explicit expression of E′ we can bound |∇E′| ≤ C |x−y|
t E′. Substituting into (B.4) and combining

the resulting expression with (B.3), together with the fact that E ≡ E′ for (x, y, t) ∈ Br(0)×Br(0)× (0, ∞)
we conclude the proof of Proposition B.1.

We can now finally give the proof of Proposition 5.21.

Proof of Proposition 5.21. Define the explicit kernel K̃s := αn,s

distn+s(p,q)
. Observe that, letting Et := 1

(4πt)n/2 e−
dist(p,q)2

4t ,

the explicit kernel corresponds exactly to K̃s =
s/2

Γ(1−s/2)

´
dt Et

t1+s/2 . Therefore, we can write

∇qKs =
s/2

Γ(1 − s/2)
∇q

ˆ
Ht

t1+s/2 dt

=
s/2

Γ(1 − s/2)

ˆ ∇qEt

t1+s/2 dt +
s/2

Γ(1 − s/2)

ˆ ∇q(Ht − Et)

t1+s/2 dt

= ∇qK̃s +
s/2

Γ(1 − s/2)

ˆ ∇q(Ht − Et)

t1+s/2 dt , (B.5)

Now, we can compute

∇qK̃s(p, q) = ∇q
αn,s

distn+s
M (p, q)

= −αn,s(n + s)
∇q dist(p, q)

distn+s+1
M (p, q)

. (B.6)
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Observe that the gradient ∇q dist(p, q) corresponds to the tangent vector of the geodesic from p to q. Re-
calling that φ = expp on its domain of definition, letting q := φ(y) we deduce that [Dy φ]−1(∇q dist(p, q)) =
y
|y| . On the other hand, thanks to this and the Gauss Lemma we can write, for a vector v ∈ Rn,

∂vdist(p, φ(y)) = [Dqdist(p, ·)] ◦ [Dy φ](v)
= ⟨∇qdist(p, q), Dy φ(v)⟩g

= ⟨Dy(expp)(
y
|y| ), Dy(expp)(v)⟩g

=
y
|y| · v ,

which shows that

∇ydist(p, φ(y)) =
y
|y| = [Dy φ]−1(∇q dist(p, q)) .

We remark that for a function different from the Riemannian distance, the equality between the LHS and
RHS would not be true in general.

In particular, from (B.6) we immediately deduce that

∇yK̃s(p, φ(y)) = −αn,s(n + s)
y

|y|n+s+2 ,

so that thanks to (B.5) and the flatness assumptions we arrive at∣∣∣∇yKs(p, φ(y))− [−αn,s(n + s)
y

|y|n+s+2 ]
∣∣∣ = ∣∣∣∇yKs(p, φ(y))−∇yK̃s(p, φ(y))

∣∣∣
≤ C

∣∣∣∇qKs(p, q)−∇qK̃s(p, q)
∣∣∣
g

≤ C
s/2

Γ(1 − s/2)

ˆ ∞

0

|∇q(Ht − Et)(p, q)|g
t1+s/2 dt

≤ C
s/2

Γ(1 − s/2)

ˆ ∞

0

|∇y(Ht − Et)(p, φ(y))|
t1+s/2 dt . (B.7)

We will now bound (B.7) by O
(

1
|y|n+s−1

)
and conclude.

By Proposition B.1, we have the estimate

|∇y(H − E)|(p, y, t) ≤ C|y|
(

1 +
|y|2

t

)
E(p, y, t) + Ctl+1 + Ce−c/t

for all (x, y, t) ∈ Br(0)×Br(0)× (0, 1].

Since l ≥ 1, we can easily bound

ˆ 1

0

tl+1 + e−c/t

t1+s/2 dt =
ˆ 1

0
tl−s/2 +

ˆ 1

0

e−c/t

t1+s/2 dt ≤ C .

Using that

Et(p, φ(y)) =
1

(4πt)n/2 e−
dist(p,φ(y))2

4t =
1

(4πt)n/2 e−
|y|2
4t

and performing the change of variables r = t
|y|2 , we see that

ˆ 1

0

C|y|
(

1 + |y|2
t

)
E(p, y, t)

t1+s/2 dt = C|y|
ˆ 1

0

(
1 + |y|2

t

)
e−

|y|2
4t

t1+(n+s)/2
dt

≤ C|y|−(n+s−1)
ˆ ∞

0

1 + r−1

r1+(n+s)/2
e−1/r dr

= C|y|−(n+s−1) .
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Finally, ∇Ht and ∇Et are uniformly bounded for large times: it is clear for Et from its explicit formula,
and a constant bound for the derivatives of Ht is obtained in the proof of [17, Theorem 2.13], by combining
Lemma B.2 with [17, Proposition 2.19]. Therefore,

ˆ ∞

1

|∇y(Ht − Et)(p, φ(y))|
t1+s/2 dt ≤ C .

Putting everything together, we conclude the bound for (B.7) and the proof of Proposition 5.21.
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