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I Introduction

The present paper is a new contribution to the study of linear critical systems with special
structures enjoying integrability by compensation properties.

In [26], the first author proved the sub-criticality of local a-priori critical Schödinger
systems in 2 dimensions of the form

−∆u = Ω · ∇u in D′(B2), (I.1)

where u = (u1, · · · , un) ∈ W 1,2(B2,Rn) and Ω ∈ L2(B2,R2 ⊗ so(n)), (so(n) is the Lie
algebra of antisymmetric n × n matrices). Systems of the form (I.1) are related to con-
centration compactness and regularity results of Euler-Lagrange equations of conformal
invariant functionals in 2-D, such as for instance the harmonic map equation.

Following [26], in a series of works, various critical local and non local systems with
antisymmetric potentials, often related to geometric variational problems, have been sin-
gled out as enjoying compactness properties similar to the ones of (I.1). Successively the
following systems for the corresponding critical regimes1 and where Ω denotes an anti-
symmetric potential have been proven to have subcritical behaviour bellow a threshold of
energy

∆2u = ∆(V · ∇u) + div(w∇u) + Ω · ∇u (I.2)

in [24],
−∆v = Ω v (I.3)

in [27].
In the nonlocal framework, denoting for σ ∈ (0, 1)

(−∆)σu(x) = PV

∫

R

u(x)− u(y)

|x− y|1+2σ
dy ,

similar sub-critical behaviour have been proven to hold for systems of the form respectively

(−∆)1/4v = Ω · v , (I.4)

1In the function spaces which makes them critical.
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in [9] , as well as
(−∆)1/2u = Ω · d1/2(u) , (I.5)

in [22] where d1/2 is the the half gradient given by

d1/2ϕ(x, y) =
ϕ(x)− ϕ(y)

|x− y|1/2
,

as well as

(−∆)1/4u =

∫

R

K(x, y) u(y)dy , (I.6)

where K(x, y) = −Kt(y, x) (see [11]).

In all the above examples the antisymmetry (I.4), (I.5) or the anti-self adjoint duality
(I.6) of the potential appearing in the equation are responsible for the regularity of the
solutions or for the stability under weak convergence as in the original work [26]. Recently
in [10] the first and the second authors have discovered new integrability by compensation
phenomena for linear systems in 2-D where the antisymmetry is not directly involved.
They are systems of the form

div (S∇u) = 0 in D′(R2), (I.7)

where u ∈ L2(C),Rn) and S ∈ W 1,2(C, Sym(n)) where Sym(n) denotes the set of sym-
metric n× n-matrices over R and where the crucial involution assumption is made

S2 = Idn . (I.8)

In the case of 2-D codomains (n = 2) the resolution of (I.7) required a different formulation
of the equation in the form

∂zf = Ω · f in D′(C), (I.9)

where Ω ∈ L2(C, so(2)⊗ C) is given by

Ω =

(
0 β
−β 0

)
, (I.10)

for some β ∈ L2(C,C) and f ∈ L2(C,C2), f̄ = (f̄ 1, f̄ 2), and f̄ i is the complex conjugate of
f i, (see Proposition III.2 in [10]). We observe that in this context the Lie Algebra so(2)⊗C

does not generate a compact Lie group. This differs completely from all the previously
mentioned results above where the compactness of the underlying Lie Group , SO(n) ,
was the crucial assumption allowing the construction of suitable gauge transformations à
la Uhlenbeck [37] in order to “absorb” the potential in the left-hand-side of the system.

The main result of [10] leading to the regularity of solutions to (I.7) for n = 2 is the
following theorem.
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Theorem I.1 (Theorem III.7 in [10]). Let β ∈ L2(C,C) with

∂x1β2 − ∂x2β1 = 0 .

Let f ∈ L2(C,C× C) be a solution of

∂zf =

(
0 β

−β 0

)
f (I.11)

Then f ∈ Lq
loc(C) for all q <∞. ✷

We observe that actually the system (I.9) is critical in the sense that if we start with
a L2(C) solution f then from the fact that ∂Lf ∈ L1 we get that f ∈ L2,∞(C) namely
we return almost to the starting point. The new integrability by compensation results
discovered in [10] are related to Wente’s inequality for 2-D Jacobians.

The purpose of the present work is to extend the integrability by compensation re-
sult given by Theorem I.1 to higher dimension. To that purpose we need to recall the
fundamental notions related to Clifford Algebras.

For every m ≥ 0, we denote by Cℓm the universal Clifford algebra on R
m ( also denoted

sometimes Cℓ(0, m)). Cℓm is a real associative algebra with identity containing linearly
a copy of Rm, such that for any orthonormal basis of Rm (e1, . . . , em), it holds

eiej + ejei = −δij

for 1 ≤ i, j ≤ m− 1 and the reduced products eI = ei1 · · · eik , 1 ≤ i1 ≤ · · · ≤ ek ≤ m and
e0 = 1 are a basis for Cℓm.

2 Any f ∈ Cℓm can be decomposed as follows

f =
∑

I

fI eI where eI = ei0ei1 · · · eik , I = {i0, . . . , ik} , 0 ≤ i1 ≤ · · · ≤ ik ≤ m .

Let σ : Cℓm → Cℓm be the unique involutive automorphism such that σ(ei) = −ei for
every i = 1, . . . , m and σ|R = Id. it is called the principal automorphism on Cℓm in

2If m = 0, 1, 2 then Cℓ0 ≃ R, Cℓ1 ≃ C and Cℓ2 ≃ H respectively, where

H := {a+ b i+ c j + d k, (a, b, c, d) ∈ R
4},

is the algebra of quaternions.
Cℓ3 is a real 8 dimensional space with a basis given by the following paravectors





e0 Scalar

e1, e2, e3 Vectors

e1e2, e2e3, e3e1 Bivectors

e1e2e3 Trivector
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mathematics and grade involution or grade automorphism in physics3 . For f ∈ Cℓm we
also denote

f̂ := σ(f) .

Observe for instance that by definition

ê0 = e0 , êi = −ei êiej = êiêj = eiej · · ·

We point out that the principal automorphism σ is the only involution which is compatible
with the Clifford Algebra structure4. We will refer for instance to [16] and [19] for a
presentation of Clifford Algebras.

Finally for f : Rm → (Cℓm)
2 we consider the Dirac operator ∂Lf defined by

∂Lf = e0 · ∂x0f− e1 · ∂x1f− . . .− em−1 · ∂xm−1f , (I.12)

Our main result in the present work is the following integrability by compensation theorem
which is the 3 and 4 dimensional counterpart of theorem I.1

Theorem I.2. Let m = 3, 4. β = (β0, · · ·βm−1) ∈ W
1,m/2
loc (Rm, spanR{e0, · · · , em−1}) with

∀ i, j = 1 · · ·m− 1 ∂xi
βj − ∂xj

βi = 0 . (I.13)

Let f ∈ Lm/m−1(Rm, Cℓm−1 × Cℓm−1) be a solution of

∂Lf =

(
0 β

−β 0

)
f̂ (I.14)

Then f ∈ Lq
loc(R

m, Cℓm−1 × Cℓm−1) for all q <∞. ✷

Remark I.1. Observe that the system (I.14) is critical in the sense that the r-h-s is a-
priori only5 in L1

loc which is preventing a direct use of Calderon Zygmund theory. Any

direct attempt to bootstrap is blocked by the fact that ∂−1
L L1

loc →֒ L
m/m−1,∞
loc (Rm). Which

means that a-priori integrability information on f is lost from the first iteration on. It is
only because of its very peculiar structure that, thanks to some “hidden” compensation,
a gain of integrability and local compactness holds. In fact a quantitative version of the
theorem I.2 can be formulated in the form of an ǫ regularity. ✷

3https://en.wikipedia.org/wiki/Paravector
4In the case m = 1 then the principal automorphism coincides with the complex conjugation: f̂ = f̄ .

While in the case ofm = 2 with Cℓ2 ≃ H the automorphism σ does not coincide with the other involution
on H given by the conjugation operation on quaternions :

1̄ = 1 , ī = −i , j̄ = −j and k̄ = −k

while
1̂ = 1 = e0 , î = −i = e1 , ĵ = −j = e2 , k̂ = k = e1 e2

5Indeed we have W
1,m/2
loc (Rm) →֒ Lm(Rm)
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Remark I.2. Some gain of integrability still holds when instead of assuming (I.13) one
assumes that ∂xi

βj − ∂xj
βi ∈ Lp

loc(R
m) (m = 3, 4) for some p > 2. ✷

Remark I.3. It would be interesting to study the possibility for theorem I.2 still to hold
if instead of assuming β to be in W

1,m/2
loc one would make the milder hypothesis β ∈ Lm

loc.
In fact, we are proving theorem I.2 under the assumption that β belongs to the Lorentz
space L

(m,2)
loc in which W

1,m/2
loc embeds in m dimension for m = 3, 4(see [29]). ✷

Remark I.4. The investigations made by the authors is leading them to the conclusion
that the theorem does not generalize to arbitrary m in a straightforward way and the proofs
given below for the cases m = 3, 4 is very much “dimension depending”. Some results have
been obtained by the third author in dimensions m ≤ 8 in [39].

Similarly to the 2-dimensional case the resolution of Theorem I.2 form = 4 for instance
goes through the canonical inclusion of Cℓ3 into Cℓ4 (i.e. Cℓ4 ≃ Cℓ3 ⊕ Cℓ3 e4) and the
introduction of the new variable g = f1 + f2e4 ∈ Cℓ4. The equation satisfied by g is then6

∂Lg = −(βe4) · g in D′(R4). (I.16)

The “absorption” of the right hand side of this equation by the left-hand-side will be
achieved through the construction à la Uhlenbeck of a Coulomb type Gauge in the Lie
Group whose Lie Algebra is given by

E4 = {e4, e1e4, e2e4, e3e4, e1, e2, e3, e1e2, e1e3, e2e3} .

This Lie group happens to be isomorphic to Spin(5) (see Appendix for a presentation of
Spin(m)) and is hence compact which is crucial for the gain of integrability similarly to
the seminal work [26].

6In this form the equation identifies to the covariant Dirac equation commonly written as follows

3∑

µ=0

γµ(∂xµ
− iAµ)ψ = 0 (I.15)

where γ0 is the 2×2 identity matrix, γµ = −eµ , i = e4, the connection components are given by Aµ = βµ
and the group representing on the spinor space Cℓ4 ≃ Cℓ3 ⊕Cℓ3 e4 is the abelian group exp(e4R). With
this identification at hand one could then imagine that, for instance assuming β0 = 0 and ∂x0

β = 0 the
flatness of the connection A implied by (I.13) would make the absorption of the r-h-s of (I.16) trivial by
multiplying on the left (I.15) by exp(e4ϕ) where dϕ = A. However we have

∀ l = 1, 2, 3 exp(e4 ϕ)el = el exp(−e4 ϕ)

and this multiplication would then give

∂x0
(exp(e4 ϕ)g)−

3∑

i=1

el ∂xi
(exp(−e4 ϕ)g)) = 0 ,

which is not easily invertible neither unless in the very particular case where g is known to be independent
of x0 (that we are not assuming a-priori).
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We also would like to stress that the linearized natural Coulomb type condition in the
present framework is given by the Lorenz gauge equation for an electric potential ϕ
and magnetic vector potential A (see (II.60) and (II.61)) :





curl(A) = B

−∂tA−∇ϕ = E

∂tϕ+ div(A) = β0

(I.17)

where B, and E represent respectively the electric and the magnetic fields and are
taken in our case to be B = 0 and E = (β1, β2, β3) while assuming (I.13) and x0 is the
time variable.

Finally it is legitimate to ask if the resolution of theorem I.2 leads to any new result
regarding solutions in Lm/m−1 of real Elliptic Systems in Divergence form (I.7) involving

critical chirality operator S ∈ W
2,m/2
loc (Rm, Sym(m)) with S2 = Idm. We have not been

able to establish this connection so far7.

II Bootstrap Test for (I.16) in 4-D

We first start with the dimension m = 4 that looks more natural to us. We consider
systems of the form

∂Lf = βe4 · f . (II.1)

where f = f1 + f2 e4, and f1, f2 : R4 → Cℓ3. The function f assumes values in the Clifford
algebra Cℓ4.

In this context ∂L and ∂R denote respectively the the left and right Dirac operator in

7Actually in dimension m = 3 L3/2 solutions of

div(S∇u) = 0 in D′(R3) (I.18)

happen to be rather related to a solution of a system of the type:

∂Lf =

(
0 β

−β 0

)
f (I.19)

where f = (f1, f2) ∈ H × H and fi denotes the conjugate of f in H which does not coincide with the
involution σ in Cℓ2 ≃ H given by the principal automorphism we are considering in (I.14). Up to our
knowledge, the question of a possible higher integrability for L3/2 solutions of systems of the form (I.19)
for β ∈ L3 or even inW 1,3/2 as well as the question of the possible higher integrability for L3/2 solutions of

(I.18) with W
2,3/2
loc Involution operator S that would naturally extend to 3D the theorems in 2 dimension

obtained in [10] are still open.
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R4 defined by

∂Lf := ∂x0f−
3∑

i=1

ei∂xi
f (II.2)

∂Rf := ∂x0f−
3∑

i=1

∂xi
fei. (II.3)

The first main result is the following Theorem which corresponds to a bootstrap test
for the equation (II.1):

Theorem II.1. There exists ε0 > 0 such that for every β ∈ L(4,2)(R4, V3) satisfying
‖β‖L(4,2)(R4) ≤ ε0 as well as

∀i, j ∂xi
βj − ∂xj

βi = 0 ,

and where V3 = spanR{e0, e1, e2, e3} and every f ∈ L4/3(R4, Cℓ4) solving

∂Lf = βe4 · f , (II.4)

we have f ≡ 0. ✷

In order to prove Theorem II.1, we first perform the construction of a suitable gauge .
This relies on the use of certain projections to render the emerging gauge equations elliptic
and therefore enabling direct existence and regularity arguments. The arguments are given
in the following subsections and we will make use of a new compensation phenomenon
linked to the appearance of Maxwell-type equations for our changes of gauge.

II.1 Construction of a Gauge

In order to employ an absorption argument by a change of gauge, we consider the compact
Lie algebra generated by {e4, e1e4, e2e4, e3e4}. Such an algebra is isomorphic to spin(5)
and it is given by

E = spanR{e4, e1e4, e2e4, e3e4, e1, e2, e3, e1e2, e1e3, e2e3}.

We may split
E = E4 ⊕ E6

where
E4 := spanR{e4, e1e4, e2e4, e3e4}

and
E6 := spanR{e1, e2, e3, e1e2, e1e3, e2e3}.
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Note that E6 is also a compact Lie algebra of dimension 6 isomorphic to spin(4). Let us
introduce the following projections:

Π6 : Cℓ4 → E6 (II.5)

Π4 : Cℓ4 → E4 (II.6)

Π3 : Cℓ4 → E3 := spanR{e2e3e4, e3e1e4, e1e2e4} (II.7)

P : E3 → E4, ek+1ek−1e4 7→ eke4, k = 1, 2, 3. (II.8)

In the projection P, we use the indexing in Z/3Z. This means for example that we identify
4 with 1 in (II.8).

We multiply both sides of the equation (II.4) from the left by q belonging to the
compact Lie group corresponding to the Lie algebra E. Such a Lie group is isomorphic
to Spin(5) ≃ Sp(2)8. We obtain

q∂Lf = ∂x0(qf)− (∂x0q)f−
3∑

i=1

∂xi
(qeif) +

3∑

i=1

∂xi
qeif (II.9)

We define the following expression:

D(q) := q−1∂x0q−
3∑

i=1

q−1∂xi
qei = q−1∂Rq.

Let us observe that

βe4 = β0 e4 −
3∑

i=1

βi eie4 ∈ E4 (II.10)

D(q) ∈ E3 ⊕E4 ⊕ E6 ⊕ R · e1e2e3. (II.11)

By combining (II.4), (II.9) and (II.11) we get

∂x0(qf)−
3∑

i=1

∂xi
(qeif) = q(β e4 +D(q))f. (II.12)

We notice that (II.12) is a system of 15 equations in 10 unknowns, if we split the PDE
according to the basis in Cℓ4. If we try to directly solve:

β e4 +D(q) = 0,

this will have therefore little to no chance of success. Instead, let us try and approximately
solve this equation.

8see Thm. 9.11.(iii.) in [16]. The symplectic group, Sp(n) is the subgroup of Gl(n,H), the invertible
n× n quaternionic matrices A satisfying ĀtA = AĀt = 11.
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More precisely, our main goal is to find q ∈ Ẇ 1,4(R4, Spin(5))9 such that D(q) =
−βe4 + V(x), where V is a more regular potential than β, namely V ∈ L(4,1)(R4).

To achieve this, we introduce the following operator:

N : Ẇ 1,4(R4, Spin(5)) →W−1,4(R4, E6)× L4(R4, E4)× L4(R4, E3) (II.13)

q 7→

(
Π6

(
3∑

i=0

(∂xi
((q)−1∂xi

q))

)
,Π4(D(q)),Π3(D(q))

)

We observe that N is an operator from Spin(5)-valued maps, i.e. functions whose range
has dimension 10, to E6 ⊕E4 ⊕E3-valued functions, namely functions taking values in a
space of dimension 13. Therefore, there is no hope of proving that it is an isomorphism.
This suggests that we have to further reduce dimensionality to arrive at an operator which
takes all values sufficiently close to 0.

Indeed, we would like to prove the following result (which, as we stated before, is
a-priori impossible in the generality presented):

Lemma. There exists ε0 > 0 such that for every β ∈ L4(R4, V3) and ‖β‖L4(R4) ≤ ε0, there

exists q ∈ Ẇ 1,4(R4, Spin(5)) such that

N(q) = (0, βe4, 0). (II.14)

together with an estimate:
‖∇q‖L4 . ‖β‖L4(R4). (II.15)

Unfortunately, this strong form of a gauge is not possible. However, if we allow for an
error term of slightly better integrability, which will suffice for the regularity result we are
trying to establish, we can actually achieve a suitable change of gauge by using a slightly
weaker gauge operator.

In order to prove a weaker analogue of the above Lemma, we first consider a different
nonlinear operator:

N : Ẇ 1,4(R4, Spin(5)) →W−1,4(R4, E6)× L4(R4, E4) (II.16)

q 7→

(
Π6

(
3∑

i=0

(∂xi
((q)−1∂xi

(q))

)
, (Π4 + P)(D(q))

)

9Ẇ 1,4(R4, Spin(5)) denotes the space of functions u ∈ L1
loc(R

4, Spin(5)) such that ∇u ∈ L4(R4)
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Observe that

(Π4 + P)(D(q)) = Πe4(D(q)) +

3∑

i=1

(Πeie4 +ΠP(ei+1,ei−1e4))(D(q)) (II.17)

We shall construct a gauge for the nonlinear operator in (II.16):

Lemma II.1. There are constants ε0 > 0 and C > 0 such that for any choice of ω ∈
W−1,4(R4, E6) and g ∈ L4(R4, E4) satisfying

‖ω‖W−1,4 ≤ ε0, ‖g‖L4 ≤ ε0 (II.18)

there exists q ∈ Ẇ 1,4(R4, Spin(5)) such that

N (q) = (ω, g) (II.19)

and
‖∇q‖L4 ≤ C(‖ω‖W−1,4 + ‖g‖L4) . (II.20)

In order to prove Lemma II.1, we shall need to introduce some notation and estab-
lish a few intermediate results: As in [9, 13], by an approximation argument, it suf-
fices to prove Lemma II.1 under the assumption that ω and g are slightly more regular.
More precisely, we first prove Lemma II.1 in the case ω ∈ (W−1,p ∩W−1,p′)(R4, E6) and
g ∈ (Lp ∩ Lp′)(R4, E4) for some fixed 4 < p and its Hölder-dual p′ = p

p−1
:

For ε > 0, let us now introduce:

Uε :=





(ω, g) ∈ (W−1,p ∩W−1,p′)(R4, E6)× (Lp ∩ Lp′)(R4, E4)

‖ω‖W−1,4 + ‖g‖L4 ≤ ε



 (II.21)

For constants ε,Θ > 0, let Vε,Θ ⊆ Uε denote the set of pairs (ω, g) for which we have a
decomposition as in (II.19) and which are satisfying the following estimates:

‖∇q‖L4 ≤ Θ(‖ω‖W−1,4 + ‖g‖L4) (II.22)

‖∇q‖p ≤ Θ(‖ω‖W−1,p + ‖g‖Lp) , (II.23)

Uε‖∇q‖p′ ≤ Θ(‖ω‖W−1,p′ + ‖g‖Lp′ ) . (II.24)

That is:

Vε,Θ :=




(ω, g) ∈ Uε :

there exists q ∈ (Ẇ 1,p ∩ Ẇ 1,p′)(R4, Spin(5)), so that

q− I ∈ L4p/3p−4(R4, Spin(5))

and (II.19), (II.22), (II.23), (II.24) hold.
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The strategy to prove Lemma II.1 follows the one introduced by K. Uhlenbeck in [37] in
order to construct Coulomb gauges in critical dimensions. In fact, Lemma II.1 is going to
be a consequence of the following proposition, which will establish our Lemma by using
a standard connectedness argument on suitable spaces.

Proposition II.1. There exist Θ > 0 and ε > 0, such that Vε,Θ = Uε. ✷

Proof of Proposition II.1. Proposition II.1 will follow, once we have shown the follow-
ing four properties:

(i.) Uε is connected.

(ii.) Vε,Θ is nonempty.

(iii.) For any ε,Θ > 0, Vε,Θ is a relatively closed subset of Uε.

(iv.) There exist Θ > 0 and ε > 0, such that Vε,Θ is a relatively open subset of Uε.

Property (i.) is obvious, since Uε is clearly starshaped with center 0 and hence path-
connected. Property (ii.) is also evident, since (0, 0) ∈ Vε,Θ follows by choosing the
constant map q = I. Consequently, it remains to verify the latter two:

The closedness property (iii.) follows almost verbatim from those in [9] and [13]:
Assume that (ωn, gn), (ω, g) ∈ Vε,Θ and moreover, (ωn, gn) → (ω, g) and let qn be as
in the definition of Vε,Θ, i.e. N (qn) = (ωn, gn) and satisfying (II.22), (II.23), (II.24).
Observe that ∇qn is bounded in Lp and Lp′. Therefore, we can extract weakly converging
subsequences with limit p. Furthermore, we may extract another subsequence of qn − I

converging locally in Lq for some q < 4p
3p−4

we may choose, due to the Ẇ 1,p′-boundedness

of qn. The limit q − I satisfies ∇q = p and q assumes values in Spin(5) a.e.. This
can be seen by extracting another subsequence of qn − I converging a.e. pointwise and
using the closedness of Spin(5). Due to the weak lower semi-continuity of the norms,
we immediately obtain that (II.22), (II.23) and (II.24) hold. Finally, observe that, in the
distributional sense, we have the convergence:

Π6

(
3∑

i=0

(∂xi
((qn)

−1∂xi
(qn))

)
→ Π6

(
3∑

i=0

(∂xi
((q)−1∂xi

(q))

)
,

as well as
(Π4 + P)(D(qn)) → (Π4 + P)(D(q)).

This shows N (q) = (ω, g) and therefore relative closedness is established. This takes care
of (iii.).

Lastly, we verify the openness property (iv.). For this let ω0, g0 be arbitrary in Vε,Θ,
for some ε,Θ > 0 determined later on in an appropriate manner: Let q0 ∈ Ẇ 1,p ∩

12



Ẇ 1,p′(R4, spin(5)), q0 − I ∈ L4p/3p−4(R4), such that the decomposition (II.19) as well as
the estimates (II.22), (II.23) and (II.24) are satisfied for ω0 and g0.

Let us consider perturbations of q0 of the form q = q0e
u where u ∈ Ẇ 1,p ∩ Ẇ 1,p′ ∩

L4p/3p−4(R4, spin(5)). Observe that the exponent p > 4 has been chosen in particular to

ensure u ∈ C0 ∩ L∞(R4) and q0e
u − I ∈ L

4p
3p−4 . Indeed for a Schwartz function u, one has

u(x) = C

∫

R4

∇x|x− y|−2 · ∇u(y) dy ⇒ ‖u‖∞ . ‖∇x|x− y|−2‖L(4/3,∞) ‖∇u‖L(4,1)

(II.25)
The generalized Hölder inequality (see [18]) yields the required estimate of the Lorentz
norm:

‖∇u‖L(4,1) ≤ C ‖∇u‖αLp ‖∇u‖1−α
Lp′ .

where 4−1 = αp−1 + (1−α)p′−1. The statement u ∈ L∞, and thus continuity by approxi-

mation, follows due to the density of Schwartz functions in Ẇ 1,p ∩ Ẇ 1,p′ ∩ L
4p

3p−4 . It can
be easily seen, that the argument carries over to domains of arbitrary dimension m, if
m < p, as the density result and the interpolation identity do not critically depend on
m = 4 in any significant way. This observation ensures that the argument presented could
be generalised up to this point to higher-dimensional domains without issues.

Study of the linearized operator The key idea is that we can deduce general global
properties of the gauge operator by considering its differential at the element 0. This is
in line with the usual local inversion theorem, which again reduces local invertibility to a
question about invertibility of the differential which is its local linearisation.

We compute DN (q0) as follows:

DN (q0) =
d

dt
N (q0e

tu)
∣∣∣
t=0

=: Lq0(u),

where u ∈ (Ẇ 1,p ∩ Ẇ 1,p′ ∩ L4p/3p−4)(R4, spin(5)). Let us write this in components:

Lq0(u) = (L6
q0
(u),L4

q0
(u))

where we have:

L6
q0
(u) := Π6

[
∆u+

3∑

i=0

∂xi

(
q−1
0 (∂xi

q0)u− uq−1
0 ∂xi

q0
)
]

L4
q0
(u) := (Π4 + P)[∂x0u−

3∑

i=1

∂xi
uei]

+(Π4 + P)[q−1
0 (∂x0q0)u− uq−1

0 ∂x0q0 −
3∑

j=1

(q−1
0 (∂xj

q0)u− uq−1
0 ∂xj

q0)ej ]

13



and for i = 1, 2, 3. First, we investigate the invertibility of Lq0(u) in the special case
q0 = I.

Invertibility of LI(u) If q0 = I, we obviously have dq = 0 and as a result, the operator
LI(u) = (L6

I(u),L
4
I(u)) has the following simpler form:

L6
I(u) = Π6 [∆u]

L4
I(u) = (Π4 + P)[∂x0u−

3∑

i=1

∂xi
uei] (II.26)

The following will suffice to prove existence of solutions and regularity:

Proposition II.2. The operator LI(u) is elliptic.

We mention at this point that this will be the only point where we crucially use the
dimension of the domain, as we shall observe the Riemann-Fueter operator on R

4 emerg-
ing in our computations.

Proof of Proposition II.2. We write u = w+ v where w ∈ E6 and v = v0e4 + v1e1e4 +
v2e2e4 + v3e3e4 ∈ E4. We observe that

L6
I(u) = Π6 [∆w +∆v] = ∆w

L4
I(u) = (Π4 + P)

[
∂x0v −

3∑

i=1

∂xi
vei

]

We explicitly compute L4
I(u):

(Π4 + P)

[
∂x0v −

3∑

i=1

∂xi
vei

]
= Πe4

[
∂x0v −

3∑

i=1

∂xi
vei

]

+
3∑

i=1

(Πeie4 +ΠP[ei+1ei−1e4])

[
∂x0v −

3∑

j=1

∂xj
vej

]

=

(
∂x0v

0 −
3∑

j=1

∂xi
vi

)
e4 (II.27)

+

3∑

i=1

(
∂x0v

i + ∂xi
v0 − ∂xi+1

vi−1 + ∂xi−1
vi+1

)
eie4.
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We can associate to the operator (Π4 + P) the following symbol:

σ(ξ) =




ξ0 −ξ1 −ξ2 −ξ3

ξ1 ξ0 ξ3 −ξ2

ξ2 −ξ3 ξ0 ξ1

ξ3 ξ2 −ξ1 ξ0




(II.28)

It can be easily seen that the columns of the symbol form an orthogonal system. Therefore,
we know det(σ(ξ)) = ±(

∑4
i=1 ξ

2
i )

2 due to the multilinearity of the determinant coupled
with the determinant of real orthogonal matrices being either 1 or −1. This implies that
the symbol is invertible for all ξ 6= 0 and as a result, the differential operator is elliptic by
definition. Due to the connectedness of R4 \ {0} and the continuity of the determinant,
we may even conclude that the sign of the determinant has to be constant and by notic-
ing det(σ((1, 0, 0, 0))) = 1, we deduce det(σ(ξ)) = (

∑4
i=1 ξ

2
i )

2 for all ξ. Combining the
ellipticity of the Laplacian with the ellipticity of σ(ξ), we deduce that LI(u) is elliptic as
well. This concludes the proof of Proposition II.2. ✷

We may now prove the following result:

Lemma II.2. For any Θ > 0, there exists ε > 0 so that the following holds for any ω0, g0
and q0 satisfying (II.19), (II.22), (II.23), (II.24):

For any ω ∈ (W−1,p∩W−1,p′)(R4, E6) and g ∈ (Lp∩Lp′)(R4, E4), there exists a unique
u ∈ Ẇ 1,p ∩ Ẇ 1,p′ ∩ L4p/3p−4(R4, spin(5)), such that

(ω, g) = Lq0(u)

and for some constant C = C(ω0, g0,Θ) > 0, it holds

‖∇u‖Lp(R4) + ‖∇u‖Lp′(R4) . ‖ω‖W−1,p(R4) + ‖ω‖W−1,p′(R4) (II.29)

+‖g‖Lp(R4) + ‖g‖Lp′(R4).

Proof of Lemma II.2.

Claim 1. LI(u) is invertible as a map between the space of functions u ∈ Ẇ 1,p′ ∩
L4p/3p−4(R4, spin(5)) and the space W−1,p′(R4, E6)× Lp′(R4, E4)
Proof of the Claim 1. We have seen that LI(u) is elliptic and therefore a Caldéron-
Zygmund operator. More precisely, let Γ4 denote the fundamental solution of ∆ on R4.
Using the decomposition u = w + v as before, we have:

∆w = ω =⇒ w = Γ4 ∗ ω.

Similarily, we write v = v0e4 + v1e1e4 + v2e2e4 + v3e3e4 and up to replacing e4, e1e4, e2e4
and e3e4 by the quaternionic basis 1, i, j and k respectively, we see:

(Π4 + P)[∂Rv] = g ⇐⇒ DRF
R v = g,
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where DRF
R = ∂x0 +∂x1 · i+∂x2 · j+∂x3 · k is the quaternionic Riemann-Fueter operator in

4D. Observe that this emergence crucially limits the dimension of the domains to which
this very argument could be applied. A simple calculation as outlined in the Appendix
enables us to see:

D
RF

R DRF
R = ∆,

where D
RF

R = ∂x0 − ∂x1 · i− ∂x2 · j − ∂x3 · k is the conjugate operator. Therefore, we have:

∆v = D
RF

R g.

As a result, we deduce:

v = Γ4 ∗D
RF

R g = D
RF

R g ∗ Γ4 = D
RF

R (g ∗ Γ4) = g ∗D
RF

R Γ4.

We highlight that the change of order in the convolution is made to emphasise explicitly
the non-commutativity of elements in the Clifford algebra. Using standard Caldéron-
Zygmund estimates for the Laplacian, we obtain:

‖∇w‖Lp . ‖ω‖W−1,p′

‖∇v‖Lp . ‖g‖Lp′ .

Consequently, given ω ∈ W−1,p′(R4, E6), g ∈ Lp′(R4, E4), there exists a unique u ∈
Ẇ 1,p′ ∩ L4p/3p−4(R4, spin(5)) such that:

LI(u) = (ω, g) .

The elliptic estimates above yield in combination:

‖∇u‖Lp′ . ‖ω‖W−1,p′ + ‖g‖Lp′ .

The claim is therefore proved. ✷

Estimate for Lq0(u)−LI(u)
To generalize the invertibility to arbitrary q0, let us consider Lq0 as a perturbation of LI.
Invertibility is ensured, if the operators are close enough by the usual perturbation-type ar-
gument. Thus, it suffices to estimate using Hölder’s inequality, boundedness/compactness
of the Spin-groups, Sobolev-embeddings and the L4-estimate for ∇q:

‖q−1
0 (∂xi

q0)u− uq−1
0 ∂xi

q0‖Lp′ . ‖q−1
0 ‖L∞‖∇q0‖L4‖u‖L4p/3p−4

. ‖∇q0‖L4‖∇u‖Lp′

. Θε · ‖∇u‖Lp′ .
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Using this inequality, we conclude:

‖∂xi

(
q−1
0 (∂xi

q0)u− uq−1
0 ∂xi

q0
)
‖W−1,p′ ≤ ‖q−1

0 (∂xi
q0)u− uq−1

0 ∂xi
q0‖Lp′

. Θε · ‖∇u‖Lp′ .

Choosing ε > 0 small enough (depending on Θ), we obtain that Lq0(u) is an invertible
map from Ẇ 1,p′(R4, spin(5)) to W−1,p′(R4, E6)× Lp′(R4, E4).

Claim 2. Assuming now ω ∈ (W−1,p ∩W−1,p′)(R4, E6) as well as g ∈ (Lp ∩ Lp′)(R4, E4),
we show that the unique solution u of (ω, g) = Lq0(u) lies in Ẇ

1,p(R4).
Proof of Claim 2: Firstly, due to ∇u ∈ Lp′, we know that we may choose u by Sobolev-
embeddings and the density of Schwartz functions in the following way:

u ∈ L4p/3p−4(R4)

We have been using this observation implicitly before. As previously, in order to boot-
strap, it suffices to deduce improved integrability of q−1

0 ∂xl
q0u, as this implies improved

integrability of ∇u by means of elliptic estimates. The same estimates immediately apply
to uq−1

0 ∂xl
q0, meaning that there is no issue in merely establishing estimates for q−1

0 ∂xl
q0u

for brevity’s sake. By the considerations in (II.25), it suffices to show that ∇u ∈ Lq for
some q > 4, because then, by interpolation, ∇u ∈ Lp′∩Lq and we could thus conclude that
u ∈ L∞ completely analogous to (II.25) leading to q−1

0 ∂xl
q0u ∈ Lp, which immediately

establishes ∇u ∈ Lp. Therefore, Claim 2 would be proven in the process.
We argue by a bootstrap argument: Assume that u ∈ Lr for some 4 > r ≥ 4p

3p−4
. In

this case, Hölder’s inequality implies:

‖q−1
0 ∂xl

q0u‖Lt . ‖∇q0‖Lp‖u‖Lr ,

for 1
t
= 1

p
+ 1

r
> 1

p
+ 1

4
> 1

4
. Observe that 4

3
≤ t < 4 < p by the inequalities satisfied by r.

We conclude due to the elliptic estimates as in Claim 1 and the identity Lq0(u) = (ω, g):

∇u ∈ Lt.

This implies by Sobolev-embeddings that u ∈ L4t/4−t. Thus, if we define r̃ = 4t
4−t

, we
observe:

1

r̃
=

1

t
−

1

4
=

1

r
+

1

p
−

1

4
,

which implies that the reciprocal values are decreasing by a constant amount with each
iterating step, due to p > 4. Therefore, after finitely many steps (the number of which
depends only on p), we have:

1

r̃
<

1

4
⇒ r̃ > 4

This implies, by the previously outlined argument, that ∇u ∈ Lp(R4, spin(5)), finishing
the proof of Claim 2. Observe that by keeping track of the estimates, we may deduce the
Lp-part of the inequality (IV.135). Therefore, the Lemma is proven.
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Proof of Proposition II.1 continued.

For ε = ε(Θ) > 0 chosen small enough and for any (ω0, g0) ∈ Vε,Θ, the local inversion
theorem applied toNq0 implies the existence of some δ > 0 (that might depend on (ω0, g0))
such that, for every (ω, g) ∈ Uε with

‖ω − ω0‖W−1,p(R4) + ‖ω − ω0‖W−1,p′(R4) < δ (II.30)

‖g− g0‖Lp(R4) + ‖g− g0‖Lp′(R4) < δ, (II.31)

we surely find q = q0e
u ∈ Ẇ 1,p ∩ Ẇ 1,p′(R4), such that q− I ∈ L4p/3p−4(R4) and (II.19) is

satisfied.
It remains to prove the estimates (II.22), (II.23) and (II.24). They will be an immediate

consequence of the following lemma, together with sufficiently small chosen ε, δ > 0:

Lemma II.3. There exist Θ > 0 and σ > 0, such that, whenever q ∈ Ẇ 1,p ∩ Ẇ 1,p′(R4)
with q− I ∈ L4p/3p−4(R4) satisfying (II.19) is given, and it holds:

‖∇q‖L4(R4) ≤ σ, (II.32)

then the estimates in (II.22), (II.23) and (II.24) hold true as well.

Proof of Lemma II.3. Let (ω, g) ∈ Uε satisfy (II.30) and (II.31) and let q = q0e
u ∈

Ẇ 1,p∩ Ẇ 1,p′(R4), such that q−I ∈ L4p/3p−4(R4) and (II.19) is satisfied. We first consider
the following Hodge decomposition of q−1dq:

q−1dq = dΓq + d∗Yq (II.33)

where Yq ∈ Ω2(R4), Yq =
∑

0≤i<j≤3 Y
ij
q dxi ∧ dxj is a differential 2-form and Γq a 0-form,

i.e. a function. We denote d∗Yq =
∑3

i=0 y
i
qdxi

10 for brevity. We may choose Γq and Yq as
follows:

Γq = (−∆)−1d∗(q−1dq) (II.34)

Yq = (−∆)−1d(q−1dq) (II.35)

10We recall that d∗ = (−1)n(k−1)+1 ∗ d ∗, ∗ is the Hodge operator. If ξ =
∑

0≤i<j≤3 ξijdxi ∧ dxj then
d∗ξ = −(α0dx0 + α1dx1 + α2dx2 + α3dx3) where:

α0 = ∂x1
ξ01 + ∂x2

ξ02 + ∂x3
ξ03

α1 = −∂x0
ξ01 + ∂x2

ξ12 + ∂x3
ξ13

α2 = −∂x0
ξ02 − ∂x1

ξ12 + ∂x3
ξ23

α3 = −∂x2
ξ23 − ∂x1

ξ13 − ∂x0
ξ03
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In particular, we then have dYq = 0 and d∗Γq = 0, i.e. exactness and coexactness
respectively.

Due to (II.34), it follows that:

(−∆)Π6(Γq) = Π6(−∆Γq) = Π6(d
∗(q−1dq)) = −ω. (II.36)

Therefore for every r ∈ [p′, p] we have:

‖Π6(∇Γq)‖Lr . ‖ω‖W−1,r (II.37)

From (II.33), it follows that

−∆Yq = d(q−1dq) = dq−1 ∧ dq. (II.38)

Using (II.38), it follows that ∇Yq ∈ Lr(R4) and due to the compensation result in
Lemma II.9:

‖∇Yq‖Lr . ‖dq‖L4(R4)‖dq‖Lr(R4) ≤ σ‖dq‖Lr(R4). (II.39)

By inserting (II.33), it follows that (we write D = ∂R for the moment for brevity’s
sake):

g = (Π4 + P)D(q) = (Π4 + P)(DΓq)

+ (Π4 + P)(y0q −
3∑

i=1

yiqei). (II.40)

Therefore:

(Π4 + P)(DΓq) = g− (Π4 + P)(y0q −
3∑

i=1

yiqei) (II.41)

Observe that dΓq ∈ spin(5), since q−1dq ∈ spin(5). Therefore:

dΓq = (Π4 +Π6)(dΓq).

Hence:

(Π4 + P)(DΠ4(dΓq)) = dg− d(Π4 + P)(y0q −
3∑

i=1

yiqei) (II.42)

− (Π4 + P)(DΠ6(dΓq)) (II.43)

Since the operator (Π4 +P) ◦D is invertible by the arguments in Claim 1 of the proof of
Lemma II.2 above, we find:

Π4(dΓq) = ((Π4 + P) ◦D)−1dg

+ ((Π4 + P) ◦D)−1d(Π4 + P)

(
y0q −

3∑

i=1

yiqei

)

+ ((Π4 + P) ◦D)−1 [(Π4 + P)(DΠ6(dΓq))] . (II.44)
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By using (II.44), we get:

‖Π4(dΓq)‖Lr . ‖g‖Lr + ‖d∗Yq‖Lr + ‖ω‖W−1,r

. ‖g‖Lr + σ‖dq‖Lr + ‖ω‖W−1,r (II.45)

Combining (II.33), (II.37) and (II.45), we get the following estimate:

‖dq‖Lr . ‖dΓq‖Lr + ‖d∗Yq‖Lr (II.46)

. ‖Π4(dΓq)‖Lr + ‖Π6(dΓq)‖Lr + ‖d∗Yq‖Lr

≤ C(‖g‖Lr + σ‖dq‖Lr + 2‖ω‖W−1,r + σ‖dq‖Lr). (II.47)

Choosing Θ := C
1−2Cσ

, we finally arrive at the desired inequality:

‖dq‖Lr ≤ Θ(‖ω‖W−1,r + ‖g‖Lr).

This concludes the proof of lemma II.3. ✷

End of the proof of Proposition II.1

Thanks to Lemma II.3, the openness property (iv.) is proven. Proposition II.1 is thus
established.

II.2 Improved Integrability

We are now going to finish the proof of Theorem II.1. Before we start, however, let us
briefly recall the definition of the gauge operator and the conditions: Let f ∈ L4/3(R4) be
a solution of

∂x0(qf)−
3∑

i=1

∂xi
(qeif) = q (βe4 +D(q)) f. (II.48)

If ‖β‖L(4,2)(R4) ≤ ε (this is the required regularity assumption for our arguments, the
corresponding L4-estimate follows immediately) for some ε > 0 sufficiently small, then
there exists q ∈ Ẇ 1,4(R4) such that

N (q) = (0,−βe4) (II.49)

with
‖∇q‖L4(R4) ≤ Θ‖β‖L4(R4) (II.50)

This is what we have proven in the last subsection. Here, N denotes the following gauge
operator:

N : Ẇ 1,4(R4, Spin(5)) → W−1,4(R4, E6)× L4(R4, E4) (II.51)

q 7→

(
Π6

(
3∑

i=0

(∂xi
(q−1∂xi

q)

)
, (Π4 + P)(D(q))

)
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In order to avoid worrying about signs, we shall from now on work with βe4 instead of
−βe4. This can be achieved by replacing β by −β and does not affect the argument in
any meaningful way.
In particular, it follows from (II.49) that:

(Π4 + P)D(q) = βe4. (II.52)

Namely, if β = (β0, β1, β2, β3):

Πe4(D(q)) = β0 (II.53)

(Πeie4 +ΠP(ei+1ei−1e4)(D(q)) = βieie4 (II.54)

An important step in the proof of our regularity result stems from the observation that
the solution of this type of problem can be easily computed directly. This can be exploited
to obtain further information and stronger integrability properties as seen below:

Lemma II.4. Under the above assumptions, we have

Π6(D(q)), Πei+1ei−1e4(D(q)) ∈ L(4,1)(R4). (II.55)

We first prove a related result concerning the linearized operator LI. For convenience’s
sake, given u = w + v ∈ E6 ⊕E4, we set:

Dv := ∂Rv = ∂x0v −
3∑

i=1

∂xi
vei. (II.56)

The result in Lemma II.4 has an infinitesimal analogue for the differential which is in
fact the key element required to prove it:

Lemma II.5. Let u = w + v ∈ E6 ⊕E4 be such that

LI(u) = (∆w,Πe4(Dv), (Πeie4 +ΠP(ei+1ei−1e4)(Dv)) = (0, βe4) (II.57)

Then for all i = 1, 2, 3 we have

Πei+1ei−1e4(Dv) = 0, (II.58)

and therefore:
ΠP(ei+1ei−1e4)(Dv) = 0.

The key idea behind the proof is the use of explicit representations of the solution u.

Proof of Lemma II.5.
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We write v = v0e4 + v1e1e4 + v2e2e
4 + v3e3e4 as v = (v0, v′) where v′ = (v1, v2, v3) and

similarily x = (x0, x
′), where x′ = (x1, x2, x3). We observe that Dv can be computed as

follows:

Dv = (∂x0v
0 − divx′ v′)e4 +

3∑

i=1

(∂xi
v0 + ∂x0v

i)eie4 (II.59)

+ (∂x3v
2 − ∂x2v

3)e2e3e4 + (∂x1v
3 − ∂x3v

1)e3e1e4 + (∂x2v
1 − ∂x1v

2)e1e2e4

Therefore, we may express Dv in the following form:

Dv =




∂x0v
0 − divx′ v′

∇x′v0 + ∂x0v
′

−curlx′v′


 (II.60)

We want to find the solution v ∈ Ẇ 1,4(R4) of the following system of equations:

Dv =




β0

β1

β2

β3

0
0
0




. (II.61)

1) Assume that β ∈ S(R4). We show the existence of a smooth solution v and look for
a-priori estimates.

First of all, we notice that:

∆v0 = ∂x0

(
∂x0v

0
)
+ ∂x1

(
∂x1v

0
)
+ ∂x2

(
∂x2v

0
)
+ ∂x3

(
∂x3v

0
)

= ∂x0

(
∂x0v

0
)
+ divx′ ∇x′v0

= ∂x0

(
β0 + divx′ v′

)
+ divx′ (β ′ − ∂x0v

′)

= div β, (II.62)

and thus:

v0(x) := (−∆)−1 (div β) (x) = −

∫

R4

div(β)(y)|x− y|−2dy

Our goal is now to arrive at similar expressions for vj for all j = 1, 2, 3. To achieve this,
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we observe that for any such j:

∂x0β
j − ∂xj

β0 = ∂x0

(
∂xj

v0 + ∂x0v
j
)
− ∂xj

(
∂x0v

0 − divx′ v′
)

= ∂2x0
vj +

∑

k 6=j

∂xj
∂xk

vk

= ∂2x0
vj +

∑

k 6=j

∂xk
∂xj

vk

= ∂2x0
vj +

∑

k 6=j

∂xk
∂xk

vj

= ∆vj , (II.63)

where we used that ∂xj
vk = ∂xk

vj for all j 6= k should hold by the third set of equations
in (II.60) (namely curlx′v′ = 0). Thus, we also know:

vj(x) := (−∆)−1
(
∂xj

β0 − ∂x0β
j
)
(x) = −

∫

R4

(
∂xj

β0(y)− ∂x0β
j(y)

)
|x− y|−2dy

We observe that v obtained this way clearly satisfies the desired L4-estimate by the usual
Calderon-Zygmund inequality. Consequently, we merely have to verify that this solution
does indeed solve the equation (II.61). Since this is done by direct computations, let us
only present the computations in the case of the second set of equations in (II.60):

∂xj
v0 + ∂x0v

j = −∂xj
(Γ ∗ div β) + ∂x0

(
Γ ∗
(
∂xj

β0 − ∂x0β
j
))

= Γ ∗

(
−∂xj

∂x0β0− ∂2xj
βj −

∑

k 6=j

∂xj
∂xk

βk + ∂x0∂xj
β0 − ∂2xj

βj

)

= Γ ∗

(
−∆βj −

∑

k 6=j

∂xk

(
∂xj

βk − ∂xk
βj
)
)

= Γ ∗
(
−∆βj

)
= βj, (II.64)

where we denote by Γ the fundamental solution of the Laplacian −∆ in 4D and we used
curlx′β ′ = 0. This computation is valid for any j = 1, 2, 3. This shows that the second
set of equations in (II.60) holds true and the other two sets of equations may be checked
completely analogously and are omitted here.

2) The general case, i.e. the case of β ∈ L4(R4; spanR{e0, e1, e2, e3}) satisfying the van-
ishing curl condition, can be dealt with by approximation. Notice that any such β can be
approximated by Schwartz functions or smooth, compactly supported functions for which
the previous computations hold. Then, the uniformity of the estimates on the gradient of
v leads to the desired conclusion.
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A particular special case is when β = ∂Lα for some α ∈ Ẇ 1,(4,2)(R4) real-valued. Keep
in mind that:

∂Lα = ∂x0α− ∂x1α · e1 − ∂x2α · e2 − ∂x3α · e3. (II.65)

In fact, in this case, we may find an even more explicit representation of the solution v.
Indeed, by the vanishing curl assumption on v′, it is natural to look for solutions:

v′ = ∇x′ϕ (II.66)

Inserting this expression into the second set of equations in (II.60), we find:

∇x′v0 + ∂x0∇x′ϕ = −∇x′α,

where we remember that we currently assume β = ∂Lα. This immediately yields:

∇x′

(
v0 + ∂x0ϕ+ α

)
= 0,

which would be satisfied, if for instance:

v0 + ∂x0ϕ + α = 0. (II.67)

It remains to check whether the first equation in (II.60) can hold true. Inserting yields:

∂x0v
0 − divx′ v′ = ∂x0α,

which, by using the identity from (II.67) in the following form:

v0 = −α − ∂x0ϕ,

further reduces to:
− ∂2x0

ϕ− divx′ ∇x′ϕ = −∆ϕ = 2∂x0α. (II.68)

Therefore:
ϕ := 2(−∆)−1∂x0α,

and v0, v′ can now be computed from (II.66) and (II.67). The desired estimates are evi-
dent from our computations and using that ∇α ∈ L(4,2), i.e. the gradient of α possesses
L4-integrability. Notice that the formula provides the same result as in the previous com-
putation for general β. ✷

It should be noted that the arguments in the previous section do not make use of the
dimension of the domain being 4 in any meaningful way, besides ensuring that a connec-
tion to the gauge operator N exists. Indeed, the very same arguments could be applied in
other dimensions, in particular the construction of a curl-free solution of a system of PDEs.
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Proof of Lemma II.4. We argue in different steps:

Step 1. We consider the Hodge decomposition of

q−1dq = dΓq + d∗Yq (II.69)

where Yq ∈ Ω2(R4), Yq =
∑

0≤i<j≤3 Y
ij
q dxi ∧ dxj is a differential 2-form and Γq is a 0-form

or function. We denote as before d∗Yq =
∑3

i=0 y
i
qdxi. Notice that once again, we can

choose Γq and Yq as follows:

Γq = (−∆)−1d∗(q−1dq) (II.70)

Yq = (−∆)−1d(q−1dq) (II.71)

In particular, we have dYq = 0 and d∗Γq = 0, i.e. exactness and coexactness respectively.
Moreover ∇Yq,∇Γq ∈ L4(R4).
Due to (II.69), it follows that

−∆Yq = d(q−1dq) = dq−1 ∧ dq

= dq−1q ∧ q−1dq = −(q−1dq ∧ q−1dq)

= −(dΓq + d∗Yq) ∧ (dΓq + d∗Yq) ∈ L4 · L4 →֒ L2(R4) (II.72)

From (II.72), it follows that ∇2Yq ∈ L2 and by generalized Sobolev embeddings therefore
∇Yq ∈ L(4,2)(R4).

Since Π6(d
∗(q−1dq)) = 0 by the choice of q using (II.49), we deduce from (II.70) that

Π6(∆Γq) = 0 and since ∇Γq ∈ L4(R4), this leads us to:

Π6(∇Γq) = 0 (II.73)

Step 2. Next, we have, by using D as in Lemma II.5:

βe4 = (Π4 + P)D(q) = (Π4 + P)(DΓq)

+ (Π4 + P)(y0q −
3∑

i=1

yiqei). (II.74)

Since q−1dq is purely imaginary, namely it is a linear combination of elements in spin(5),
and Π6(dΓq) = 0 due to (II.74), we find:

(Π4 + P)(DdΓq) = dβe4 − d(Π4 + P)(y0q −
3∑

i=1

yiqei) (II.75)

From (II.75) and the invertibility of (Π4 + P) ◦D, it follows that

dΓq = ((Π4 + P) ◦D)−1(dβe4) (II.76)

− ((Π4 + P) ◦D)−1d(Π4 + P)(y0q −
3∑

i=1

yiqei).
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Now we set Ỹq := ((Π4 + P) ◦ D)−1(Π4 + P)(y0q −
∑3

i=1 y
i
qei) and let v be such that

(Π4 + P)Dv = βe4. Existence is justified by ellipticity and using the connection to the
Riemann-Fueter operator introduced in the previous subsection. Observe that by elliptic
estimates, we have ∇v ∈ L(4,2) since β ∈ L4,2. This is the key-point where we need that
β ∈ L4,2. Therefore ∇Γq ∈ L(4,2) as well with

‖∇Γq‖L(4,2) . ‖∇q‖2L4 + ‖β‖L(4,2) . (II.77)

We estimate:

(dΓq) ∧ (dΓq) = dv ∧ dv + dv ∧ dỸq

+ dỸq ∧ dv + dỸq ∧ dỸq (II.78)

Now observe that all terms are products of functions in L(4,2). Therefore, the product lies
in L2,1 by the Lorentz-Hölder inequality. Similarly, we can easily see that:

−(dΓq + d∗Yq) ∧ (dΓq + d∗Yq) ∈ L2,1(R4),

with
‖dΓq + d∗Yq) ∧ (dΓq + d∗Yq‖L2,1(R4) . (‖∇q‖2L4 + ‖β‖L(4,2))2. (II.79)

From (II.72), (II.77) and (II.79) it follows that ∇Yq ∈ L(4,1) with

‖∇Yq‖L(4,1) . (‖∇q‖2L4 + ‖β‖L(4,2))2,

Step 3. We may write:

D(q) = DΓq + ψq (II.80)

where ψq ∈ L(4,1)(R4) and

‖ψq‖L(4,1) . (‖∇q‖2L4 + ‖β‖L(4,2))2.

This is simply due to (II.69) and the explicit formula for D(q). It follows by direct
evaluation of the term that

(Π4 + P)D(q) = (Π4 + P)(DΓq) + (Π4 + P)ψq (II.81)

Next, we notice that (Π4 + P)D(q) = βe4 if and only if:

(Π4 + P)(DΓq) = βe4 − (Π4 + P)ψq (II.82)

= (Π4 + P)(βe4)− (Π4 + P)ψq.

We have seen that the linear operator (Π4 + P) ◦ D (which in fact corresponds to the
differential LI computed in the previous subsection) is an elliptic operator and if w =
((Π4 + P) ◦D)−1(βe4) and ψ̃q = −((Π4 + P) ◦D)−1(Π4 + P)ψq, then by Lemma II.5:
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Πei+1ei−1e4(Dw) = 0.

From (II.81) and w = Γq − ψ̃q, it follows that

Πei+1ei−1e4(DΓq) = Πei+1ei−1e4(Dψ̃q) ∈ L(4,1)(R4)

with by elliptic estimates:

‖∇ψ̃q‖L(4,1)(R4) . ‖∇Yq‖L(4,1)(R4). (II.83)

It follows now:
Πei+1ei−1e4 (D(q)) ∈ L(4,1)(R4) for all i = 1, 2, 3. (II.84)

This shows the desired improved regularity result.

II.3 Conclusion of the Bootstrap Test

Let f ∈ L4/3(R4) be a solution of (II.48). By choosing q as with our gauge operator, we
find:

∂x0 [qf]−
3∑

i=1

[∂xi
(qeif)] = qV (x)f. (II.85)

where V (x) ∈ L(4,1) by our investigation in the previous subsection (V (x) = ψq +
Πei+1ei−1e4(DΓq)). Indeed, observe that this is a consequence of the choice of gauge and the
improved integrability we have established. Furthermore, by the estimate proven before:

‖V (x)‖L(4,1) . (‖∇q‖2L4 + ‖β‖L(4,2))2.

From Lemma II.1 we can get rid of the power 2 by choosing ε > 0 possibly slightly
smaller. Indeed, we can show using the estimate (II.15) for q:

‖V ‖L(4,1) . ‖β‖L(4,2)

We set

F =




qf

−qe1f
−qe2f
−qe3f




Our goal is to prove Morrey estimates just like in [10]. In order to achieve this, we will use
a non-linear Hodge decomposition. The reason behind this is, that Wente’s inequality is
no longer at our disposal and therefore, we need a suitable replacement, see Lemma II.9.
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Claim 1: There are A,B ∈ Ẇ 1,(4/3,∞)(R4), where B is differential 2-form, such that:

F = dA+ qd∗B (II.86)

Proof of the Claim 1. We argue by induction:

Step 1. We find A0, B0 such that

−∆A0 = − div(F ) (II.87)

−∆B0 = d(q−1F ) (II.88)

Then for k ≥ 1 we solve:

−∆Ak = −d∗(qd∗Bk−1) = ∗(dq ∧ d ∗Bk−1) (II.89)

−∆Bk = −d(q−1) ∧ dAk−1 (II.90)

We set A =
∑∞

i=0Ak and B =
∑∞

i=0Bk. We then have:

−∆A = −d∗(qd∗B)− div(F ) (II.91)

−∆B = −d(q−1) ∧ dAk−1 + d(q−1F ). (II.92)

From (II.91) and (II.92), we deduce the following estimates:

d∗(F − dA− qd∗B) = 0 (II.93)

d(q−1F − d∗B − q−1dA) = 0 (II.94)

From (II.94), it follows there exists a function γ ∈ Ẇ 1,4/3(R4) such that

q−1F − d∗B − q−1dA = dγ. (II.95)

By combining (II.93) and (II.95) we get

d∗(qdγ) = 0 (II.96)

d(qdγ) = dq ∧ dγ (II.97)

‖qdγ‖L(4/3,∞) . ‖dq‖L4‖dγ‖L(4/3,∞) ≤ ε0‖dγ‖L(4/3,∞) (II.98)

Notice that in the last line, we used the compensation result in Lemma II.9.
It follows that, if ε > 0 is chosen small enough, dγ = 0 and therefore

F = dA+ qd∗B.

We conclude the proof the claim 1. ✷

We continue with the proof of Theorem II.1: From (II.86), it follows that

−∆A = qV (x)f+ d∗(qd∗B) = qV (x)f+ ∗(dq ∧ d ∗B). (II.99)
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Then, by using the fundamental solution, we see:

‖∇A‖L(4/3,∞) . ‖ −∆A‖L1 . ‖V ‖L(4,1)‖q f‖L(4/3,∞) + ‖∇q‖L4‖d∗B‖L(4/3,∞)

. ‖β‖L(4,2) ‖f‖L(4/3,∞) + ‖∇q‖L4‖d∗B‖L(4/3,∞)

. ε‖q f‖L(4/3,∞) + ‖β‖L(4,2)‖d∗B‖L(4/3,∞)

. ε(‖q f‖L(4/3,∞) + ‖d∗B‖L(4/3,∞)) (II.100)

Computing ∆B using exactness, we find:

−∆B = d(q−1F ) + d(q−1dA) = d(q−1F ) + dq−1 ∧ dA (II.101)

From (II.101), it follows as above that

‖∇B‖L(4/3,∞) . ‖dq−1‖L4‖∇A‖L(4/3,∞) + ‖qf‖L(4/3,∞) (II.102)

By plugging (II.102) into (II.100), we get for ε > 0 sufficiently small:

‖∇A‖L(4/3,∞) . ε‖qf‖L(4/3,∞) (II.103)

We set d∗B =
∑3

i=0 bidxi. By definition, it holds d∗d∗B =
∑3

i=0 ∂xi
bi = 0. Moreover,

by comparison of the entries in F , we observe:

qb0 = qf− ∂x0A

qbi = −q eif− ∂xi
A

These can be slightly rearranged to express bj in terms of f:

b0 = f− q−1∂x0A

bi = − eif− q−1∂xi
A

Hence, if we solve the equations above for f:

f = b0 + q−1∂x0A = ei(bi + q−1∂xi
A) (II.104)

Then it is now clear:

∂xi
bi = −ei∂xi

b0 − ei∂xi

(
q−1∂x0A

)
− ∂xi

(
q−1∂xi

A
)
.

Using the previously established fact that
∑3

i=0 ∂xi
bi = 0, we note:

∂x0b0 −
3∑

i=1

ei∂xi
b0 =

3∑

i=1

∂xi

(
eiq

−1∂x0A + q−1∂xi
A
)
∈ W−1,(4/3,∞) (II.105)
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As a result, using ellipticity and the corresponding estimates:

‖b0‖L(4/3,∞) . ‖∇A‖L(4/3,∞)

From (II.104), this estimate easily generalises to all bj . Namely, it follows that

‖bi‖L(4/3,∞) . ‖∇A‖L(4/3,∞) , ∀i = 1, 2, 3.

Consequently, recalling the definition of the bj , we arrive at the desired estimate for d∗B:

‖d∗B‖L(4/3,∞) . ‖∇A‖L(4/3,∞) (II.106)

From (II.86), it finally follows that:

‖qf‖L(4/3,∞) . ‖∇A‖L(4/3,∞) . ε0‖qf‖L(4/3,∞).

If ε > 0 is chosen small enough, then qf = 0 is an immediate corollary, thus establishing
the bootstrap lemma.

III The Proof of the Main Theorem I.2 in 4-D

We observe that Theorem I.2 follows similar to Theorem II.1 by using localization argu-
ments analogous to Proposition III.4 in [10]. We provide here a sketch of proof in the 4-D
case and we refer the details to [39].

First, we will briefly explain how to obtain an appropriate version of the non-linear
Hodge decomposition on balls Br(x). For simplicity’s sake, let us assume x = 0, the gen-

eral case is obtained by translation. Let for this G be an arbitrary 1-form in W 1, 4
3 (Br(0))

as obtained in the proof. Then, by classical Hodge decomposition, there exist a function
A on Br(0) vanishing along the boundary and a 2-form Ã, such that:

dA+ d∗Ã = G (III.107)

Next, we consider the Hodge decomposition in the same manner of q−1d∗A, again obtain-
ing zero boundary conditions for the function B̃:

dB̃ + d∗B = q−1d∗Ã (III.108)

Thus, we have:

G = dA+ d∗A = dA+ qd∗B + qdB̃ ⇒ G− dA− qd∗B = qdB̃ (III.109)
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We observe that on Br(0):

∆B̃ = d∗dB̃ = d∗
(
q−1d∗Ã

)
= − ∗

(
dq−1 ∧ d(∗Ã)

)
(III.110)

Due to the zero boundary condition, we can therefore deduce by similar arguments as in
our compensation result in Lemma II.9:

‖∇B‖
L

4
3 (Br(0))

. ‖dq‖L4(Br(0))‖d
∗Ã‖

L
4
3 (Br(0))

. ε‖G‖
L

4
3 (Br(0))

(III.111)

So, if ε > 0 is sufficiently small, we can argue by iteration that there exists a solution
to the non-linear Hodge decomposition as in the case of codomains of dimension 2, such
that A has boundary value 0.

Now, to deduce local regularity, we merely have to establish slightly improved regu-
larity and hence Morrey estimates as in [10], the full regularity as in Theorem I.2 follows
by Morrey-bootstrapping going over to possibly smaller balls to obtain uniform powers
in the Morrey estimates. Therefore, let us just point out the differences to [10] and our
considerations in connection with the bootstrap lemma: Namely, we can estimate A as
in the bootstrap lemma, if we find A,B for a given Br(x). More precisely, due to the
boundary conditions, we will find:

‖∇A‖L(4/3,∞)(Br(x)) . ε‖qF‖L(4/3,∞)(Br(x)) + ε‖d∗B‖L(4/3,∞)(Br(x))

. ε‖qF‖L(4/3,∞)(Br(x)) + ε‖∇A‖L(4/3,∞)(Br(x)), (III.112)

by using the same arguments as before and using F = dA + qd∗B. So if ε is sufficiently
small, we arrive at:

‖∇A‖L(4/3,∞)(Br(x)) . ε‖qF‖L(4/3,∞)(Br(x)), (III.113)

Then, it remains to obtain appropriate estimates for d∗B. For this, write d∗B =
∑

j bjdxj
and we can deduce completely analogous to (II.105) in the proof of the bootstrap lemma:

∂Lb0 =
∑

j≥2

∂xj
Rj ,

where Rj is an expression depending on q and∇A as already found in the proof of Theorem
II.1. So we can now split b0 into a Clifford analytic and thus harmonic part, which can be
estimated by means of Campanato-estimates as in [10] and the convolution of the RHS in
the equation above with the fundamental solution of ∂L on R4. This second summand can
be estimated by usual estimates for the fundamental solution of the Laplacian. Therefore,
we arrive at the desired estimates for d∗B by completely the same means as in [10] once
we use the link between bj and b0 established in the bootstrap lemma. For details, see
[39].
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IV The 3-D Case

Before we briefly discuss the general case, let us provide another example on how to
construct an appropriate gauge operator. More precisely, we shall consider the case of
3D-domains. This will illustrate that the result we have obtained will not generalise in
an ”easy” manner to arbitrary dimensions m ≥ 3, but one has to take some care when
investigating the gauge operators involved:

Let us consider the following equation:

∂Lf = βe3 · f, (IV.114)

where f : R3 → Cℓ3 is in L3/2. Let us assume that

β = β0 + β1e1 + β2e2 ∈ L(3,2)(R3; spanR{e0, e1, e2}),

as well as:
curlx1,x2β = ∂2β

1 − ∂1β
2 = 0. (IV.115)

We will sketch the proof of the following Theorem which is along the same lines as the
proof of Theorem I.2:

Theorem IV.2. Let β = (β0, β1, β2) ∈ W 1,2(R3, spanR{e0, e1, e2}) with

∂x2β1 − ∂x1β2 = 0 . (IV.116)

Let f ∈ L3/2(R3, Cℓ22) be a solution of

∂Lf =

(
0 β

−β 0

)
f̂ (IV.117)

Then f ∈ Lq
loc(R

3) for all q <∞. ✷

It is clear that we may reformulate (IV.117) into an equation of the following form:

∂Lg = βe3 · g,

for g = f1 + f2e3. Moreover, there is also the following bootstrap test:

Theorem IV.3. There exists ε0 > 0 such that for every β ∈ L(3,2)(R3, spanR{e0, e1, e2})
satisfying ‖β‖L(3,2)(R3) ≤ ε0 as well as:

∂2β
1 − ∂1β

2 = 0,

and every f ∈ L3/2(R3, Cℓ3) solving:

∂Lf = βe3 · f , (IV.118)

we have f ≡ 0. ✷
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In our current discussion, we focus on Theorem IV.3, see the discussion in the previous
section regarding the proof of Theorem II.1 for a sketch on how to apply Morrey-estimates
and [39]. For later convenience, let us introduce the following spaces:

V3 := spanR{e3, e1e3, e2e3} (IV.119)

V2 := spanR{e1, e2} (IV.120)

V1 := R · e1e2, (IV.121)

and denote by Π3,Π2 and Π1 the projections of U3 onto the respective subspaces.
As in [10] and previously seen in the case of 4-dimensional domains, let us multiply

both sides of (IV.114) by a function q : R3 → Spin(4) to reveal a slight gain in integrability
after a change of gauge. We obtain by using Leibniz’ rule:

q∂Lf = ∂x0(qf)− (∂x0q)f−
2∑

i=1

∂xi
(qeif) +

2∑

i=1

∂xi
qeif (IV.122)

We denote by:

D(q) := q−1∂x0q−
2∑

i=1

q−1∂xi
qei = q−1∂Rq.

Observe that

βe3 = β0 · e3 −
2∑

i=1

βi · eie3 ∈ V3 (IV.123)

By using (IV.122) and rearranging, we get:

∂x0(qf)−
2∑

i=1

∂xi
(qeif) = q(β e3 +D(q))f. (IV.124)

We notice that in (IV.124), the absorption of βe3 by D(q) leads to a system of 8 equa-
tions in merely 6 unknowns, which is overdetermined much like in the 4-dimensional case.
Therefore, there is generally no hope of completely absorbing the ”bad term”, however,
inspired by our proof in 4D, we hope to absorb βe3 up to a term of higher integrability
as before.

The main aim is to find q ∈ Ẇ 1,3(R3, Spin(4)) such that D(q) = −βe3 + V (x) where V
is a more regular potential than βe3, namely V ∈ L(3,1)(R3). To do this, let us introduce
the following non-linear operator reminiscent of (II.16):

N : Ẇ 1,3(R3, Spin(4)) →W−1,3(R3, V2)× L3(R3,U2) (IV.125)

q 7→

(
Π2

(
3∑

i=0

(∂xi
(q−1∂xi

q)

)
,−Π3(D(q))e3 +Π1(q

−1∂x0q)−
2∑

j=1

Π1(q
−1∂xj

q)ej

)
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We notice that the first component is analogous to (II.16), while the second component of
N looks more complicated than before. As we shall see later, this definition neatly con-
nects the differential of N to the Riemann-Fueter operator once again. Indeed, analogous
to our previous discussion for R4, we have the following as a main result:

Lemma IV.6. There exists ε0 > 0 and C > 0 such that for any choice ω ∈ W−1,3(R3, V2)
and g ∈ L3(R3, Cℓ2) satisfying

‖ω‖W−1,3 ≤ ε0, ‖g‖L3 ≤ ε0, (IV.126)

there is q ∈ Ẇ 1,3(R3, Spin(4)) such that

N (q) = (ω, g) (IV.127)

as well as
‖∇q‖L3 ≤ C(‖ω‖W−1,3 + ‖g‖L3). (IV.128)

The proof essentially proceeds as in [10] and the case of domains of dimension 4,
so let us introduce the analogous simplifications: Again similar to [9, 13], using an
approximation argument similar to the our closedness argument later on, it suffices to
prove Lemma IV.6 for ω and g slightly more integrable, namely under the assumption
ω ∈ (W−1,p ∩W−1,p′)(R3, V2) and g ∈ (Lp ∩ Lp′)(R3,U2) for some 3 < p, p′ = p

p−1
. For

the remainder of our discussion, we fix some 3 < p. Given ε > 0, we again define as
previously:

Cℓε :=





(ω, g) ∈ (W−1,p ∩W−1,p′)(R2, V2)× (Lp ∩ Lp′)(R3,U2)

‖ω‖W−1,3 + ‖g‖L3 ≤ ε



 (IV.129)

For constants ε,Θ > 0, let Vε,Θ ⊆ Cℓε be the set where we have the decomposition
(IV.127) with the estimates

‖∇q‖L3 ≤ Θ(‖ω‖W−1,3 + ‖g‖L3) (IV.130)

‖∇q‖p ≤ Θ(‖ω‖W−1,p + ‖g‖Lp) , (IV.131)

‖∇q‖p′ ≤ Θ(‖ω‖W−1,p′ + ‖g‖Lp′ ) . (IV.132)

That is

Vε,Θ :=




ω, g ∈ Cℓε :

there exists q ∈ (Ẇ 1,p ∩ Ẇ 1,p′)(R3, Spin(4)), so that

q− I ∈ L3p/2p−3(R3, Spin(4))

and (IV.127), (IV.130), (IV.131), (IV.132) hold.





The strategy to prove Lemma IV.6 is precisely the same as for Lemma II.1 and it is a
corollary of the following:
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Proposition IV.3. There exist Θ > 0 and ε > 0, such that Vε,Θ = Cℓε. ✷

Proof of Proposition IV.3. Proposition IV.3 follows, once we show the following four
properties

(i.) Cℓε is connected.

(ii.) Vε,Θ is nonempty.

(iii.) For any ε,Θ > 0, Vε,Θ is a relatively closed subset of Cℓε.

(iv.) There exist Θ > 0 and ε > 0 so that Vε,Θ is a relatively open subset of Cℓε.

As in [10], property (i.) and (ii.) are obvious and (iii.) follows as in the case of
4-dimensional domains. For further details, we refer to our discussion of the 4D-case.

It remains to show the openness property (iv.). For this let (ω0, g0) be arbitrary in
Vε,Θ. Let q0 ∈ Ẇ 1,p∩Ẇ 1,p′(R3, Spin(4)), q0−I ∈ L3p/2p−3(R3) so that the decomposition
(IV.127) as well as the estimates (IV.130), (IV.131) and (IV.132) are satisfied for ω0

and g0. The idea is to study perturbations of q0 of the form q = q0e
u, where u ∈

Ẇ 1,p ∩ Ẇ 1,p′(R3, spin(4)) ∩ L3p/2p−3(R3). Completely analogous to before, the exponent
p > 3 has been chosen in particular to ensure p′ < 3 and, as a result, u ∈ C0∩L∞(R3) and

q0e
u−I ∈ L

3p
2p−3 . This follows precisely the same way as in the 4-dimensional case treated

previously, where we mentioned that the main estimate is independent of the dimension
of the underlying space.

Attentive readers know what comes next: We compute the differential DN (q0) as

DN (q0) =
d

dt
N (q0e

tu)
∣∣∣
t=0

=: Lq0(u),

where u ∈ (Ẇ 1,p ∩ Ẇ 1,p′ ∩ L3p/2p−3)(R3, spin(4)). We write

Lq0(u) = (L2
q0
(u),L3

q0
(u))

where

L2
q0
(u) := Π2

[
∆u+

2∑

j=0

∂xj

(
q−1
0 (∂xj

q0)u− uq−1
0 ∂xj

q0
)
]

L3
q0
(u) = −Π3(∂Ru)e3 + ∂RΠ1(u)

−
2∑

j=0

(−1)δ0jΠ3

(
(q−1

0 ∂xj
q0u− uq−1

0 ∂xj
q0)ej

)
e3

+

2∑

j=0

(−1)δ0jΠ1(q
−1
0 ∂xj

q0u− uq−1
0 ∂xj

q0)ej
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The essential property we will be using is the invertibility of Lq0(u) in the special case
q0 = I. If q0 = I, we have dq0 = 0 and therefore the differential simplifies significantly:

L2
I(u) = Π2 [∆u]

L3
I(u) = −Π3(∂Ru)e3 + ∂RΠ1(u) (IV.133)

Proposition IV.4. The operator LI(u) is elliptic.

Proof of Proposition IV.4. We write u = w+ v where w ∈ V2 and v = v0e3+ v1e1e3+
v2e2e3 + v3e1e2 ∈ V1 ⊕ V3. We observe that

L2
I(u) = Π2 [∆w +∆v] = ∆w

L3
I(u) = −Π3(∂Rv)e3 + ∂RΠ1(v)

Computing L3
I(u) explicitly, we find:

−Π3(∂Ru)e3 + ∂RΠ1(u) = (∂x0v
0 − ∂x1v

1 − ∂x2v
2) + (∂x1v

0 + ∂x0v
1 − ∂x2v

3)e1

+ (∂x2v
0 + ∂x0v

2 + ∂x1v
3)e2 + (∂x2v

1 − ∂x1v
2 + ∂x0v

3)e1e2

= DRF
R (v0 + v1i+ v2j + v3k)

We can associate to this operator the following symbol:

σ(ξ) =




ξ0 −ξ1 −ξ2 0

ξ1 ξ0 0 −ξ2

ξ2 0 ξ0 ξ1

0 ξ2 −ξ1 ξ0




(IV.134)

It is immediately clear that this is now the Riemann-Fueter operator applied to functions
depending only on the first 3 variables. Therefore, one may argue as in 4D that the symbol
is everywhere invertible. In fact, this is an immediate corollary of the computations in
4D. This concludes the proof of Proposition IV.4. ✷

We can prove the following result, which we only state, since the proof is now more
or less a copy of the corresponding result in 4D:

Lemma IV.7. For any Θ > 0, there exists ε > 0 so that the following holds for any
ω0, g0 and q0 as above:

For any ω ∈ (W−1,p ∩W−1,p′)(R3, V2) and g ∈ (Lp ∩Lp′)(R3,U2) there exists a unique
u ∈ Ẇ 1,p ∩ Ẇ 1,p′ ∩ L3p/2p−3(R3, spin(4)) so that

(ω, g) = Lq0(u)
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and for some constant C = C(ω0, g0,Θ) > 0 it holds

‖∇u‖Lp(R3) + ‖∇u‖Lp′(R3) . ‖ω‖W−1,p(R3) + ‖ω‖W−1,p′(R3) (IV.135)

+‖g‖Lp(R3) + ‖g‖Lp′(R3).

Proof of Proposition IV.3 continued.

For ε = ε(Θ) > 0 chosen small enough and for any (ω0, g0) ∈ Vε,Θ, the local inversion
theorem applied to Nq0 gives the existence of some δ > 0 (that might depend on (ω0, g0))
such that, for every (ω, g) ∈ Cℓε with

‖ω − ω0‖W−1,p(R3) + ‖ω − ω0‖W−1,p′(R3) < δ (IV.136)

‖g− g0‖Lp(R3) + ‖g− g0‖Lp′(R3) < δ, (IV.137)

we find q = q0e
u ∈ Ẇ 1,p∩Ẇ 1,p′(R3, Spin(4)), so that q−I ∈ L3p/2p−3(R3) and (IV.127) is

satisfied. It remains to prove (IV.130), (IV.131) and (IV.132). This will be implied by the
following lemma, whose proof is again analogous to the 4D-case and therefore omitted:

Lemma IV.8. There exists Θ > 0 and σ > 0, such that whenever q ∈ Ẇ 1,p ∩ Ẇ 1,p′(R3)
with q− I ∈ L3p/2p−3(R3) satisfying (IV.127) and it holds

‖∇q‖L3(R3) ≤ σ, (IV.138)

then (IV.130), (IV.131) and (IV.132) hold true as well. ✷

Thanks to Lemma IV.8, the openness property (iv.) is proven. Proposition IV.3, and
as a corollary also Lemma IV.6, is now established. ✷

In order to establish the bootstrap lemma and Morrey estimates, one can now proceed
completely analogous to the case of domains of dimension 4. Indeed, the arguments for
improved regularity of the potential carry over immediately and the non-linear Hodge
decomposition works equally well in this case. We refer to our discussion for R4, the
modifications should be self-explanatory.

V Perspectives for Domains of Dimension 5 ≤ m ≤ 8

Finally, let us briefly discuss the possibility to extend the results presented to domains
of arbitrary dimensions ≤ 8. There in fact is a way to generalise the construction of the
gauge operator in these cases and we refer to [39] for the details. The key is that in the
cases m = 3 and m = 4, the gauge operator relies on the ellipticity of the Riemann-Fueter
operator to show existence and approrpriate estimates. For 5 ≤ m ≤ 8, we may substitute

37



the Riemann-Fueter operator by the octonionic derivative in a suitable sense, which allows
us to conclude in much the same way. This is not very surprising, considering that the
Riemann-Fueter operator is indeed the same as the quaternionic derivative. In some
sense, the main property we use is the existence of an orthogonal frame which happens
to parallelize the sphere, a property closely linked to the existence of normed division
algebras and thus to quaternions and octonions. Since this is only possible for the spheres
in dimension 0, 1, 3, 7, we are thus restricted by our technique to m ≤ 8. If one manages
to find a sufficiently nice elliptic, first order operator having some additional properties
to ensure that it is related to the change of gauge as in (II.13), the range of dimensions
m to which our proof applies could be extended.

In this appendix, we introduce and define the most important notions that have been
used in this note. We mostly limit ourselves to stating the definitions and main properties
and refer to the literature for further details as well as the corresponding proofs.

A Riemann-Fueter and Dirac operators

The reduction from a system of divergence PDE to a linear one will be greatly simplified
by introducing a family of important first order differential operators, the so-called Dirac
operators. In one of the final sections, we shall consider a variation of the definition here
which retains most of the same properties, but is slightly better behaved with respect to
the change of gauge we envision.

A.1 Riemann-Fueter Operator on H

Let f : H → H be a quaternion-valued function over H ≃ R4. The 4D-Riemann-Fueter
operator DRF

L acting from the right is defined by:

DRF
R f :=

(
∂x0f0 − ∂x1f1 − ∂x2f2 − ∂x3f3

)

+
(
∂x0f1 + ∂x1f0 − ∂x2f3 + ∂x3f2

)
i

+
(
∂x0f2 + ∂x1f3 + ∂x2f0 − ∂x3f1

)
j

+
(
∂x0f3 − ∂x1f2 + ∂x2f1 + ∂x3f0

)
k, (A.139)

where f = f0 + f1 · i+ f2 · j + f3 · k, or abbreviated:

DRF
R f = ∂x0f + ∂x1f · i+ ∂x2f · j + ∂x3f · k.

The conjugated differential operator D
RF

R is similarily defined:

D
RF

R f = ∂x0f − ∂x1f · i− ∂x2f · j − ∂x3f · k.

It is easy to see by a direct calculation:

D
RF

R DRF
R f = DRF

R D
RF

R f = ∆f.
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This can for instance be proven by considering the symbol σDRF
R

of the differential operator

DRF
R :

σDRF
R

(ξ) =




ξ0 −ξ1 −ξ2 −ξ3

ξ1 ξ0 ξ3 −ξ2

ξ2 −ξ3 ξ0 ξ1

ξ3 ξ2 −ξ1 ξ0




(A.140)

We emphasize that the connection between DRF
R and the Laplacian mirrors the same rela-

tion between the complex derivative ∂z and the Laplacian. In particular, we have access to
regularity results by using the Laplacian as an intermediate step. In particular, deriving
a fundamental solution is greatly simplified and many results from complex analysis can
be carried over to Riemann-Fueter operators, see [16]. As a simple example, if DRF

R f = 0,
then f is automatically harmonic and thus smooth.

Naturally, analogous operators DRF
L and D

RF

L using multiplication from the left rather
than from the right can be defined and satisfies similar properties. However, it should be
noted, that the two pairs of operators are not the same due to the non-commutativity of
the quaternions. This is in stark contrast with the situation on C, which is a commutative
field, and already hints at possible difficulties that might arise in our arguments later on.

A.2 General Dirac Operators on Clifford Algebras

Let now m ∈ N be given and we define for functions f : U ⊂ Rm+1 → Cℓm the Dirac
operator ∂L in the following way:

∂Lf = ∂x0f − e1 · ∂x1f − . . .− em · ∂mf. (A.141)

We refer to [16] for details on properties of this kind of operator. Once again, we can easily
generalise this definition by changing signs to obtain ∂L or by moving the multiplications
to the other side to arrive at ∂R and ∂R respectively.

By a direct computation, we can easily deduce that:

∂L∂Lf = ∂L∂Lf = ∆f,

extending the connection between the Laplacian and complex differentiation or the Riemann-
Fueter operator to arbitrary Clifford algebras. We emphasise that the Riemann-Fueter
operator is not a special case of the Dirac operators, although they share a lot of common
features, see [16]. In addition, observe the different conventions regarding the signs asso-
ciated with the partial derivatives. As earlier, this enables us to easily extend regularity
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results for the Laplacian to the Dirac operators.

For completeness’ sake, let us introduce the following notion as in [16]: A function f
is called Clifford-analytic, if ∂Lf = 0. By our previous elaborations, such functions are
harmonic and thus smooth. A theory of such functions in analogy to complex analysis can
be built up from scratch, see [16] as well as the theory of Hardy spaces by using Clifford
analytic functions.

A.3 Spin Groups

An important subset of Cℓm is the so-called Spin-group: For a fixed m ∈ N, we define:

Spin(m) = {v1 · . . . · v2k | k ∈ N, vj ∈ Cℓ(1)m ≃ R
m and ‖vj‖ = 1 for all j} ⊂ Cℓm

These groups are actually compact Lie groups and provide a natural two-fold covering of
so(m). Their Lie algebras are given by:

spin(m) = Cℓ(2)m .

Observe that dimR Spin(m) = 1
2
m(m − 1). In a similar manner, we can introduce the

compact Lie groups Spoin(m), see [16]:

Spoin(m) = {v1 · . . . · vk | vj ∈ Cℓ(0)m ⊕ Cℓ(1)m ≃ R
m+1 and ‖vj‖ = 1 for all j} ⊂ Cℓm

This group provides another two-fold covering, this time one for so(m+ 1). As a result,
it is easy to deduce that Spoin(m) ≃ Spin(m+ 1) due to the uniqueness of the universal
covering of so(m+ 1). The Lie algebra spoin(m) is given by:

spoin(m) = Cℓ(1)m ⊕ Cℓ(2)m ≃ spin(m+ 1).

As a simple, explicit example, we have:

spin(4) ≃ spoin(3) ≃ span{e1, e2, e3, e1e2, e1e3, e2e3}.

In what follows, we will usually denote Spoin(m) in Cℓm by Spin(m + 1) in order to
adhere to common terminology. We refer to Theorems 6.3, 6.8, 6.12, 7.26, 7.27 and 8.10
in [16] for further details regarding these groups.

A.4 Hodge Decomposition and Hodge ∗-Operator

Let us briefly recall the Hodge ∗-operator on Rm with respect to the standard basis. On
Rm, we use the standard basis b0, . . . , bm−1 and we have for the standard euclidean inner
product:

〈bi, bj〉 = δij , ∀i, j ∈ {0, . . . , m− 1}.
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Denote by b∗0, . . . , b
∗
m−1 the dual basis. Then b∗i1 ∧ . . . ∧ b

∗
ik

for 0 ≤ k ≤ m and 0 ≤ i1 <
. . . < ik ≤ m− 1 form a basis for

∧
Rm. We may now define a scalar product 〈·, ·〉∧Rm on∧

Rm by declaring the collection of all b∗i1∧ . . .∧b
∗
ik
to be an orthonormal basis. The scalar

product can also be defined, and actually is, independent of the choice of orthonormal
basis b0, . . . , bm−1, even for arbitrary k-forms as well as arbitrary Riemannian metrics g,
by using local g-orthonormal frames. From now on, we shall write dxj instead of b∗j ,
following the usual convention.

The Hodge ∗-operator is then defined for all η, ω k-forms by the following formula:

η ∧ ∗ω = 〈η, ω〉∧Rmµ,

where µ = dx0 ∧ . . . ∧ dxm−1 is the standard volume form on Rm. Using this operator,
we can introduce the codifferential d∗ of a k-differential form ω on Rm by the following
formula:

d∗ω = (−1)m(k−1)+1 ∗ d ∗ ω,

where d denotes the usual exterior derivative on differential forms. The Laplacian of a
form ω is then defined as follows:

−∆ω = (dd∗ + d∗d)ω.

Let us provide a computation of d∗ in the special case m = 4: Assume ω = ω0dx0 + . . .+
ω3dx3 is a 1-form. Direct considerations show that:

d∗ω = − ⋆ d
(
ω0dx1 ∧ dx2 ∧ dx3 −+ . . .− ω3dx0 ∧ dx1 ∧ dx2

)

= − ⋆
(
∂x0ω

0 + ∂x1ω
1 + ∂x2ω

2 + ∂x3ω
3
)
µ = −

(
∂x0ω

0 + ∂x1ω
1 + ∂x2ω

2 + ∂x3ω
3
)

This formula will be used later. In addition, it can be easily shown that the Laplacian on
0- and 1-forms actually agrees with the usual componentwise Laplacian up to a sign.

B A Result in Integrability by Compensation

Later, we shall make repeated use of the following compensation result:

Lemma II.9. Let da ∈ Lm,∞(Rm), db ∈ Lp,r(Rm) for 1 < p < +∞ and 1 ≤ r ≤ +∞.
Then, we have da ∧ db ∈ W−1,(p,r)(Rm) together with the following estimate:

‖da ∧ db‖W−1,(p,r) ≤ C‖da‖Lm,∞‖db‖Lp,r , (B.142)

for a constant C > 0.

Proof of Lemma II.9.
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By density, we may assume a, b ∈ S(Rm), the general case follows by approximation. Let
now u be a solution of the following equation:

∆u = da ∧ db in D′(Rm). (B.143)

We will show that ∇u ∈ Lp as well as:

‖∇u‖Lp ≤ C‖da‖Lm,∞‖db‖Lp, (B.144)

the general case is a direct consequence of real interpolation (consider da fixed to obtain
the required linear operator in the interpolation argument). We distinguish two cases:

Case 1: If p > m
m−1

, we know by the general Hölder inequality:

da ∧ db ∈ Lq,r, (B.145)

where:
1

q
=

1

p
+

1

m
, r = p.

By elliptic regularity, we deduce that u ∈ W 2,(q,r) and by Sobolev embeddings:

∇u ∈ Lp,p = Lp,

together with the estimate:

‖∇u‖Lp . ‖u‖W 2,(q,r) . ‖∆u‖Lq,r . ‖da‖Lm,∞‖db‖Lp.

Case 2: If p < m
m−1

, we take b̄ ∈ R such that b − b̄ ∈ Lp∗,p. Here, we denote by p∗ the
parameter determined by:

1

p∗
=

1

p
−

1

m
.

Observe that da ∧ db = d
(
da ∧ (b− b̄)

)
. Hölder’s inequality immediately shows:

da ∧ (b− b̄) ∈ Lq,p, (B.146)

where 1/q = 1/p∗ + 1/m = 1/p. Thus q = p. We therefore conclude:

‖da ∧ db‖W−1,p . ‖da ∧ (b− b̄)‖Lp . ‖da‖Lm,∞‖b− b̄‖Lp∗,p . ‖da‖Lm,∞‖db‖Lp. (B.147)

Thus, we may deduce:
‖∇u‖Lp . ‖da‖Lm,∞‖db‖Lp. (B.148)

This finishes our proof. We emphasize that, in particular, the ”critical” case p = m
m−1

is
obtained by interpolation. ✷

42



References

[1] Adams, D. R. A note on Riesz potentials. Duke Math. J. 42 (1975), no. 4, 765-778.

[2] Bourgain, J., Brezis, H., New estimates for elliptic equations and Hodge type sys-
tems, J. Eur. Math. Soc. 9, 277-315

[3] Bourgain, J. ; Brezis, H. On the equation div Y = f and application to control of
phases. J. Amer. Math. Soc. 16 (2003), no. 2, 393-426.

[4] Brezis, H. Functional analysis, Sobolev spaces and partial differential equations.
Universitext. Springer, New York, 2011. xiv+599 pp.

[5] Coifman, R. R.; Rochberg, R.; Weiss, G. Factorization theorems for Hardy spaces
in several variables. Ann. of Math. (2) 103 (1976), no. 3, 611-635.

[6] Coifman, R.; Lions, P.-L.; Meyer, Y.; Semmes, S. Compensated compactness and
Hardy spaces. J. Math. Pures Appl. (9) 72 (1993), no. 3, 247-286

[7] F. Da Lio Fractional Harmonic Maps, Recent Developments in Nonlocal Theory
Ed. by Palatucci, Giampiero / Kuusi, Tuomo, De Gruyter, 2018.If We

[8] F. Da Lio Fractional harmonic maps into manifolds in odd dimension n > 1, Cal-
culus of Variations and Partial Differential Equations, 48, 2013, 412-445.

[9] Da Lio, F.; Rivière, T. Sub-criticality of non-local Schrödinger systems with antisym-
metric potentials and applications to half-harmonic maps, Advances in Mathematics
227, (2011), 1300-1348.

[10] Da Lio, F.; Rivière, T. Critical Chirality in Elliptic Systems, arXiv:1907.10520,
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