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1 Integral formulation of the scattering problem
At the last lecture, we consider the scattering of sound through a set of obstacles.

∆u+ k2
bu = 0 in D,

∆u+ k2u = 0 in Rd \D,
1
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−

on ∂D,

u|+ = u|− on ∂D,(
∂

∂|x|
− ik

)
(u− uin) = O

(
|x|−(d+1)/2

)
as |x| → +∞.

(1)

In this lecture, we derive an integral formulation for (1) and we discuss its numerical solution with
the Boundary Element Method.

Using the jump relations, we start by deriving an integral equation formulation for the scattering
problem (1). Because the function u has a continuous trace accross ∂D, we choose to represent u
with a single layer potential representation:

u(x) :=

{
Skb

D [φ](x) if x in D,

uin(x) + SkD[ψ](x) if x ∈ Rd \D.
(2)

where we recall the definition of the single layer potential:

SkD[φ](x) :=

∫
∂D

Γk(x− t′)φ(t′)dσ(t′), x ∈ Rd \ ∂D, φ ∈ L2(∂D).

By choosing such representation, the function u satisfies automatically
∆u+ k2

bu = 0 in D,

∆u+ k2u = 0 in Rd \D,(
∂

∂|x|
− ik

)
(u− uin) = O(|x|−(d+1)/2) as |x| → +∞.

The continuity condition u|+ = u|− on ∂D is equivalent to require

Skb

D [φ] = SkD[ψ] + uin on ∂D. (3)

It remains to impose the continuity of the flux. We recall the jump identity

∂

∂n
SkD
∣∣∣∣
±

= ±1

2
I +Kk∗

D , (4)
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where Kk∗
D is the adjoint of the Neumann-Poincaré operator and is given (when D is a smooth

domain) by

Kk∗
D [φ](t) =

∫
∂D

n(t) · ∇tΓ
k(t− t′)φ(t′)dσ(t′).

Applying the identity (4) to (2), we obtain
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)
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∂u

∂n

∣∣∣∣
+

= δ

(
1

2
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D

)
[ψ] + δ

∂uin

∂n
,

therefore, equating the two, we obtain that (φ, ψ) solves a system of integral equations:[
Skb

D −SkD(
− 1

2 I +Kkb∗
D

)
−δ
(

1
2 I +Kk∗

D

)] [φ
ψ

]
=

[
uin

δ ∂uin

∂n

]
. (5)

Recalling that k = ω/v, kb = ω/vb and the expression of the potentials, it turns out that each
of the above operators have an analytic continuation to C (if d = 3) or C \ iR (if d = 2) (this is
Steiner theorem). Therefore, the above system can be formulated as

A(ω, δ)

[
φ
ψ

]
=

[
uin

δ ∂uin

∂n

]
(6)

where the operator A(ω, δ) is a holomorphic Fredholm operator.

2 Boundary element method
Here we shall see how to solve (5) with the Boundary Element Method using the open source
library Gypsilab [1].

We consider the variational formulation

find (φ, ψ) ∈ L2(∂D)× L2(∂D) such that for any (v, w) ∈ L2(∂D)× L2(∂D),
∫
∂D

(Skb

D [φ]− SkD[ψ])vdσ =

∫
∂D

uinvdσ∫
∂D
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D
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1
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D

)
[ψ]

)
wdσ =

∫
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δ
∂uin

∂n
wdσ.

(7)

These various integrals are discretized with the finite element method: we consider a mesh dis-
cretization of ∂D and we approximate the space L2(∂D) by the space Vh of piecewise linear
functions where h denotes the mesh size. Then we discretize (7) as follows: find (φh, ψh) ∈ Vh×Vh
such that for any (vh, wh) ∈ Vh × Vh,

∫
∂D

(Skb

D [φh]− SkD[ψh])vhdσ =

∫
∂D

uinvhdσ∫
∂D
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2
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D

)
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1
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D

)
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)
whdσ =

∫
∂D

δ
∂uin

∂n
whdσ.

(8)

Then, the system is a linear system with as many degrees of freedom than the dimension of Vh. If
Vh = span(ui)16i6n, and denoting by φh =

∑n
i=1 xiui and ψ =

∑n
i=1 yiui, this system reads

Ah

[
(xi)16i6n

(yi)16i6n

]
= b

with Ah being the matrix

Ah =

[ ∫
∂D
Skb

D [uj ]uidσ −
∫
∂D
SkD[uj ]uidσ∫

∂D

(
− 1

2 I +Kkb∗
D

)
[uj ]uidσ −δ

∫
∂D

(
1
2 I +Kk∗

D

)
[uj ]uidσ

]
and b the vector

b =
[(∫

∂D
uinuidσ

)
16i6N

(∫
∂D

δ ∂uin

∂n uidσ
)

16i6n

]
Remark 1. The numerical analysis of the convergence of such finite-element method for Fredholm
problems is much more involved than the one associated with coercive systems where Céa’s lemma
[6, 2]. See e.g. [5] for an approach to Boundary Element Methods.
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3 BEM with Gypsilab
The use of Gypsilab is quite convenient for solving quickly integral formulations.

3.1 Computing finite element matrices
The syntax of Gypsilab is quite easy to use. One may want to compute several types of integrals:

• finite-element matrices of the form

Sij :=

∫
Γ

∫
Σ

ui(x)G(x− y)vj(y)dxdy

where G is an integral kernel, Γ and Σ some bounded domains (volume or surface) and ui
and vj are finite element functions. A domain Σ is declared e.g. by

mesh = mshCircle(100,0.5);
Sigma = dom(mesh,3);

where we define a mesh of a circle at the first line, and we state that Sigma is a domain of
integration with an integration rule of order 3. A finite element space is declared by using

Vh = fem(mesh,’P1’);

Then, for regular kernels G, the matrix Sij is easily computed by the procedure

Sij = integral(Gamma, Sigma, Wh, G, Vh);

An additional regularization operation is required for singular kernels described below.

• Interpolation matrices of the form ∫
Γ

G(xi − y)vj(y)dy

where (xi) are points of a mesh. This integral is computed by

pts = mesh.vtx;
interps = integral(Gamma,pts,G,Vh);

3.2 Regularization operations for singular operators
Singularities are treated by using the regularize function. To compute the finite element matrix
associated to the single layer potential in two dimensions, one uses the following code

GxySk = @(X,Y) femGreenKernel(X,Y,’[H0(kr)]’,k);
Sk = -1i/4*integral(Gamma,Gamma,Vh,GxySk,Vh);
AR = 1/(2*pi)*regularize(Gamma,Gamma,Vh,’[log(r)]’,Vh);

Sk = Sk+AR;

The first line returns the Green Kernel based on the Hankel function. The second line computes
the matrix

(∫
∂D

∫
∂D

Γk(x− y)ui(x)uj(y)dσ(x)dσ(y)
)

16i,j6N
by using a standard integration rule

(neglecting the singularity on the diagonal). The third line returns a matrix of corrections for the
diagonal terms based on a semi-analytical integration of the singularity near the diagonal. For the
Hankel function, we have

− i

4
H

(1)
0 (k|x− y|) ∼ − 1

2π
log |x− y|

as |x− y| → 0, whence the arguments of regularize.
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3.3 Acceleration methods
The expensive step of the method is the computation of the inverse of convolution matrices of the
form

Gij := (G(yi − yj))16i6=j6N

or variants of it corresponding to the quadrature rule considered. Several acceleration techniques
have been proposed in the literature:

1. The Fast Multipole Method of Rokhlin and Greengard [7], called one of the top 10 algorithms
of the century. It allows to compute very efficiently matrix vector products of the form

N∑
j=1

G(yi − yj)vj , 1 6 i 6M

in an optimal complexity inM and N , which allows to solve linear systems in G with iterative
methods. However the implementation is non-trivial.

2. Non optimal methods which are easier to implements, or simply available: the efficient Bessel
decomposition [4] and the Fast and Free Memory Method [3] (both available in Gypsilab).

3. Compression techniques: H-matrices [8] which can be readily used by adding a tolerance
parameter in integral.

tol=1e-3;
Sk = -1i/4*integral(Gamma,Gamma,Vh,GxySk,Vh,tol);

4 Acceleration of boundary element methods
The expensive step of the method is the computation of the inverse of convolution matrices of the
form

Gij := (G(yi − yj))16i6=j6N

or variants of it corresponding to the quadrature rule considered. Several acceleration techniques
have been proposed in the literature:

1. The Fast Multipole Method of Rokhlin and Greengard [7], called one of the top 10 algorithms
of the century. It allows to compute very efficiently matrix vector products of the form

N∑
j=1

G(yi − yj)vj , 1 6 i 6M

in an optimal complexity inM and N , which allows to solve linear systems in G with iterative
methods. However the implementation is non-trivial.

2. Non optimal methods which are easier to implements, or simply available: the efficient Bessel
decomposition [4] and the Fast and Free Memory Method [3] (both available in Gypsilab).

3. Compression techniques: H-matrices [8] which can be readily used by adding a tolerance
parameter in integral.

tol=1e-3;
Sk = -1i/4*integral(Gamma,Gamma,Vh,GxySk,Vh,tol);
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