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This work presents a method for generating concept designs for coupled multiphysics
problems by employing Generative Adversarial Networks (GANs). Since the optimal designs
of multiphysics problems often contain a combination of features that can be found in the
single-physics solutions, we investigate the feasibility of learning the optimal design from the
single-physics solutions, in order to produce concept designs for problems that are governed
by a combination of these single-physics. We employ GANs in order to produce optimal
topologies similar to the results of level set topology optimization (LSTO) by finding a mapping
between the sensitivity fields of specific boundary conditions, and the optimal topologies. To
find this mapping, we perform image-to-image translation GAN training with a combination
of structural, heat conduction, and a relatively smaller number of coupled structural and heat
conduction data. We observe that the predicted topologies using GAN for coupledmultiphysics
problems are very similar to those generated by level set topology optimization, which can then
be used as the concept designs for further detailed design. We show that using a combination
of multiple single-physics data in the training improves the prediction of GAN for multiphysics
problems. We provide several examples to demonstrate this.

I. Nomenclature

5 (G) = objective function
6(G) = constraint function
U = displacement vector
F = force vector
K = mechanical stiffness matrix
T = temperature field
Qt = heat flux
Kt = thermal stiffness matrix
+ 5 (G) = volume fraction
+∗
5

= volume fraction limit
Ft = thermal load vector
Fm = mechanical load vector
F< = weight for mechanical objective
FC = weight for thermal objective
q(G) = level set fucntion
Ω = structural domain
Γ = boundary
+= = normal velocity
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: = iteration number
A = a discrete node in the design domain
+=A = the normal velocity at node A
C = fictitious time domain
B 5 = shape sensitivity for the objective function
Bg< = shape sensitivity for the constraint function
d = search direction for the boundary update
U = the distance travelled along the search direction
L��# = loss function
L2��# = loss function
L!1 = loss function
� = generator
� = discriminator

II. Introduction
Topology optimization can generate novel designs by finding the optimal distribution of material in a design space.

Existing methods include density-based approaches [1–4], geometry projection methods [5–9], and level set approaches
[10–14]. These methods have been extensively applied over the past few decades for various objectives and physics,
such as design of structures for the best performance, or of microstructures for desired material properties.

With advances in data driven approaches, deep learning algorithms have been employed in topology optimization
to design for minimum compliance [15–21] or thermal compliance [22–24]. One promise of using deep learning
algorithms in topology optimization is to reduce the computational cost. Nevertheless, using topology optimization
to solve a single-physics problem, such as linear elasticity, is usually straightforward and does not require significant
computational resources. Considering the computational cost required for generating data and training, it is difficult
to justify the advantage of using deep learning algorithms for such problems solely for the purpose of increasing the
computational efficiency.

In complex problems, however, given the importance of considering coupled multiphysics in multifunctional
structures, topology optimization can be substantially more challenging. To the best of our knowledge, deep learning
has not been applied to topology optimization of coupled multiphysics problems. In this work, we explore using
single-physics data generated for different physics for training, which are generally easier to obtain, with the aim to find
the optimal topology for a problem that accounts for the combination of multiple physics.

Deep learning algorithms have also been employed to learn complex mappings between problem input variables and
optimal topologies. In [25] a new data-driven design representation is proposed that uses an augmented variational
autoencoder to generate topologies from a low-dimensional latent space. In [26] a deep generative design framework
is proposed, which generates several design options that are optimized for engineering performance. In [18], a deep
learning-based method is presented to find a mapping between a given boundary condition and the optimized structure.
A convolutional neural network based encoder and decoder network is trained using the low resolution training dataset,
and is followed by a two-stage refinement. In [27], the use of conditional generative adversarial networks (cGANs) is
explored to aid concept generation, by generating a compact latent representation of structures designed by topology
optimization. In [20], a mapping between various physical response fields computed over the initial domain and the
optimal topologies is found.

We employ image-to-image translation GAN algorithms to generate concept designs for coupled multiphysics
problems. We adapt the idea of [20] where physical fields computed over the initial domain are used as input images.
As opposed to [20], we only use the strain energy density field. For training, we use a combination of two single-physics
response fields, i.e. structural and heat conduction sensitivity, as well as a relatively smaller number of coupled
multiphysics data. We investigate the effect of the number of multiphysics data on the accuracy of the results. We
compare these results with those that have been trained with multiphyscis data only.

The structure of the paper is as follows: In Section III we briefly describe the topology optimization formulation for
structural, heat conduction and coupled problems and the level set topology optimization method that we use to generate
the training data. Section IV discusses the GAN algorithm [28] and the conditional GAN method for image-to-image
translation that we employ in this work. In Section V we describe our methodology. Section VI presents the numerical
results, from which the conclusions are drawn in Section VII.
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III. Topology Optimization
The topology optimization problem in the general form can be written as

minimize
G

5 (G)

subject to 6(G) ≤ 6∗
(1)

In this work, we consider three types of problems: structural problems, heat conduction problems, and coupled structural
and heat conduction problems.

A. Structural Problem Formulation
For structural problems, the optimization problem is formulated to minimize structural compliance subject to a

volume (area) fraction constraint:
minimize

G
5 (G) = U)KU

subject to + 5 (G) ≤ +∗5
KU = F,

(2)

where U and F are the global displacement and force vectors, respectively, K is the global stiffness matrix, + 5 (G) is the
design volume fraction and +∗

5
is the prescribed volume fraction.

B. Heat Conduction Problem Formulation
For heat conduction problems, the optimization problem is

minimize
G

5 (G) = T)KtT

subject to + 5 (G) ≤ +∗5
KtT = Qt

(3)

where T is the temperature field, Kt is the thermal stiffness matrix and Qt is the heat flux. Similar to the structural
problem formulation, a volume fraction constraint is imposed.

C. Coupled Multiphysics Problem Formulation
The third type of problem that we consider in this work is weakly-coupled thermoelastic problems, where the

temperature distribution causes the structure to expand or contract, resulting in thermal strain. Finite element analysis of
this problem reduces to solving two linear systems of equations [29]. First, the thermal problem is solved to compute
the temperature field:

KtT = Qt. (4)
Then, the thermoelastic force Ft resulting from this temperature field is added to the mechanical force Fm, and the
following equation is solved to compute the displacement under mechanical and thermal loads:

KU = Fm + Ft. (5)

The optimization problem can then be written as

minimize
G

5 (G) = FCT)KtT + F<U)KU

subject to + 5 (G) ≤ +∗5
KtT = Qt

KU = Fm + Ft

(6)

where FC and F< determine the relative importance of the heat conduction and structural objectives.
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D. Level Set Topology Optimization Method
In this work, we employ the level set topology optimization method to generate the training data, which is briefly

summarized in this section. More details of the method can be found in [30] and [31].
In the level set topology optimization, the zero level set of an implicit function defines the structural boundary as

q(x) ≥ 0 x ∈ S

q(x) = 0 x ∈ �

q(x) < 0 x ∉ S,

(7)

with q being the level set function, Ω and Γ denoting the structural domain and boundary, respectively. The implicit
function is initialized as a signed distance function [32, 33] conventionally.

The optimal boundary is found by solving the following Hamilton-Jacobi equation iteratively

mq(x, C)
mC

+ |∇q(x) |+= (x) = 0 (8)

where += is the normal velocity and C is a fictitious time domain for the level set evolution.
To update the level set function at each node, the following discretized Hamilton-Jacobi equation is solved using an

up-wind differential scheme

q:+1A = q:A − ΔC
��∇q:A ��+=A , (9)

where : is the iteration number, A denotes a discrete node in the design domain, and +=A is the normal velocity at node
A. To compute

��∇q:A �� for each node, the Hamilton-Jacobi weighted essentially non-oscillatory method (HJ-WENO) is
employed. In order to increase the computational efficiency, the level set function is updated only for the nodes that
lie within a narrow band around the boundary. This results in qA having the signed distance property only within the
narrow band, and therefore qA is periodically reinitialized to a signed distance function. The fast-marching method is
used for the reinitialization and velocity extension [34].

To obtain the velocities required to update the level set function, the linearized optimization problem

minimize
S

m 5

mS: ΔS
:

subject to mg<
mS: ΔS

: ≤ −g−:<

(10)

is solved, where 5 is the objective function, g< is the <Cℎ inequality constraint function, ΔS: is the update for the design
domain Ω and g−:< is the change in the <Cℎ constraint. Shape derivatives provide information on how the objective and
constraint functions change with respect to the boundary movement, and typically take the form of boundary integrals
[33]

m 5

mS
ΔS = ΔC

∫
�

B 5 +=3� (11)

mg<
mS

ΔS = ΔC

∫
�

Bg<+=3�, (12)

where B 5 and Bg< are the shape sensitivity functions for the objective and the <Cℎ constraint, respectively. The integrals
in Equations 11 and 12 can be estimated as

m 5

mS
ΔS ≈

=1∑
9=1
ΔC+= 9 B 5 , 9 ; 9 = C 5 · V=ΔC (13)

mg<
mS

ΔS ≈
=1∑
9=1
ΔC+= 9 Bg<, 9 ; 9 = Cg< · V=ΔC. (14)
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In the above expressions, 9 is a discrete boundary point, += 9 , B 5 , 9 and Bg<, 9 are the normal velocity and sensitivities at
point 9 for the objective and <Cℎ constraint functions, respectively. ; 9 denotes the length of the local boundary around
the boundary point 9 , V= is the vector of normal velocities, and C 5 and Cg< are vectors containing the product of shape
sensitivities and boundary lengths.

For a constrained problem, we have
V=ΔC = Ud, (15)

where d is the search direction for the boundary update and U > 0 is the distance travelled along the search direction.
The optimization problem of Equations 10 and 12 can be reformulated as

minimize
U: ,,:

ΔCC:
5
· V:= (U: , ,: )

subject to ΔCC:< · V:= (U: , ,: ) ≤ −ḡ:<

V:
=,min ≤ V:= ≤ V:=,max,

(16)

with , denoting Lagrange multipliers for each constraint function. Equation 16 is solved for U: and ,: at every
iteration : . This method is implemented in the object oriented C++ code [35] and is available as open-source at
http://m2do.ucsd.edu/software/. We implemented this method in MATLAB, and use the MATLAB implementation in
this work to generate data for the problems that we described in the previous section.

IV. Generative Adversarial Networks
GANs are generative models that learn a mapping from random noise vector z to output image H, � : I → H [28]. In

GAN, two neural networks contest with each other in a zero-sum game, such that the gain in one network results in loss
in the other one. One of these networks is called a generator, which generates new data similar to the original training
data. The other network is called the discriminator, which distinguishes whether the data is part of the original data
(real) or output of the generator (fake). The loss function in GAN is defined as

L��# (�, �) = EH [log� (H)] + EG [log(1 − � (� (G)))], (17)

where � tries to generate images � (G) that look similar to images from domain . , while � aims to distinguish between
translated samples � (G) and real samples H.

A. Image-to-image Translation GAN
In contrast to GAN, image-to-image conditional GANs learn a mapping from observed image G and random noise

vector I, to H, � : G, I → H. The objective can be expressed as

L2��# (�, �) = EG,H [log� (G, H)] + EG,I [log(1 − � (G, � (G, I)))], (18)

where G tries to minimize this objective against an adversarial D that tries to maximize it. Previous approaches have
combined the GAN objective with a more traditional loss, such as L2 distance [36]. In this work, we employ the method
of [37], in which an L1 distance rather than L2 is used, as L1 encourages less blurring:

L!1 (�) = EG,H,I [‖H − � (G, I)‖1], (19)

The final objective is written as

�∗ = 0A6min
�

max
�
L��# (�, �) + _L!1 (�). (20)

We use this approach to find the mapping between initial strain energy density fields and the optimal topologies.
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(a) Strain energy density field (b) Optimal topology

Fig. 1 Strain energy density field (left) and optimal topology (right) for a structural problem.

V. Methodology
We are interested in finding a mapping between the boundary conditions and loading and the optimal topologies for

multiphysics problems. Adopting the idea of [20], we use the initial structural sensitivity contour plots as the input
images. Figure 1 shows an example of a strain energy density contour plot and the corresponding optimal topology.
We generate initial strain energy density contour plots and the corresponding optimal topologies for different cases of
loading and boundary conditions for structural, heat conduction, and coupled multiphysics problems.

The hypothesis behind this approach is that since optimal topologies in coupled multiphysics problems have a
combination of the design features from each of the single-physics solutions, we can learn the solution to a complex
multiphysics design problem from the range of relatively straight forward single-physics optimal topologies. To test
this hypothesis, we first perform trainings using only single-physics data to find a mapping between strain energy
density fields and optimal topologies for structural and heat conduction problems. Then, we perform a training with a
combination of single-physics data (structural and heat conduction) to produce concept designs for coupled structural and
heat conduction problems. We investigate the effect of adding a small number of multiphysics data to the training data
on the predictions. We perform another training with only multiphysics data, and compare the results of these trainings.
We use the image-to-image translation GAN described in Section IV.A. The results are presented and discussed in the
following section.

VI. Experiments

A. Structural Problems
The first training was performed for structural problems. In this training, we used the strain energy density fields

and the corresponding optimal topologies for different cases of loading and boundary conditions. The training data
includes 1000 input and 1000 output images, and the test data includes 400 input and 400 output images. Table 1 shows
the result of the training for different examples of the test data. The left hand side section shows the strain fields for 25
different cases of loading and boundary conditions. The middle section shows the result of topology optimization for
these examples. The trained generator takes in the strain fields and produces the results that are shown in the right
hand side section. We can observe that the output of the generator for these inputs cases is very similar to the output of
topology optimization for the same cases.

B. Heat Conduction Problems
We performed a similar training for heat conduction problems, in which we used the strain energy density fields

and the corresponding optimal topologies for different cases of loading and boundary conditions. The training data
includes 1000 input and 1000 output images, and the test data includes 400 input and 400 output images. The results are
shown in Table 2. Again, the left hand side section shows the strain fields for 25 different cases of loading and boundary
conditions from the test data, the middle section shows the result of topology optimization for these examples and the
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Input Output of TO Output of GAN

Table 1 Comparison of optimal topologies from LSTO and the predictions of GAN for structural problems.

Input Output of TO Output of GAN

Table 2 Comparison of optimal topologies from LSTO and the predictions of GAN for heat conduction
problems.

right hand side section shows the predictions of the trained generator for the same cases. Similarly, we can observe a
high level of visual similarity between the outputs of TO and predictions of GAN.

C. Combining Structural and Heat Conduction Data
Since we are interested in generating concept designs for multiphysics problems, in the next step, we conducted a

training step in which the datasets contained both structural and heat conduction data. In this training, we combine
1000 structural and 1000 heat conduction cases. Table 3 shows the results of this training. The left hand side section
contains the optimal topologies for 25 different cases of loading and boundary conditions for coupled structural and
heat conduction problems. The middle section shows the output of the trained generator for the same cases. As we
can see, the outputs of the generator for these multiphysics cases are poor, and do not resemble the output of topology
optimization. Furthermore, there are multiple disconnected regions, and the structural integrity is not preserved. This is
because the trained model has not seen any multiphysics data at all; therefore, it is not capable of predicting the optimal
topologies for the multiphysics problem.

To improve the performance of the generator for the coupled multiphysics problem, we added 400 coupled
multiphysics solutions to the training dataset, such that the the training set includes 1000 structural, 1000 heat conduction,
and 400 multiphysics data. The results are presented in the right hand side section of Table 3. The predictions of the
trained generator for coupled multiphysics problems have improved significantly in comparison with the results of the
previous training. In addition to the high level of visual similarity, we can rarely see disconnected regions in these
images.
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Output of TO
Output of GAN with 1000

structural, 1000 heat conduction
and 0 multiphysics data

Output of GAN with 1000
structural, 1000 heat conduction

and 400 multiphysics data

Table 3 Comparison of optimal topologies from LSTO and the predictions of GAN for multiphysics problems,
using a combined structural and heat conduction training data without (middle) and with (right) multiphyscis
data.

D. Different Quantities of Multiphysics Data
Since the generation of coupled multiphysics data is generally more challenging than single-physics data, and we

have observed that using a relatively smaller number of multiphysics data can improve the results of training that
uses combined single-physics data only, we aim to use the smallest possible number of multiphysics data that gives
us satisfactory predictions. Therefore, we perform multiple trainings with different quantities of multiphysics data to
observe the effects on the quality of the predictions. We have performed the trainings using 100, 200, 300 and 400
multiphysics data. Tables 4 and 5 show the results of these trainings for 25 and 100 examples, respectively. Each row
shows the result of these trainings for a different number of multiphysics data. The left column shows the result of
topology optimization for different cases of loading and boundary conditions (the same as those documented in Table 3),
and the middle column shows the output of the trained generator for the same cases. We observe that by increasing
the amount of multiphysics data, the predictions improve, as expected. We also observe that even using 100 data,
the outputs of the generator are clearly better than those in the middle section of Table 3. This means that including
multiphysics data with a size equal to only 5% of the size of the single-physics data, can improve the quality of the
predictions significantly.

E. Comparison with Trainings Using Only Multiphysics Data
So far, our experiments indicate that by using a combination of single-physics data and a relatively smaller number

of multiphysics data, we observe an improvement in the predictions of GAN, in comparison with trainings that did
not include any multiphysics data. We have observed that if the number of multiphysics training data is increased,
the predictions improve. In this section, we present the results of another set of trainings, in which only multiphysics
data is used. We aim to show that the trainings of Section VI.D with combined single-physics and multiphysics data
outperform those with only multiphysics data, and therefore using single-physics data can be advantageous in producing
concept designs for multiphysics problems. Tables 4 and 5 show the results of these trainings for 25 and 100 examples,
respectively. In both tables, the left column includes the results of topology optimization, the middle column includes
the predictions of the generator with combined single-physics and multiphysics training data, and the right column
includes the predictions of the generator with only multiphysics training data. We observe that, when we use only
multiphysics data for training, we have some designs that are completely disconnected, which have no structural integrity.
There are also some designs that although connected at a very small region, differ significantly from the output of
topology optimization, and contain large regions that are not contributing to load distribution. Two example of these
cases are shown in Figure 2. However, we need to use a more quantitative measure of performance to compare these
results. We use the objective function as the measure.

Table 6 shows the results of this comparison. To create these plots, we have performed multiple trainings and
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= Output of TO

Output of GAN with 1000
structural, 1000 heat
conduction and =
multiphysics data

Output of GAN with 0
structural, 0 heat conduction
and = multiphysics data

100

200

300

400

Table 4 Comparison of optimal topologies from LSTO and the predictions of GAN for multiphysics problems
for trainings with combined single-physics and multiphyscis data (middle), and trainings with only multiphysics
data (right), using 100, 200, 300 and 400 multiphysics data.
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= Output of TO

Output of GAN with 1000
strutuaral, 1000 heat
conduction and =
multiphysics data

Output of GAN with 0
strutuaral, 0 heat conduction
and = multiphysics data

100

200

300

400

Table 5 Comparison of optimal topologies from LSTO and the predictions of GAN for multiphysics problems
for trainings with combined single-physics and multiphyscis data (middle), and trainings with only multiphysics
data (right), using 100, 200, 300 and 400 multiphysics data.
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Fig. 2 Examples of predictions of the generator trained with only multiphysics data that are completely
disconnected and result in very large values of the objective function.

Training with combined
single-physics and multiphysics
data, average of first 10 runs

Training with only multiphyscis
data, average of best 10 runs Comparison

Table 6 Comparison of the objective function difference between the outputs of the trained generator and
the optimal topologies produced by LSTO, for trainings with combined multiphysics and single-physics data
(left), and the trainings with only multiphysics data (middle). The first row includes the plots with the absolute
objective function error, and the second row includes the plots with relative objective function error.
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computed the average objective function errors of all trainings. For trainings with combined single-physics and
multiphysics data, we repeated the trainings 10 times. For trainings with only multiphysics data, we repeated the
trainings more, since in some cases the error was orders of magnitude larger, due to the existence of some designs that
were completely disconnected (cf. Figure 2). Therefore, for trainings with combined single-physics and multiphysics
data, we use the first 10 trainings and for trainings with only multiphysics data, we use the best 10 trainings to avoid
those cases. The top and bottom rows of the table indicate the absolute and relative objective function error plots,
respectively. The plots in the left column show the error as a function of the number of multiphysics data for trainings
with combined single-physics and multiphysics data (Section VI.D). The plots in the middle column show the errors as
a function of the number of multiphysics data for trainings with only multiphysics data. On the right hand side, we can
see the comparison between these trainings. We observe that using single-physics data in combination of multiphysics
data decreases the objective function error by two orders of magnitude.

VII. Conclusions

In this work, we presented a method for designing concepts for multiphysics problems using GANs. We used an
image-to-image translation GAN algorithm to find a mapping between the strain energy density fields and the optimal
topologies for structural and heat conduction problems, and we observed high visual resemblance between the ground
truth generated by level-set topology optimization and output of GANs. We performed trainings with a combination of
structural and heat conduction data, with and without multiphysics data. We observed that with no multiphysics data in
the training dataset, the generator was unable to generate meaningful concepts for multiphysics problems. However,
adding a relatively small number of multiphysics data improved the results significantly. We performed this training
using different numbers of multiphysics data and observed that increasing the number of multiphysics data improved the
results, as expected. We also performed trainings using only multiphysics data. We computed the average objective
function error for trainings with combined single-physics and multiphysics data, and trainings with only multiphysics
data. The results demonstrated that using single-physics data is beneficial in designing concepts for coupled multiphysics
problems.
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