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Prerequisites.
e Elementary calculus
Dependency. [Lecture — Section 9.2.5]

Video and accompanying tablet notes may not match completely!
[Corrections and updates may have been made in tablet notes.]

Note the change in chapter numbers, which also provide leading digits for labels:
Old Chapter6 — New Chapter9 , Old Chapter8 — New Chapter 11
Trailing digits in labels are not affected.
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Definition §.2.6.2. Discrete evolution operator

A discrete evolution operator belonging to an ODE on I x RN is amapping ¥ : I x I x RN — R
suchthatforallf € landuc RN [T =0 - hindskp ]

JgeNy, >0 [[¥'Tu—@M || < C(tu)t"™ V|r| <1, (.2.6.3)

consislency ooy
with C = C(t, u) depending on t, u continuously, and ® the evolution operator (— § 7.1.5.8) asso-
ciated with the ODE.
Terminology: The largest possible ¢ in (7.1.6.3) is called the order of the discrete evolution.
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dea . Viftwne quelieat appesimation of 4
a = £(t,u) ufe+ Tz — ) £t u(t) .

explicit (forward) Euler method: ¥"'*Tu := u + tf(t, u)

u(t+71) — u(t)

* u=f(tu) -

—N
implicit (backward) Euler method: ¥"*Tu:=w: w=u+1f(t+1,w) |.

AR u()

* u=f{(tu) -

implicit midpoint method: ¥ *Tu := w: (W = u+ tf(t + 37, 3(WH u))

=

(9.2.6.5)

= f(t+7,u(t+71)) .

(1.2.6.6)

~ f(H-%T, %(u(t) +u(t+71))) -

(J2.6.7)
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& Ty = v(1) = dT(0)+2 2222(0)+O(T3)
o Y (.2.6.10)
= ug + tf(t,up) + T <at (t, uo)+x(t,u0)f(t,uo)) +O(T3)
[ 2le) =Fflev,ulT)) by 2B 7
For explicct Zu
Cb+T N .
1'% M. = M, -t (mclﬁ)/up)
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%w(‘r) = ug + Tf(t + 57, 5 (g + w(1)))
= up + T(t + 57, up + TE(t + %T, 5 (uo +w(7)))

CrUHE (st

= u0+rf(t+ 1T, u0 + 37E(t+ 3 TAMGEO(T))) for T—0.
Next: Ty lor 1 %gﬁﬁv dineensions
: of of .
f(t+0,uy+v) = £(t, up) +é§(t, uy) + E(t' ug)v + 0(8% + ||v[|*) (.2.6.11)
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w(T) = up+ T(f(t up) + ;‘ra—f(t ug) + a—f(t ug)37tf(t+ 47, u0 + O(T ))) +0(7T)

=uy+T (f(t up) + %Ta—{(t up) +§_lf1(t uo) 37 (£(t,up) + O(T))) +0(7%) .
0 \__
i+t dv 1 2d°v 3
@ Ty = v(1) = ¥(0) + T (0) + $T5(0) + O(7)
-0 . (4.2.6.10)
= + t(t,up) + 37 <§(f uo) + x(b uo)£(t, uo)) +0(7)
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error (Euclidean norm)
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timestep N
explicit Euler method
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Theorem9.2.6.14. Convergen

Smcothness  amamphion

of single-step methods

Letul) e RN, j=1,.
initial value problem

, be the sequence of pointwise approximations of the solution of the

seek A:1— Vo u(t) =f(tu(t)) Vel , u(ty) =up, 4.25.7)

on a time intgfval [ty, T| with fixed final time T > to generated by a single step method of order
g € N ongdtemporalmeshty < t) <th <...<tpy=T.
Iff € CT71(I x RN), then

m M” ul) —u(t)) H<CT‘7 for Ti= max It —ti4], ¢.2.6.15)

with C > 0 independent of the t;. L) Ma/ a% s 7
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Discrete evolution operator by polynomial collocation

Given t€l, T€R with t+1€l, uweRN, scN, and interpolation nodes
0<c << < <1, weset

Tt,t+TuO — ﬁs(t + T) ,

where u; € P4(IR) satisfies

017[1 SMU 74 { ~ ), (@.2.6.21)

4 S Pmn us(t + C]'T) = f(t+ CiT, ug(t+ cj‘r)) , j=1,..., S. (®.2.6.22)

The equations (7.1.6.22) are called collocation conditions. ( CC?

| Idea: Polynomial approximation of the solution of u = f(f, u), u(ty) = ug,on |t,t+ 1|.
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MWW% Li € Ps_1(R): Lj(ck)=5kf={1 =g I<kj<s.
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(7.1.6.22)

us(t +¢t) = ijLj(g’,) with incremepts kj:= f(t +cjT,us(t + ¢;7)) -

Next we integraté(_and use us(t) = ugp:

s 9
= ﬁs(t+<e)r):uo+rzk,-/0L,-(g)df, 0<(<1.

=1

¥ w.eb, 5§ Linbeducn v-fudon |
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k; = f(t+ct,uo+T Za,»jkj) ,
=1

a; = [ Li(&)dE,
where ! /O] ! (?.3.3.‘6)

b= [ Li@dz.

Yt Tuy = U (F+T) = ug+ T Z bik; .
i=1

Theorem J.2.6.25. Order of collocation single step method

Provided that f € CP(I x RN), the order (— Def. 7.1.6.2) of an s-stage collocation single step
method according to (7.1.6.26) agrees with the order (— ) of the quadrature formula on [0, 1] with
nodes c; and weights b, j =1,...,s
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Definition #.3.3. 1. General Runge-Kutta method —

For coefficients b;,a;; € R, ¢; := Z}“T:] ajj, i,j = 1,...,8,s € IN, the discrete evolution Y5 of an
s-stage Runge-Kutta single step method (RK-SSM) for the ODE u = f(t, u), is defined by

k,’izf(f—{—CiT,u—i—TZ(Zijkj), i=1,...,8 , Yt’H_TlIZIu—{—TZb,’k,'.
=1 i=1

The k; € V) are called increments.

Notahon '+ Butcha schomrc

ci|1an a1 ... .. Ais
ol 2 C2|ap; (s _ B
b = o : , ¢,beR, AcR™. (7.3.3.3)
CS asl ‘e ass
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2-stage Gauss SSM, order 4
S = 2 3-stage Gauss SSM, order 6

5=23
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Explain, why the condition }_;_; b; = 1 has to be satisfied for the coefficient for a general Runge-Kutta
method according to Def. 6.2.6.31.

Definition . General Runge-Kutta method

For coefficients b;, a;; € R, ¢; := Z;zla,-j, i,j=1,...,5,s € N, the discrete evolution ¥*' of an
s-stage Runge-Kutta single step method (RK-SSM) for the ODE u = f(f, u), is defined by

kiZ:f(f-FCiT,u-{-TZ(l,'jk]'), i=1,...,s , Tt’H_TuZle—FTZb,'k,’.
i=1 i—1

The k; € V) are called increments.
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