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All random variables are defined on an a fixed implicit probability space (Ω, F , P).

For a real random variable X, we write E(X) for its expectation, and ϕX for its characteristic function,
defined by

∀t ∈ R ϕX(t) = E(eitX).

N denotes the set {0, 1, 2, . . .} of non-negative integers.

The last page contains some additional results from the lectures that you may use without proof.

Exercise 1
Let (Xn)n≥1 be iid real random variables such that

∀t ∈ R P(X1 > t) =


1

1+t2 if t ≥ 0,

1 if t < 0.

1.1 [1 Point] Show that, almost surely, we have Xn >
√

n for infinitely many n ≥ 1.

1.2 [3 Points] Show that
√

n min(X1, . . . , Xn) converges in distribution as n → ∞.

1.3 [2 Points] Show that
X1 + · · · + Xn

n
a.s.−−−→

n→∞

π

2 .

1.4 [2 Points] Show that (X1 + · · · + Xn)1/2 min(X1, . . . , Xn) converges in distribution as n → ∞.
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Exercise 2
Let (X, Y ) be a random vector taking values in R2 that has joint density given by

f(x, y) =


1
4 [1 + xy(x2 − y2)] if |x| ≤ 1 and |y| ≤ 1,

0 otherwise.

2.1 [2 Points] Show that both X and Y are uniform random variables in [−1, 1].

2.2 [1 Point] Check that ∫ 1

−1

∫ 1

−1
eit(x+y)xy(x2 − y2) dxdy = 0

for all t ∈ R.

2.3 [2 Points] Show that
∀t ∈ R φX+Y (t) = φX(t)φY (t).

2.4 [2 Points] Are X and Y independent? Justify your answer.
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Exercise 3
Let (Zn)n≥1 be iid random variables such that

P(Z1 = 1) = P(Z1 = −1) = 1/2.

Let F0 = {∅, Ω} and X0 = 0. For n ≥ 1, let

Fn = σ(Z1, . . . , Zn) and Xn = Z1 + · · · + Zn.

3.1 [2 Points] Show that (Xn) is a (Fn)-martingale.

3.2 [2 Points] Show that (X2
n − n) is a (Fn)-martingale.

Let T : Ω → N be a (Fn)-stopping time.

3.3 [2 Points] Let t > 0. Prove that

E
(
X2

⌊t2⌋∧T

)
≤ E(t2 ∧ T ).

3.4 [2 Points] Prove that

P
(

sup
n≥0

|Xn∧T | ≥ t

)
≤ P

(
T ≥ t2

)
+ P

(
sup

n≤⌊t2⌋
|Xn∧T | ≥ t

)
.

3.5 [2 Points] Use the previous two parts to deduce that

P
(

sup
n≥0

|Xn∧T | ≥ t

)
≤ P

(√
T ≥ t

)
+ E

(
T ∧ t2

t2

)
.

3.6 [2 Points] Show that ∫ ∞

0

E(T ∧ t2)
t2 dt = 2E

(√
T
)
.

3.7 [1 Point] Conclude that

E
(

sup
n≥0

|Xn∧T |
)

≤ 3E
(√

T
)
.

3.8 [3 Points] Let S = min{n ≥ 0 : Xn = −1}. Show that

E
(√

S
)

= ∞.
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Exercise 4

4.MC1 [3 Points] Let X, Y be two independent uniform random variable in [0, 1]. Write fX and
fY for the densities of X and Y , respectively. Which of the following are true?

(A) The random variable X + Y admits a density fX+Y given by

∀x ∈ R fX+Y (x) = fX(x)fY (x).

(B) E((X + Y )2) = E(X2) + E(Y 2)
(C) Var(X + Y ) = 2Var(X)
(D) For every a, b ∈ R we have E((X − a)(X − b)) = E(X − a)E(X − b).
(E) There exists a, b ∈ R such that E((X − a)(X − b)) = E(X − a)E(X − b).

4.MC2 [3 Points] Let (Xn)n≥1 be an iid sequence of N (0, 1) random variables. Which of the
following sequences converge in distribution to a N (0, 1) random variable as n → ∞?

(A) X1+···+Xn√
n

(B) X1+···+Xn

n

(C) X2
1 +···+X2

n√
n

(D) 2
n

∑n
k=1

√
k Xk

(E) X2
1 +···+X2

n−n√
n

4.MC3 [3 Points] Let X, Y, Z be iid N (0, 1) random variables. Which of the following are true?

(A) E(X + Y + Z|X) = X a.s.
(B) E(X + Y + Z|X + Y ) = X + Y a.s.
(C) E(X + Y + Z|σ(X, Y )) = X + Y a.s.
(D) E(X2 + Y 2 + Z2|Z) = Z2 a.s.
(E) E(X2 + Y 2 + Z2|Z) = Z2 + 2 a.s.
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Results from lectures

A formula for E(X).

Let X be a non-negative real random variable. Then

E(X) =
∫ ∞

0
P(X ≥ t) dt.

Doob’s maximal inequality.

Let (Xn)n≥0 be a sub-martingale. Then for every n ≥ 0 and for every a > 0, we have

P
(

max
0≤k≤n

Xk ≥ a
)

≤
E
(

max(Xn, 0)
)

a
.
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