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Chapter 1

Introduction

Peano Arithmetic and its Consistency

Peano Arithmetic (PA) is intended to be an axiomatization of the natural numbers N =
{0,1,2,...}. However, the Incompleteness Theorems proved by Kurt Godel state that
PA is incomplete and unable to prove its own consistency. More concretely, the First
Incompleteness Theorem states that there is a sentence in the language of PA which can
neither be proven nor disproven and the meaning of the Second Incompleteness Theorem
is that within PA it is impossible to show that no contradiction can be derived from the
Peano Axioms. In fact, the same statements still hold for any extension of PA which can
be axiomatized using a finite number of axioms or axiom schemas. In order to prove this,
however, it is necessary to formalize the concepts of “proofs” and “consistency” within PA
which requires much work; for example, it includes the introduction of a function which
allows the encoding of finite sequences.

There are numerous proofs or hints for proofs to be found in the literature. However,
often many crucial details are omitted. Furthermore, the proofs of the Incompleteness
Theorems, and in particular that of the Second Incompleteness Theorem, are commonly
based on the theory of primitive recursive functions. The aim of this thesis is to present
a detailed and complete proof of both Incompleteness Theorems that does not make use
of recursion theory.

The fundamental question which arises in conjunction with the Incompleteness Theo-
rems is that of the consistency of Peano Arithmetic. The basic number theoretical results
which are shown in the first chapter, do not presuppose the consistency of PA. Nonethe-
less, the encoding of terms, formulas and proofs within PA (the so-called gddelization)
which is the topic of the second chapter, requires the existence of a model of PA consist-
ing only of finite numbers, i.e. a set of natural numbers which is considered the standard
model of Peano Arithmetic.

However, the mere concept of models requires some naive mathematical background
in which a notion of “sets” is given. Therefore, the desired standard model of Peano
Arithmetic is to be a naive set in this mathematical background. The question that arises
in this context is what exactly is a naive set of natural numbers. A possible solution of
this problem is the following:
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We consider our set to be the set of strings S = {e, |, ||, |||, ...} where ¢ is the empty
string, and each element is thus either the empty string or a string containing only the
symbol |. This naive set allows a natural definition of

e a successor function which adds simply another | to the string,
e an operation representing addition which simply concatenates both strings,

e an operation representing multiplication in the following way: Given s, s’ € S, a new
string s” is constructed which is at first the empty string and for each occurrence of
| in the string s, the string s’ is added to the string s” (while eliminating the symbol
| in the string s). This is repeated until the string s becomes the empty string and
the result is thus s”.

It is obvious that these naive operations are equivalent to our intuitive conception of
addition and multiplication of natural numbers. However, the operations on the string
set S describe simply a recipe of how to draw a new strings from given ones and thus do
not actually presuppose a mathematical notion of arithmetic.

Moreover, the operations on S allow the definition of new functions and relations just
in the same way as in the set of natural numbers, e.g. for s, s’ € S we can say that s < ¢,
if for each occurrence of | in the string s we can eliminate a copy of | in s’ and the result
is not the empty string. The result can then be defined as s’ — s.

On the other hand, the solution presented above can immediately be identified with
the set N by considering the numbers 1, 2 and so on to be names of strings and in particular
the empty string can be identified with 0. As we are more acquainted with arithmetic
in the naive set N equipped with the “usual” addition 4, multiplication - and successor
function given by s(n) = n + 1 for any n € N, we will henceforth work with N rather
than S. In N we can define functions and relations such as <, prime, — (where — is the
subtraction that rounds up to zero).

To sum up, the problem of naive set theory remains. However, the following paper is
neither able nor intended to tackle this rather philosophical question. From now on, we
will accept the existence of a naive standard model.

Outline

The first chapter is devoted to the proof of basic results of number theory in Peano Arith-
metic. The intuition behind these formalized proofs corresponds to the “usual”’proofs
commonly known from the natural numbers. Therefore, in order to understand the In-
completeness Theorems, it is possible to start with Chapter 2 whose goal is to define
new functions and relations in PA which, for example, formalize the concept of formulas
and provabilty. The next chapter encompasses the actual proof of the First and Second
Imcompleteness Theorems, and in particular the so-called Derivability Conditions which
state e.g. that if a formula is provable, then one can prove its provability within PA. Last
but not least, we will study Presburger Arithmetic which is similar to Peano Arithmetic
but is only concerned with addition and the successor function. This theory, in contrast
to PA, will be shown to be complete.
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Conventions and Notations

Basic concepts of mathematical logic such as presented in [Rau08] are presumed. The
logical axioms and the inference rules as well as the tautologies that this thesis is based
upon, can be found in the Appendices. The tautologies are numbered by the alphabet,
while equations are represented by numbers. Numbering is always done on the right hand
side, while on the left hand side the previous results, which are applied, are cited.

For the sake of simplicity, we will use the notation ¢4, ..., @, - 1 instead of {¢1, ..., ¢, }

F 1 for any formulas 1,...,,, 1. Moreover, for a set of formulas T" and a formula ¢
the notation 1 ¢ is an abbreviation for T F .
If o is a formula with n free variables 1, ..., x, we write ¢(%) instead of p(x1,...,2,).

Furthermore, var(y) denotes the set of all variables occurring in ¢ and likewise free(y) is
the set of the free variables of (.

For functions f and relations R which are defined in PA, we generally denote the
corresponding symbols in N by fY respectively RYN. If it is clear whether the symbol
forms part of the formal language or not, this distinction will be given up.



Chapter 2

Basic number theory in Peano
Arithmetic

In this first chapter, we will derive basic number theoretical results in Peano Arithmetic
which are necessary to prove the Incompleteness Theorems. These include for example
Bézout’s Lemma and the Chinese Remainder Theorem.

2.1 Peano Arithmetic

Definition 2.1. The language of Peano Arithmetic is given by Lpa = {0, S, +, -}, where
0 is a symbol for a constant, S a unary function symbol and + and - are binary function
symbols. We abbreviate the term SO as 1.

Definition 2.2. Peano Arithmetic consists of the following axioms and axiom schema:
(PA;) Vz—(Sz = 0),

(PA,) VaVy(Sz = Sy — = =vy),
(PA3) Va(r 4+ 0 =x),

(PA4) VaVy(x + Sy = S(z +v)),
(PA;5) Va(x-0=0),

(PAg) VaVy(z - Sy = (z - y) + ).

If ¢ = p(z,y) is a formula with free(¢) = {z,v0,...,yn}, we denote by (I,) the
following axiom schema, called the induction schema:

(L) Viile(0,9) AVa(p(z, §) = ¢(Sz, ) = Vep(z, 7).

Now we are able to verify standard rules of arithmetic such as commutativity and
associativity of addition and multiplication.

While proving, we will make use of (Li2), (Lig) — (Lyg) without explicitly mentioning
them every time.
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Lemma 2.3. Fpy VaVy(z +y =y + z).

Proof. We will use induction on x to show Fps Vy(x +y = y + x); then the claim follows
from (V).
For this, we need to prove first
(1) Fpa Vo (0 + 2 = z)
(2) Fpa VaVy(S(z +vy) = Sz + y).
We show both assertions by induction; the first one by induction on z, the second one by

induction on y. The base case of (1) follows directly from (PAj). The induction step is a
consequence of

O—I—x:xl—pAO+Sx(Pé4)S(O—|—x):Sx

(PAs) Sy (PAs

and (DT). Now we prove (2). For y = 0 we have Fpy S(z + 0) 'Sz +0. The

induction step follows from

S(z+y) =Sz +y Fea Sz +Sy) "2V S(S(x + ) = S(Sz +v) "2 Sz 1 Sy

using (DT) and (V). Finally, we are able to show the claim. We get the base case using
(1), (PA;) and generalization: Fpy 0+y = y = y+ 0. The induction step is a consequence

of
A
r+y=y+xtpa Sx+y@S(:c+y):S(y+$) (P:4)y+S:L*

and (DT) and (V). -

In a similar way we can derive associativity of + and -, commutativity of - as well as
distributivity.

Lemma 2.4. The following rules hold in Peano Arithmetic:
1. bpa VavyVz((z +y) + 2 =z + (y + 2)),
2. Fpa VaVyva((z-y) -z =z (y- 2)),
5. bpa VaVy(z -y =y - ),

4. Fpa VaVyVz(z - (y + 2) = (- y) + (z - 2)).

From now on, we will make use of these rules without explicitly mentioning them
anymore.

Lemma 2.5. Fpy VaVyVz(z +y =2+ 2 = y = 2).
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Proof. We will show Fpy Vap(x), where o(z) = (VyVz(xr+y = z+2 — y = z)). The base
case is a consequence of (PAj) using generalization. The induction step follows from

o(x),Sx+y=Sr+z2Fps S(r+y) =Sz +y=Sr+2=S(r+ 2) (Proof 2.3)
Fpax+y=x+2 (PA3)
Fpay =2

using (DT) and (V). —

We can also show that each number is either 0 or it has an antecessor.
Lemma 2.6. Fpy Vz(z =0V Jy(z = Sy)).
Proof. We proof Fpp Vrp(x) for p(z) = (x = 0V Jy(x = Sy)) using induction on z. The

case z = 0 is clear by the axiom (Lg). It remains to verify the induction step. Here we
use (V2):

x =0V Jy(z = Sy), 7z = 0 Fps Jy(x = Sy) (V2)
x = Sy Fpa Sz = S(Sy) (Lis)
x = Sy Fpa Jy(Sx = Sy). (Li3)

Hence by (3) and (Lg) we have shown ¢(z), Jy(z = Sy) Fpa ¢(Sz). The other case is
easy as well:

z=0Fps Sz =S0 (Lys)
l_pA EIy(Sx = Sy) (L13>

Therefore we obtain again using (3) and (Lg): ¢(x),2 = 0 Fpa ©(Sz). The induction step
follows then from (V4). =

From now on, we will use the convention that - binds stronger than + and omit the
multplication sign. Furthermore, by the associativity, we obtain that it is not necessary
to write the brackets while adding or multiplying various terms.

Definition 2.7. We will now define the binary relations < and < in PA by

r<y:Ir(x+r=y),
r<yr<yhxFuy,
where = # y is an abbreviation for =(x = y). Furthermore, we can define x > y <>y < x

and z > y <> y < x. We obviously have the equivalences Fpy VaVy(xr < y <> Ir(r #
ONx+7r=y)) and Fpy VaVy(z <y <>z <yVz=y).

The following three lemmas will show the reflexivity, antisymmetry and transitivity of
< as well as some elementary arithmetical rules concerning the above defined relations.
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Lemma 2.8. The following rules hold in PA:
1. Fpa V= (z < 0),

2. Fpa VaVy(z < Sy <>z <vy) and Fpp VaVy(x <y <> Sz < y).

Proof.

1. We show the claim using (V1) and Lemma 2.6. The case x = 0 is trivial. For the
case r = Sy we note

xr=Sy,t+r=0Fpys S(y+7r)=Sy+r=x+r=0 (2)

which contradicts (PA;). Applying (3) twice leads to Jy(Sy = x) Fpa —=(z < 0).
The claim follows from (V1).

2. We will only show the first claim. By (<) it is enough to verify each direction
separately. Firstly, we note

x < Sy,zr+1r=Sytps =(r=0) (£)
Fpa J2(r = Sz). (V3, 2.6)

Using (3) twice, the first direction follows then from

x+r=8Sy,r=Sztpy S(xr+2)=x+Sz=x+1r=Sy (PA,)
Fpaz+2=y (PA,)
Fpaz <.

Secondly, we have

x+r=ybtpaSr+r=S(x+r)=Sy (Proof 2.3)
Fpa Sz < Sy
as well as
r4+r=y,x=Sytps Sr=0 (2.5)
Fpa © # Sy. (PA, 4)

To sum up, () implies x < y Fpy * < Sy and hence Fpy 2 <y — x < Sy by (DT).
4
Lemma 2.9. The relations < and < satisfy the properties
1. Fpa VaVy(r <yVax=yVaz>y).
2. bFpa Vo(r < x),

3. Fpa VaVy(zr <yAhy <z —z=y),



CHAPTER 2. BASIC NUMBER THEORY IN PEANO ARITHMETIC 8

4. Fpa VaVyVz(x <y Ay < z— x < 2) and bpa VaVyVz(x <1 y Ay <2 2 = = < 2)
where <1, <2€ {<, <} and at least one of them is <.

Proof.

1. We use induction on x in order to prove the claim. If x = 0, we distinguish between
two cases according to Lemma 2.6. Firstly, z = 0,y = 0 Fppx © = y is clear.
Secondly, we have

r=0,y=SzFpry=S2#0 (PA;)

Fpay =Sz=S2+0 (PA3)

l_PA Y > 0. (/\,ng)

We show the induction step by proving each of the three cases z < yVax =yVz >y
separately.

r<y,x+r=ykps IHSt=r) (2.6, V4)

r<y,x+r=y,r=St,t=0Fpy St=S(x+0)=2+S0=y (PA3, PAY)

r<y,x+r=yr=St,t=Subtpy Sr+t=S(x+t)=x+St=y (2, PAy)

Fpa Sz <y (PA{, N)

r<yhkpysSr<yVSr=y. (3, V1, 2.6)

r=ybkpaSr=8S(x+0)=2+80=y+S0 (PA3, PAy)

Fpa Sz > .
x>y y+r=xkpay+Sr=S(y+r)=Sx (PAY)
Fpa Sx > y.

Combining all three cases and using (Lg) and (L7), we obtain x < yVa=yVa >
Yy Fpa Sz <yV Sx =yV Sz >y which proves the induction step.

2. Follows directly from the definition of < since Fpy  + 0 = .

3. We will prove the assertion using each (3) and (V) twice.

r+r=yy+s=astpay+(s+r)=Uy+s)+r=x+r=y=y+0 (24.1, PA;)

Fpas+7 =0 (2.5)
Fpa s <0

Fpa s =0 (2.8.1)
Fpaz=y+s=y+0=uy. (PA3)

4. We will only prove the first case, since the others can be shown in a similar way. It
is a direct consequence of z+r =y, y+s =z bppy z+(r+s) = (z+r)+s=y+s =z
using (3) twice and (DT).
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_|

In particular, the fourth statement allows us to handle inequalities in PA in the “usual”
way. We will use these results constantly without mentioning them. We state two more
lemmas whose proofs are omitted.

Lemma 2.10. Fpy VaVyVz(z #0 — (2 -y =2 -2 > y = 2)).
Lemma 2.11. The following rules hold:
1. Fpa VaVyVz(z <y <z + 2 < y+ 2),
2. bpa VaVyVz(x <y — x-2 <y-2) and bpy VeVyVz(z 0 = (z-2 < y-z — z < y)).

The next lemma will allow us to define subtraction in PA, where negative numbers
are rounded up to zero.

Lemma 2.12. Fpy VaVy(z <y — 3lr(z +1r =1y)).

Proof. By (DT) and (V) it suffices to show x < y Fpa Ir(x+r = y). The existence follows
directly from the definition of <. The uniqueness is a consequence of Lemma 2.5. -

Definition 2.13. We define the two-place function — in PA as follows:
r—y=zyY<zAy+z=z)V(@<yAz=0).
The previous lemma legitimizes this definition.

Lemma 2.14. The function — has the properties
1. Fpa VaVy(x +y) —y = x and bFppy VaVy(x >y — ((z —y) +y = 1)),

2. bpa VaVyVz((x —y) —z =2 — (y + 2)) as well as
Fea VaVyVz((z 2y Ny 2 2) = (2 = (y = 2) = (& —y) +2)),

(
(
3. Fpa VaVyVa(y > 2((w +y) —z =2+ (y — 2))),
4. Fpa YaVyVz(z(y — 2) = xy — x2),

5. Fpa VaVyVz(z <y —x — 2 <y — 2).

In this section we have derived the basic arithmetical rules in PA concerning +, -, —

and the order relations < and < which we will use from now on without mentioning
explicitly the corresponding lemma.
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2.2 Alternative induction schemas

In this section, which is based on [Kay91], we will describe a few variants of the induction
scheme (I,) which will be very useful for proving theorem such as Bézout’s Lemma in
Peano Arithmetic.

Proposition 2.15 (Induction with Upper Bound). For each formula ¢ = p(z,v) in Lpa
with free(p) ={x,yo,...,yn} and for any Lpa-term t the following schema holds:

(Ip.,)  Fra Vilp(0,7) AV < tp(z, §) — ¢(Sz, 7)) = Vo < to(z, §)].

Proof. We set ¥(x,y) = (v <t — ¢(x,¥)) and we would like to apply (I;) with respect
to the variable x. The base case follows directly from the definition of :

l_PA ¢(0737>

For the induction step we set T'= {¢(0,7) Ax <t — (p(z,¥) = ©(Sx,¥)), ¥(z,9)}.

Thpa (z<t—@(x,9) = (xr <t — @(Sz,7)) (Lg)
Fpa o <t — ¢(Sz,7) (MP)
Fpa Sz <t — ¢(Sz,7) (2.8.2, B.14)

l_PA w(sxa g\)
Using (I,) we obtain
p(0,7) N <t — (p(,7) = ©(Sz, 7)) Fpa Vaih(z,7)
which proves the assertion. =

Proposition 2.16 (Induction with Lower Bound). For any Lpy—formula ¢ = o(z, )
with free(p) = {x,vo, ..., Yn} und for any Lpa-term t the following schema holds:

(Ip,)  Fea Vet §) AV > te(z,7) = ©(Sz,§)) — Vo > t(p(z,1)))].

Proof. We set (x,y) =(x >t — ¢(x,y)) and we will prove the assertion using induction
on z. Let T'={¢(t,9) ANV > t(p(z,¥) = ¢(Sz,9))}. We show T Fpa Vap(z,y). The
base case holds because of 0 > t Fpy 0 = t. For the induction step we consider two cases
using T U {¢(x,¥),Sxz > z} Fpa St =tV a >t and (V1). The first case is clear.

}_PA go(Sx,y_’) (L12, MP)
By (DT) we obtain the second case and hence the assertion. -

Proposition 2.17 (Strong Induction). Let ¢(z,¥) be an Lpa-formula with free(yp) =
{z,90,.--,yn}. Then @ fulfills the principle of strong induction:

(Ip.)  Fea Vy(Va(Vz < 2p(z,4) — ¢(z,9)) = Voe(, 7).
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Proof. We define ¢(z,y) = (Vz < z¢(z,9) A ¢(z,y)) und we apply (1) to prove
(3) Vr(Vz < xp(2,9) = (2,7)) Fea Vay (2, §).

This implies Va(Vz < z¢(z,9) — ¢(z,¥)) Fpa Vop(z,¥y) and hence the assertion. The
base case is fulfilled because of

Ve(Vz < zp(z,9) — o(z,7)) Fpa 2 < 0 = ¢(2,7) (L1o)
Fpa Vz < 0¢(z,9)
Fpa (0,7) (L2, MP)
Fpa ¥(0,9). (A)

Now we verify the induction step:

Ve(Vz < zp(z,9) — o(z,9)), ¥(x,y),2 <Sxbkprz<zVz==zx
I_PA 90<ng) <\/1)

Thus we obtain

V(¥ < ap(z ) = o(@. 7)), B, 7) Fea Vz < Szp(z, 7)
Fpa SD(S%?]) (L12, MP)
Fpa (V2 < Szo(z,9) A w(Sz, %)) = ¥(Sz,9)

which implies (3).
_|

Proposition 2.18 (Least Number Principle). Let o(x, ) be an Lpa-formula with free(yp)
={z,90,-.-,Yn}. Then the Least Number Principle holds:

(I,_) Fpa Vy_’[ﬂxgp(m, Y) — Jz(@(z,7) ANVw < z—w(w,g’))].

Intuitively, this principle corresponds to the well-ordering principle which says that
any subset of the set of natural numbers has a least element.

Proof. We obtain the claim using strong induction for the formula —¢(x, 7):

(4) Fea VIV (Vz < 220(2,§) = —p(2,§)) = Vo-e(z, ).

Using the substitution theorem, we obtain equivalences

Va(Vz < zoe(z,§) = —e(r, 1)) =pa Va(-Vz < x-e(z, §) vV ~e(z, §)) (E)

=pa Ve(Vz < z-¢(2,9) A p(z, 7)) (F.1)
=pa ~3x(p(x, §) AN Vz < 270(2,7)). (K.1)
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This leads to

Vo(Vz < 2=z, 9) = (2, 7)) = Ya-p(z, 7))
=pa ~Jz(o(z,§) AVz < 229(2,7)) = Vep(z, 7))

=pa Jx(p(x, §) AVz < 279(2,9)) V Vr-p(z, ) (E, A)
=1 ~Fop (2, 5) V (e, §) A V2 < 22 7)) (K1,D.1)
=1 Fop(e,§) — Falg(e 7) A V2 < a-p(5, 7). (E)
Hence it is clear that (4) and (I, ) are equivalent. o

Remark 2.19. The Least Number Principle does not only prove the existence of a least
number which fulfills some formula, but also its uniqueness. Thus for a formula ¢ as
above we have

Fea V[ Bze(, 7) — F2(p(2, §) AVw < z=p(w, §))].

2.3 The Chinese Remainder Theorem

The goal of the following section is to prove the Chinese Remainder Theorem in Peano
Arithmetic which is necessary for the construction of Godel’s S-function. In order to
achieve this, we need to show first some basic number theoretic results, such as division
with remainder and Bézout’s Lemma. Contrary to the last sections, we will not state all
details of the formal proofs, but rather mention all important steps and the axioms and
results which are applied. For less formalized proofs, see [Boo95].

Proposition 2.20 (Division with Remainder).
Fpa VaVy # 03lrdls(z = ys +r Ar < y).

Proof. For the existence we show y > 0 Fpy Irdsp with o = (x = ys+r Ar < y) using
induction on x. We consider first the base case

y>0Fpya 0 <y
FpaAO=y-0=9y-04+0 (PAg,PA5)
FpaO=7y-0=y-0+0A0<y. (A)

We will now prove the induction step; (PAy) and (L;g) imply
(5) y>0,x=ys+rAr <ybpa Sz =S(ys+r)=ys+ Sr.

Now we can apply (V1) by distinguishing between the two cases in r < y Fpa Sr <
y V Sr = y which is a consequence of 2.8.

y>0,z=ys+rAr<y,Sr<ylpysSr=ys+SrASr<y
Fpa w(z/Sx,r/Sr).
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y>0,x:ys+7‘/\r<y,Sr:yl—pASx@ys+y )y~Ss(Pi4)y~Ss+O

Fpa p(z/Sx,r/0,5/Ss).

(PA6

Hence (V1) and (Ly3) imply
y>0,z=ys+rAr<ylkps Irdsp(Sx,r,s)

from which in turn we can conclude the induction step using (DT) and (3).
In order to prove uniqueness we need to show

y>0bps VIVIVsVs'(x =ys+rAr<yhz=ys+rAr <y—r=rAs=45).

Weset T={y#0,x=ys+rAr<y,xz=ys +r Ar’ <y} and we distinguish between
three cases due to T Fpy s < 8’ Vs =5 Vs <s. The third case is omitted, as its proof
is analogous to the first case. Firstly, we have

T,s<s tppSs<s (2.8)
Fpaz=ys+r<ys+y=y-Ss<ys <ys' +r' =z (PAg, 2.11)
Fpaz <z
Fpa L.

Now we consider the second case

T,s=5"tparys=ys (Lis)
Fpa ys+r=ys+1' (Lis, B.17)
"pA r = 7",. (25)
Therefore, with (DT) and the generalization rule we can conclude the uniqueness. =

Thus we have shown that we can define in Peano Arithmetic a function that computes
the integer value after division as well as one that calculates the remainder of the division
of two numbers.

Definition 2.21. We define the binary functions
int div(z,y) =24 (y=0A2=0)V(y>0ATIr(z=yz+rAr<y)),
rest(z,y) =2 (y=0A2=0)V(y>0Az<yAds(z =ys+2)).

The previous proposition legitimizes both definitions.

Definition 2.22. We define the binary divisibility relation as follows
y | x> Jz(x = yz2).
Furthermore, we introduce the abbreviation y t  <» —=(y | ). We can also introduce the
quotient of two divisible numbers as
gzz:<—> (y>0ANx=y2)V((y=0Vzr#yz)Az=0).

Lemma 2.11.2 legitimizes this definition.
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Without effort, one can verify reflexivity, antisymmetry and transitivity of the divisi-
bility relation in PA. Thus we will omit the proof of the next lemma.

Lemma 2.23. The divisibility relation has the properties
1. Fpp V(x| x),
2. Fpa VaVy(x [y Ay [z —x=1y),
3. Fpa VaVyVz(z |y ANy | z — x| 2).
Lemma 2.24. The following statements hold:
1. Fpa VaVyVz(x | yAz | z — x | y+2) andbpa VaVyVz(z | yAx | zhz <y — x| y—2),
2. bpa VaVyVz(z |y — x| y2).
Proof.

1. Since both proofs can be realized in a similar fashion, we will only consider the first
statement.

x>0 y=zu,z=axvbprz(ut+v)=aut+zv=y+2
Fpa x|y + 2.

The assertion is then a consequence of (3) and the deduction theorem.

2. Follows directly from the definition of the divisibility relation.

Lemma 2.25. The following statements concerning the remainder function hold:
1. Fpa x|y <> rest(y,z) = 0,
2. bpa z |y — rest(z +y, z) = rest(z, 2),
3. bpa x <y — rest(x,y) = x.
Proof.
1. The implication “=" is a consequence of

r>0,22=ybtpay=22+0A0<zx (PA3, N)
Fpa rest(y,z) =0

using (3) and © = 0 Fpy = 1 y. The second direction follows by definition from
rest(y,x) = 0 Fpa y = x - int_div(y, z) + 0 = x - int_div(y, ).
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2. Once again, we make use of (3) and (DT):
2> 0,uz =ykpy x =z int_div(z, 2) + rest(x, 2)
Fpa © +y = (2 - int_div(z, 2) + rest(z, 2)) + uz
= (int_div(z, 2) + u)z + rest(z, 2)
Fpa @ +y = (int_div(z, 2) + u)z + rest(z, 2) Arest(z,2) < z (N)
Fpa rest(x 4y, 2) = rest(x, 2).

Again, the case z = 0 is trivial.

3. The last property is a direct consequence of the definition of rest.

_|

Definition 2.26. We define the unary predicate prime and the binary predicate coprime
to express that a number is prime respectively that two numbers are coprime.

prime(z) >z > 1AVYVz(z | (y-2) = (x |y Va|2)),
coprime(z,y) > x> 1Ay > 1AVz(z |z Az |y —2=1).

We can now state and prove Bézout’s Lemma in Peano Arithmetic. We note that
since the “usual” subtraction is impossible in PA, the standard proof used for the integers
cannot be transfered to PA.

Proposition 2.27 (Bézout’s Lemma). Fpp VzVy(coprime(z,y) — Juv(ux + 1 = vy)).

Proof. The cases x = 0 or y = 0 are obvious. We consider the casesx =1 aswellasy = 1
separately. Wehavey =1Fpp O-z+1=1-landz =1,y =Sz tpp z2+1=2+1=Sz =y
and thus we obtain the claim by 2.6 and (3). Thus the claim can be reduced to

(6) x> 1,y > 1, coprime(x,y) Fpa (1),

where p(z) = (2 # 0) A (Fuv(ux + z = vy)). Weset T'={z > 1,y > 1, coprime(x,y)}
and show first the statements

(7) T Fpa ¢(x),

(8) T Fpa o(y),

(9) T Fpa ¢(z) = Vw > 0 p(wz),
(10) T,z < zbpa o(2) Np(2) = @(z — 2').

Statement (7) follows from 7" bpy (y—1)z+2 = (y—1)z+1-2 = (y—1)+1)z = yr = xy.
Claim (8) is a consequence of T Fppy 0z +y=y=1-y.

Using (DT), (V) and (3) we obtain (9) from
T ux + z = vy,w # 0 bFppy w(ux + z) = w(vy) = (wo)y

Fpa w(uz + z) = w(uz) + (wz) = (wu)r + (W2)
Fpa (wu)x + (wz) = (wo)y

Fpa p(wz). (Ly3)
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The last statement requires the greatest effort. We define 7" =T U {2/ < z,ux + z =
vy,u'z + 2/ = v'y}. Then,
T Fpa 2 = vy — ux

Fpa 2/ =y —u'x

Fpa 2 — 2 = (vy —uzx) — (V'y —u'x) = (vy — ux) —v'y) + 'z (L1g)
= (vy — (uz +v'y)) + v’z = vz + (vy — (uz 4+ 0v'y))
(11) = (v'z 4+ vy) — (uz + v'y).

Now we want to show that if 2 < z and if z and 2’ fulfil the desired condition, then so
does z — Z’. Since similar arguments as in (11) are used, the details are left out.

T Fpa (utvy+d'(y = 1))e+ (2 = 2) = (uz + (Va)y +u'y — v'z) (8)
+ ((w'z +vy) — (uz +1'y))
= (v'y +vy +v'(x — 1)y
= (W +v+0'(z-1)y.
As a result of z < 2/ Fpy 2 — 2/ # 0, we can conclude T, 2 < z,ur + z = vy, v’z + 2/ =

v'y Fpa p(z — 2’) and due to (3) and the deduction theorem also (10) is proved.
Now we apply the Least Number Principle in order to find a smallest z which fulfills ¢(2):

(12) T Fpa 32(p(2) AVZ' (2 < 2 = —¢(2")))

Furthermore, we need to show that every w with p(w) satisfies z | w. Firstly, we have

T,p(2) AN\VZ'(2' < 2= =p(2), p(w) Fpa w < 2 = —p(w) (L1o)
Fpa —(w < 2) (CP)
Fpaw > z (V2)
Fpa int_div(w, z) # 0 (2.21)
(13) Fpa @(int_div(w, z) - z). (9)

The penultimate step holds by contradiction due to
w > z,int_div(w, z) = 0 Fpy w = int_div(w, 2) - z + rest(w, z) = rest(w, z) < z < w.
Because of (13) and Fpp w — int_div(w, z) - z = rest(w, z) we can conclude
T,po(z) AN\VZ'(2 < 2z = =p(2), p(w), rest(w, z) # 0 Fpa p(rest(w, 2)), (10)
but as a consequence of Fpy rest(w, z) < z, we also have
T, 0(2) ANVZ'(2 < 2 = =p(2)), p(w), rest(w, z) # 0 Fpa —p(2)
which leads to a contradiction. Therefore, we obtain

T, 0(2) ANV (2 < 2 = =p(Z)), o(w) Fpa rest(w, z) = 0
(14) Fpa 2 | w. (2.25.1)
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The deduction theorem and the generalization rule then imply

T, 0(2) AVZ' (2 < 2 = =p(2)) Fpa Yw(p(w) = 2 | w) (14)
Fpa 2z | (7)
Fpa 2 |y (8)
Fpaz |z Azly (N)
(15) Fpa 2 =1,

because x and y are coprime by definition of 7. Bézout’s Lemma is then a consequence
of (12) and (15). .

Using Bézout’s Lemma we can show the equivalence of primality and irreducibility. In
order to achieve this, we need to define irreducibility in Peano Arithmetic.

Definition 2.28. We define the relation
irreducible(z) > Vy(y |z — (y =1V y = x)).

Remark 2.29. We can easily show that 1 is irreducible, i.e. Fpa irreducible(1). This
follows from
zy=1lLx<lbkpyz=0

Fpal=2y=0-y=0 (PAs)
and
ry=laz>ly>lkpaoy=1l<z=1-z<yr=uxy (2.11)
which are both contradictions and prove the result since the case y = 0 can be excluded
in the same way as the case x = 0.

Corollary 2.30. Fpy Va(prime(z) < irreducible(z) Az > 1).

Proof. By (), the generalization rule and the deduction theorem, it is enough to show

(16) prime(z),y | v bpay =1Vy =1,

(17) irreducible(z),z > 1L,z |yzFpa x |y Vo | 2.

Firstly, we consider (16).

prime(x),yz =z Fpa = | yz (2.23)
Fpa x|y Vol z. (2.26)

By (V1), it is sufficient to prove yz = z,x |y bFpa z =y aswellasyz = x,z | z bpy y = 1.
Both cases follow from elementary rules of arithmetic and divisibility as follows:
yz=wx|ytpaylw
Fpaz |y Ayl (N)
Fpa =y (2.9.3)
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yz=ux,z | zkpayz | z (2.9.4)
yz=x,(yz)w=zbkppy z2-1= 2= (yz)w = (zy)w = z(yw)

Fpa yw =1 (2.10)

Fpay |1 (2.22)

oy =1 (2.20)

By applying (3), we obtain (16). For (17), by (V1) and (Lg) it is enough to verify only
the case x > 1,irreducible(z),z | yz,2 1 y Fpa x | 2, since both cases can be shown in a
similar way. Bézout’s Lemma implies

x > 1,irreducible(z),z | yz,xfy bFpa y # x (2.9.2)
Fpa coprime(z, y) (2.26)
Fpa Judv(ux + 1 = vy). (2.27)

Hence we have

irreducible(x), z | yz,z f y,ux + 1 = vy bFpa (ux + 1)z = (vy)z

Fpa uxz + 2 = vyz

Fpa @ | uxz (2.24.2)
Fpa @ | vyz (2.24.2)
Fpa T | vyz —uzz = 2, (2.24.1)
and thus (b) holds. —|

In the following, we will introduce the least common multiple of a bounded number of
values in Peano Arithmetic which will be significant for the proof of the Chinese Remainder
Theorem.

Lemma 2.31. Let f be a unary function. Then the following statement holds:

Fpa Vi < k(f(i) > 0) — xfz > OAVI < k(f(i) | 2))AVy < 2=(y > OAVi < k(f(i) | v))].

Proof. We set p(z,k) = (Vi < k(f(i) | )). By remark 2.19 and the deduction theorem,
it is sufficient to show

(18) Vi < k(f(i) > 0) Fpa Jwp(a, k).

We prove (18) by induction on k. The base case Fpy Jzp(z,0) follows directly from
Fpa Vi—(i < 0). For the induction step we note

Vi < k(f(i) > 0) — Jzp(x, k), Vi < SE(f(i) > 0) Fpa Jzp(z, k).
We have
Vi <k(f(i)|z),i<k Fpa fG@)|zAnx]| flk) x
Fea f(2) | f(R) -z, (2.23.3)
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as well as Fpa f(k) | f(k) - 2. This implies

Vi < Sk(f(i) >0),Vi < k(f(i)|x),i <Sktpai<kVi=k
Fea f(2) | f(K) - 2, (V1)
from which we can conclude the induction step using (DT), (V) and (Ls). =
Lemma 2.31 indicates that the following definition schema of the least common mul-

tiple is legitimate.

Definition 2.32. For an arbitrary unary function f we define

lem[f(i),i < k] = <[k > 0AVi < k(f(i) >0) Az >0AYi < k(f(i) | 2) AVy <z
—(y >0AYi <k(f(@) |y)]V (k>0ATi<k(f(i)=0)Az=0)
V(k=0Az=1).

Before we can proceed to the proof of the Chinese Remainder Theorem, we need some
basic results concerning the least common multilple.

Lemma 2.33. Let f be a unary function. Then the following statements hold:
1. Vi < k(f(i) > 0) bpa j <k — f(j) | lem[f(3), i < k],
2. Vi <k(f(i) > 0) Fpa Vi <k(f(i) | y) = lem[f(i),i <k] |y,
3. Fpa prime(p) Ap [ lem[f(i),7 < k] = 3 < k(p| (D).
Proof.
1. Holds by definition.

2. The case k = 0 is obvious and can thus be omitted. We set T'= {z = lem[f(7),i <
k|,Vi < k(f(i) > 0),Vi < k(f(i) | y)}. Then we have

T,i <kbFpay=intdiv(y,x) - = + rest(y, x)

Fpa f(i) | (1.)
Fpa f(3) | int_div(y,z) - x (2.24.2)
Fpa f(@) [y A f(2) [ intdiv(y, z) - @ (A)
Fpa f(i) | y —intdiv(y, x) - x = rest(y, z). (2.24.1)

Therefore, the assertion follows from

T Fpa Vi < k(f(3) | rest(y, x)) Arest(y,x) < x
Fpa —(rest(y, z) > 0 AV < k(f(i) | rest(y, x))
Fpa rest(y,x) = 0V (Vi < k(f(i) | rest(y, z))) (F.1)
Fpa rest(y,z) =0 (v4)
Fpa lem([f(i),i < k] =2 | y. (2.25.1)
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3. The cases k = 0 and Ji < k(f(z) = 0) are obvious. Thus by (V1) it is enough to
consider the case k > 0 AVi < k(f(i) > 0). We show the claim by induction on k
with lower bound 1. For the base case, one has to show Fpa lem[f(i),7 < 1] = f(0)
which follows immediately from the definition of lem. For the induction step, we
define "= {k > 1, prime(p) A p | lem[f(7),7 < k] — Ji < k(p | f(i)), prime(p) A p |
lem[f(7),7 < Sk|} and we need to show

(19) T Fpa i < Sk(p| f(4))-

We have

T.j <kbtpa f(5) | lem[f(i),i < K] (1.)
Fpa f(5) | lem[f(i),i < k] - f(k) (2.24.2)

and, due to Lemma 2.24.2, also T Fpa f(k) | lem[f(i),7 < k] - f(k) which leads to
T Fpa Vj < Sk(f(5) | lem[f (i), i < k] - f(K))

Fea lem[f(2),0 < SK] [lem[f(i),i < K] - f(k) (2.)
Fpa p | lem[f(i),i < k] - f(k) (2.23.3)
Fea p [ lem[f (i), s <KV p | f(F). (2.26)

Using (V1), we can now consider the two cases obtained above separately. The case
p | f(k) implies (19) clearly. The other case follows by making use of the induction
hypothesis.

The following proposition indicates that any x > 1 has a prime divisor.
Proposition 2.34. Fpy Vz(x > 1 — Ip(prime(p) Ap | x)).

Proof. We will use strong induction to prove Fpa Vzo(x) where ¢(x) denotes the formula
(x > 1 — Jp(prime(p) A p | z). Since the cases x = 0 and x = 1 are obvious, we have to
verify

(20) Vz <xp(2),r > 1kpa p(2)
which implies the claim by (DT) and strong induction. By (V2) it suffices to show

(21) Vz < xp(z),x > 1, prime(z) Fpa ¢(2),
(22) Vz < zp(z),rz > 1, -prime(z) Fpa p(z).

The first claim follows from 2.23.1 and (A). In order to show (22) we note

—prime(z) =pp ~(z > 1AVy(y |z — (y=1Vy=1))) (2.30)
=ea (2> 1DV (yly [z = (y=1Vy=12)) (F.1)
=pa (¢ >V Iy |2V y=1Vy=u1)) (K.1, E)
=pa (x> VIyly|zA-(y=1Vy=n1x)) (F.2, A)
=pa (x> VIy(y |z ANy # 1Ay # ). (F.2, C.2)
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By (A) and (Vv3) we thus obtain Vz < zp(z),z > 1, -prime(x) Fpy Jy(y | Ay #
1 Ay # z). This implies

Ve<wp(z),z>LyleAy#1lAy#arpay<acAy>1
Fpa Ip(prime(p) Ap | y)

and thus

Ve<azp(z),z>1lyleAy#1Ay#z,prime(p) Ap|lytpap|x (2.23.3)
Fpa ().

By applying twice (3), we obtain (20). o

The previous proposition enables us to weaken substantially the definition of relative
primiality.

Proposition 2.35. Fpy VaVy[coprime(z, y) < Vp(prime(p) — —(p | = Ap | y))].

Proof. Due to (<), we can split the proof into two parts, where we omit the trivial cases
x = 0 respectively y = 0.

(23) coprime(x,y) Fpa > 1Ay > 1 AVp(prime(p) = =(p |z Ap|y)),
(24) x>1Ay>1AVp(prime(p) — —(p | x Ap|y)) Fpa coprime(z,y).

Claim (23) can easily be shown using contraposition

coprime(z,y),p |t Ap|ytFpap=1
Fpa —prime(p).

This implies (23), since coprime(z,y) Fpy © > 1 Ay > 1 is given by definition. In order
to prove (24), we use contradiction. Again, the condition x > 1 Ay > 1 is trivial and can
thus be ignored.

Vp(prime(p) = ~(p |z Ap|y)),z |z Az]|y,z>1Fps Ip(prime(p) Ap | 2). (2.34)
Then the transitivity of divisibility implies

Vp(prime(p) = =(p |z Ap|y)),z|xAz|y,z>1prime(p) Ap|zFpap|laxzAply
which is obviously a contradiction, thus the claim follows from (3). —

The above preparations finally allow the formulation and proof of the Chinese Re-
mainder Theorem within Peano Arithmetic.

Theorem 2.36 (Chinese Remainder Theorem). Let f and g be two unary functions which
can be defined in PA. Then we have

FeaVk[[Vi < k(L < g(i) A f(i) < g(i)) AViVi(i < j A j < k = coprime(g(i), g(j))]
— FaVi < k(rest(x, g(i)) = £())].
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Proof. We set
p(k) = [Vi < k(1 < g(i) A f(i) < g(i)) AViVj(i < j A j <k — coprime(g(i), g())]-
and
(x, k) = Vi < k(rest(z.g(i)) = f(i)).
It suffices to verify
(25) Fpa Vk(p(k) = Jzip(z, k).

Since the case k = 0 is obvious due to Fpa Vi—(i < 0) by taking = 1, we can use induc-

tion on k with lower bound 1. The base case for k = 1 is also clear by taking = = f(0)

because of p(1) Fpa f(0) < g(0).

The premises to conclude the induction step are the formulas in {¢(k) — Jz(x, k), (Sk)}.
As a consequence of Fpx ¢(Sk) — (k) and (3) it is sufficient to presuppose only

T = {¢(z, k), o(Sk)}. Firstly, we show that lem[g(i),7 < k] and g(k) are coprime.

T, prime(p) Ap | lem[g(i),i < k] Fpa Ji < k(p | g(i)). (2.33.3)
This leads to

T, prime(p),p | lem[g(7), i < k], i < k,p | g(i) Fpa coprime(g(i), g(k))

Fpa —(p [ 9(0) Ap | g(k)) (2.35)
Fpa =(p | 9(4) V =(p | g(k)) (F.1)
Fpa —(p | g(k)) (V4)
Fpa =(p [ lemlg(i),i < k] Ap|g(k)). (B.1)

Again making use of Proposition 2.35 and Bézout’s Lemma, we obtain as desired

T Fpa coprime(g(k),lem(g(i),7 < kJ) (2.35)

Fpa Juv(lem(g(i),i < klu + 1 = g(k)v. (2.27)
We set S = {a =lem[g(i),i < k], = u(z + (a — 1) f(k)),v' = (z+ (a — 1) f(k))v, 2" =
a(u' + f(k)) +x}. In the following, we will omit the details, as they only involve standard
arithmetical calculations.

TUS,au+ 1= g(k)vtprav +af(k)— f(k) +z
=au' +x+ (a—1)f(k)
= au(z + (a = 1)f(k)) + =+ (a = 1) f(F)
= z(au+1) + (a — 1)(au + 1) f (k)
= ag(k)v + (a — L)g(k)vf(k) = v'g(k).
Thus we obtain 7'U S, au + 1 = g(k)v Fpa 2’ = a(v' + f(k)) = v'g(k) + f(k). In order to
prove that x’ satisfies the desired condition indeed, we need
(26) TUS, i <kbparest(z,g() = f(i),
(27) T U S bpa rest(2/, g(k)) = f(k).
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The induction step then follows using (V1) applied to Fpa @ < Sk <> i < kV i =k, hence
it is enough to prove the above claims. The first one holds due to

TUS,i<kbtpag(i)]|a (2.33.1)
Fpa (i) | a(u' + f(k)) (2.24.2)
Fpa rest(z', g(i)) = rest(z, g(i)) = f(i) (2.25.2)

and (27) is a result of
T US,i <k tparest(z', g(k)) =rest(f(k),g(k)) = f(k). (2.25)
_|

2.4 Godel’s f-function

In the following, we will introduce the so-called S-function which allows the encoding of
finite sequences by a single number.

Lemma 2.37. Let f be a unary function. Then one has

Fpa VE > 0312(3i < k(f(i) = 2) AVi < k(f(i) < 2)).

Proof. The existence can be shown using the induction schema (I, ) for ¢(k) =32 (3i <
k(f(i) = x) AVi < k(f(i) < z)). The base case (i.e. the case k = 1) is clear by taking
x = f(0). Due to

k> 1,30 < k() = 2) AVi < k(f(3) < 7) Fpa fOR) <oV (k) > o
we can use (V1) to consider each case separately. Firstly, we note

k>1,3i < k(f(i) = 2) AVi < k(f(i) < @), f(k) < @ Fpa Vi < SE(f(i) < 2)
Fpa @(Sk).

In the second case, we can choose f(k) as the maximum.

E>1,30 <k(f(i)=x)AVi <k(f(i) <x), f(k) >z Fpa Vi < k(f(i)
Fpa Vi < k(f(7)
Fpa 0(Sk).

Hence the induction is a consequence of (3). In order to prove uniqueness, we set
Y(x, k) =3 < k(f(i) =x) AVi < k(f(i) <x).

IA A
~ B
—
2y
=
™
=)
N

V(x, k), oy, k), i <kAf(i) =2, <kNf(j)=yFpax=f(i) <y
Feay=f(j) <=
Fpa z =y. (2.9.3)

Again, (3) proves the assertion. -
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Definition 2.38. Let f be a unary function, which may also depend on some parameters.
We can define

max[f(i),i < k] =x > F < k(f(i) =2) AVi < k(f(i) < z),
max(z,y) =z (r>yAz=z)V(r <zAz=y).
Furthermore, we can introduce the so-called a-function with the aid of which the -

function is constructed. We can then formulate and prove Godel’s S-Function-Lemma
which will be a direct consequence of the next two propositions.

Definition 2.39. We extend the language Lps to include the ternary function symbol
a(z,y,i) =rest(z,1+ (i +1) - y).
Proposition 2.40. Let f be a unary function which may depend on some parameters.

Then the following holds:
Fpa VEIzAyVi < k(a(x,y,i) = f(i)).

Proof. We set T'={m = max(k, max[f(i),i < k])+ 1,y = lem[i + 1,7 < m]} and we have
T Fpa m > max(k, max[f(i),i < k])

(28) Fpa m >k AV < k(m > f(i)).

We would like to prove

(29) T bpa ViVi(i < j A j < k — coprime(1 + (i + L)y, 1+ (j + L)y)).

For the verification of (29) we apply Proposition 2.35 and the Chinese Remainder Theo-
rem. We set T"=TU {i < j,j < k,prime(p),p [ (L + (i + L)y),p [ (L + (G + D)y)}.

T'hpal+ (i+1)y<1+(j+1y (2.11)
Feap | A+ G+ LDy — A+ G+ 1y =0 -1y (2.24.1)
Feap [ (G =) Vply.

Thus we can consider each case separately using (V1).

Thpl(G—i)Fpal<j—i<k<m (28)

Fpa (j—1)—1<m

Fpaj—i= (-9 —1)+1]y

Fpap|y. (2.23.3)
This obviously leads to

T'Fpaply
Frap | (4 1)y (2.24.2)
Fpap | (L+ (@ +1y) —(i+1y=1, (2.24.1)

which contradicts prime(p). Hence (4) implies (29). Now we can apply the chinese
remainder theorem for g(i) = ¢,(i) =1+ (i + 1)y and f and the claim follows. =
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This proposition constitutes the basis for the encoding of finite sequences, and the
following proposition states that such sequences can always be extended.

Proposition 2.41. Fpy VaVyVEVz32' 3y a2,y k) = 2AVi < k(a(2', Y, i) = a(z,y,1))].

Proof. We define f(i) = r <> (i < kAN a(z,y,i) =7r)V (i > kAr = z). Then the
proposition follows directly from the previous proposition. .

The a-function allows the encoding of any finite sequence by a pair (z,y) by regarding
the sequence as a function f and considering f(i),7 < k. Thus the sequence is charac-
terizied uniquely by «a(z,y,i),7 < k. However, this approach can still be improved by
encoding pairs as single numbers.

Lemma 2.42. Fpy Vz(2 | 2V 2| Sz).

Proof. Let p(x) =2 |x V2| Sz. We show Fpy Vzp(x) using induction on z.

The base case is a direct consequence of (PAs). For the induction step we have to
consider the cases 2 | x respectively 2 | Sz separately (using (V1)). We state only the
first case.

2-y=u=x l—pAZ-SyPéﬁ (2-v) +2Légx+zpé4 S(Sz)

Fpa 2 | S(Sz)

Fpa ©(Sz). (L7)
Hence (3) implies 2 | z Fpa ¢(Sz). —|

Definition 2.43. The above lemma shows Fpy VaVy(2 | (z +y + 1)(z + y)). This
legitimizes the definition

(z+y+1)(x+y)

(z,y) := 2 +y.
Lemma 2.44. bFpp Vz3lz3ly((x,y) = 2).
Proof. The statement follows from
(30) Fpa Y2323y ((z, y) = 2)
(31) Fpa VaVyVuVo((x,y) = (u,v) >z =u Ay =),

since (30) proves the existence and (31) proves uniqueness. Firstly, we show (30). We set
(z) = FzFy((z,y) = z) and we show Fpy Vzp(2) using induction. The base case follows
from Fpy (0,0) = 0. The induction step can be proved by cases; inductively, one can
easily show

x x4+ z
(32) y%Ohm§+z: yy.
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This leads to the case x = 0:

+1 + 1)y + (y+1)2
w+ly 2w _)y2(y )2

(x,y) =2, =0Fppy Sz=2z+1=

(33) zwzﬁﬁlﬂ%

We consider the case z > 0:

(x,y) =2z, >0Fppa (x—1)+1=2x
Fpazty+l=@-+1l+y+l=(—-1)+@E+1)+1
Fpaz+y=(z—1)+(y+1) (2.5)

Thus we obtain

(r+y+ 1@ +y)

2

(-1 +@+1)+ (-1 +(y+1))
2

(r,y) = 2,2 >0Fpy Sz =2+4+1=( +y)+1

+(y+1)

(34) =(z—-LlLy+1).

All in all, (33) and (34) imply (z,y) = z Fpa ¢(Sz). The induction step is then a
consequence of (3).
In order to prove (31) one has to show first inductively

(35) Z|‘T,Z|y,$§y|_pAz§g
z "z
the proof of which shall be omitted. Now we use contradiction to get

(36) (x,y) = (u,v) Fpa x+y =u+v.

(x,y) =(u,v),r+y<utvbkppr+y+1l=Sx+y) <u+tv
1
(z+y+1)(z+y) +y
2
(x+y+1)(z+y)
<
2
@ (+y+E+y)+(@+y+1)2
B 2
@ty +DE+y+2) < (u+v)(u+v+1)
N 2 - 2

l_PA <$7 y> =

+r+y+1

= (u,v) = (z,y)
which is a contradiction. Similarly, one can also rule out the case z + y > w + v which
means that (36) holds. Furthermore, one has

(z+y)rt+y+l) o (utv)(utv+l)

<[E,y> = (u,v) FPAy: <Z)’J,y> - 2 <U7U> - 2 =
Fpaz=(z+y)—y=(utv)—v=u (36)
Fpaz=uAy=w. (N)

Thus we have shown that (31) is satisfied. o
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Definition 2.45. The previous lemma legitimizes the following definitions, in particular
that of the S-function.

first(z) = x > Jy((z,y) = 2),
second(z) =y > Jz({x,y) = 2).

Thus we have Fpy Vz((first(z), second(z)) = z). Furthermore, we define
B(x,i) = z <> afirst(x), second(x), i) = z.

The [-function allows us to enconde any finite sequence as 3(z,i),i < k for some z, k.
For the godelization of Peano Arithmetic, it makes sense to use the alternative definitions

length(x) := second(x),
(x); := B(first(x), 1),

(2 1ast = () 1ength(z)-1-
With these notations, one can restate Propositions 2.40 and 2.41 equivalently as
Theorem 2.46 (5-Function-Lemma). Let f be a unary function in PA. Then we have
1. Fpa VET2Vi < k(B(x, 1) = f(1)),
2. bpa VaVEVy32' [B(2' k) = y AV < k(B(2,1) = B(z,1))].



Chapter 3

Encoding finite sequences and
godelization

In this chapter, we will use a method called godelization in order to express within PA
that some number encodes a variable, term or formula. Furthermore, this permits the
introduction of a new relation provable(z) which, in the case that x is the code of a
formula, states that the formula encoded by x is provable in PA.

Unlike for the previous chapter, we require the existence of the standard model N of
PA. Therefore the first step will be the introduction of natural numbers in PA as terms
of the form S...SO.

3.1 Natural numbers in Peano Arithmetic

Notation. We can define the natural numbers of the standard model in Peano Arithmetic
using the successor function and the zero element by considering n to be the n-th successor
of 0 for any n € N (i.e. n =8...S0); more formally, this signifies

for any n € N.

This means that any model of Peano Arithmetic has to contain a set isomorphic to the
set of natural numbers. In particular, it is possible to state and prove number theoretical
results concerning natural numbers of the form n in PA; however, in order to prove a
statement in PA for all n, n € N, we have to use metainduction which means that we
show that for each n the statement is derivable from PA using induction over n € N in the
“background”. The proof of the following proposition is an example of metainduction.

28
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Proposition 3.1. Any two natural numbers n,m € N satisfy the properties

(N1) Fpam +n=m+n,

(N2) Fpa m - n = mn,

(N3) m=mn=FtFpam=mnand m #n =tpx m#n,

(N4) m<n=tpym<nandm £ n=tpsm<n,

(N5) Fpa Vz(z <n <+ \/(x =k)).

k=0

Proof.

(N1) We use induction over m € N. For m = 0 the statement to be shown is Fpy 0+n =
0 + n which is obviously true since 0 is 0. For the induction step we assume that
Fpa m +n = m + n holds and conclude

Fpam+l+n=Sm+n=1+m+n=1+m+n=S(m+n)
=(m+n)+1=(m+1)+n.

(N2) Again, we use induction over m. The case m = 0 is clear. We assume that Fpy
m -n = mn is satisfied. Then we obtain the claim using the induction hypothesis
and (N1):

Fpam+l-n=(m+1ln=m-n+1-n
—mntn=mntn=(m+ln

(N3) The first statement is trivial. Secondly, suppose that m < n. Then there exists k €
N such that & # 0 and m + k£ = n. Condition (N1) implies Fpy m+k =m + k = n.
Since k # 0, there exists [ € N such that £ = [ + 1. Therefore Fpy k =1+ 1 =Sl
and hence by (PA;) we obtain Fpy k # 0. The case n < m can be handled in a
similar way.

(N4) In (N3) we have shown that m = n implies Fpa m = n as well as m < n implies
Fpa m < n. Thus the first condition is satisfied. Note that m £ n is equivalent to
m > n from which we can conclude (again as in the proof of (N3)) that Fpy m > n.
Hence the second statement holds.

(N5) The direction (<) is a consequence of the previous statement. We show (—) by

induction over n. The base case is trivial. Suppose that

n
Fpa x <n — \/(:1::@
k=0
is satisfied. Now we can distinguish between two cases due to z <n+1 = Sn Fpp
xr < nVax=n+1. The first case follows from the induction hypothesis and the
second one is trivial.
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Definition 3.2. Suppose that 6(Z,y) is a formula satisying Fpsy VZ3lyd(Z,y). Then
we can introduce an n-ary function symbol f in PA as f(Z) = y <> §(Z,y). We say
that f is N-conform, if Fpy 6(a, f(@)) for all @ € N*. Equivalently, this means that

Fpa f(@) = fN(@). -

Definition 3.3. An n-ary relation symbol R defined by R(Z) :<» §(Z) is called N-
conform, if for all @ € N” the properties

(a) if N |= (@), then Fpa 0(a@), and
(b) if N = =0(a@), then Fpy —0(a)

are satisfied.

Example 3.4. Note that (N1) and (N2) state that the binary functions + and - (which
are defined by the formulas x; + x5 = y,x; - z5 = y) are N-conform. Moreover, due to
(N3) and (N4) we obtain the N-conformity of the relations = and <.

Proposition 3.5. Let §(Z) (respectively §(Z,y)), 61(Z) and d3(Z) define N-conform rela-
tions. Then so do —d,01 A 0,01 V 02,01 — 09, Ty < f(Z)0(Z,y), and Yy < f(X)I(Z,y),
where f 1s a function which is N-conform.

Proof. Since 1 V 9 = =(—6; A —d3), 01 — d3 = —(d1 A =) and Vo < f(2)d(7) = —Ty <
f(Z)—0(Z,y) it is enough to show that —d,d; A § and Jy < f(¥)(Z, y) are N-conform.

e We assume that ¢ is N-conform and show that so is =d. Let @ € N". For the first
property, we assume N = =d(a). Then since § satisfies (b), we have Fpy —0(a@). The
second property can be shown similarly using == = 4.

e Suppose that 0; and d, are N-conform, and let @ € N”. Firstly, we assume that
N E (61 A d2)(@). This means that N | 0;,(@) and N |= §5(@). Therefore, by (a)
we have Fpa 01(@) and Fpy 02(a@). Hence, the first property is a consequence of (A).
Secondly, suppose that N = =(d; A d2)(@). We have by (F.1) that —=(d; A d2) =
=61 V =02, This implies that either N = —6;(@) or N = —dy(a@). Without loss of
generality, we assume the former. Then by assumption we have

Fpa =61(Q) (b)
Fpa (61(@) A 02(@)) — 01(d) (Ls)
Fpa —01(@) — —(61(@) A 02(a)) (B.1)
Fpa —(01(@) A 02(a))- (MP)

This proves (b).

e We assume that ¢ and f are N-conform. Let @ € N™ be arbitrary. Firstly, suppose
that N = Jy < fN(@)d(y,d). Hence there exists b € N such that b < fN(a)
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with N |= 0(d,b). By N-conformity of § we obtain Fps 0(a@, ) and (N4) states that
Fpa b < fN(@). Furthermore, using that f is N-conform, we can deduce py b < f(@)
and therefore (a) is satisfied. Secondly, suppose that N = =3y < f(@)d(a@,y). This
signifies that there exists no b € N such that b < fN(@) and N |= 6(@, b). Therefore
for all b < n we have N = —§(a,b), where n = fN(d@). By N-conformity of §, we
obtain

(1) Fpa —6(d, b)

for all such b < n. We prove (b) by contradiction.

y < fl@Nd@y)Fpay<n (f N-conform)
Fpa \/ y==~k (N5)
k=0
I_F'A \/ 6(57 k)
k=0

This contradicts (1) and due to (3) so does Jy < f(@)d(a,y). This concludes the
proof of (b).

_|

Proposition 3.6. Let f be a function in PA defined by the formula 6(Z,y). If f satisfies
one of the conditions

1. the relation given by ¢ is N-conform, or

2. the function f(Z) is g(f1(Z),..., fx(Z)) for N-conform functions g, f1,..., fx,

then f is N-conform.

Proof. 1. Let @ € N" and b = f(a@). Then obviously N |= §(a@, b). Since ¢ is N-conform,
this leads to Fpa d(d,b). On the other hand, since ¢ defines a function, we know

Fpa 3ly(d, y) and hence Fpy f(@) = b.

2. Let @ € N", BN = fN@) for all i € {1,...,k} and b = gN(b) = gN(by,... ).
Therefore, this means fN(@) = b. Moreover, by N-conformity of f; we have Fpy
fi(@) = b; for all . The same argument leads to

Fea £(@) = g(f1(@),- ., (@) = 9(b) = g7 (0) = [(a).

_|

Remark 3.7. The following two methods allow the construction of new N-conform func-
tions from N-conform functions.

(i) If f(x,y) is N-conform, then so is g(u,v) := f(x/v,y/v).
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(ii) If f(x) is N-conform, then so is g(x,y) := f(x).

More formally, the newly constructed formulas are defined by ~(u,v, 2) <> §(z/v,y/u, 2)
respectively v(z,y, z) <> §(z, z), where 0(x,y, z) respectively d(x, z) defines f.

Furthermore, without much effort one can generalize each statement to n-ary functions f,
where in the first case g is obtained by permuting the variables of f for any permutation
m € S, and in the second case g is the result of adding multiple fictional input variables.

Remark 3.8. Using Propositions 3.5 and 3.6 as well as Remark 3.7 one can easily show
that all in the previous chapters newly introduced relations and functions are indeed N-
conform. For this, it suffices to show that all defining formulas are equivalent to formulas
using only bounded quantification. One can show without much effort that the following
relations satisfy

x<y=ps Ir<ylz+r=y),
x|y=par>0A3z <yly=xz),
prime(z) =pp x > 1AVy <z(y |z — (y=1Vy=2x),
coprime(z,y) =pp x > 1Ay > 1AVz<z(z|zAz|y—2z=1).

and similarly for the functions

int_div(z,y) =z2=pa (y=0A2=0)V(y>0A3Ir <ylx=yz+r)),
rest(z,y) = 2=pa (y=0AN2=0)V(y>0Az<yAIds<z(r=ys+z2)),
first(z) = x =pa Jy < z((z,y) = 2),
second(z) = x =pp Jzx < 2((z,y) = 2)

The N-conformity of all other relations and functions are immediate consequences of 3.5,
3.6 and 3.7.

3.2 Encoding finite sequences

The goal of this section is to define a relation in Peano Arithmetic that states that a
given number is the code of a finite sequence and indicate its fundamental properties as
well as operations to concatenate and truncate finite sequences. The following definitions
concerning finite sequences in PA are based on the ones presented in [Boo95].

Definition 3.9. Since the S-function does not produce a unique code, we take shortest
possible code in order to encode finite sequences uniquely as follows:

seq(s) > Vo < first(s)3i < length(s)(B8(x, 1) # (s):),
empty_seq(s) :<> length(s) = 0,
nseq(s) 4> seq(s) A mempty_seq(s).
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Lemma 3.10. Fpy VsVs'((seq(s) Aseq(s’) Alength(s) = length(s') AVi < length(s)((s); =
(s")i) = s=14¢).

Proof. We set T' = {seq(s) A seq(s’) Alength(s) = length(s’) A Vi < length(s)
((s); = (5);} and we need to show T Fpy s = s'. By Lemma 2.44 it is sufficient to prove
T Fpa first(s) = first(s’) which follows by contradiction from the definition of seq. -

We can also cut parts of sequences off and concatenate two sequences.

Lemma 3.11. Fpy VsVEVn(seq(s) Alength(s) = k — 3ls'(seq(s’) Alength(s’) = SEAVI <
k()i = (s)i) A (8)k = ).

Proof. Uniqueness is a consequence of Lemma 3.10. For the existence we use
seq(s),length(s) = k Fpa Jx[B(z, k) = n AVi < k(B(x,1) = (s))] (2.46.1)

which, for T'= {seq(s), length(s) = k, f(z, k) = n AVi < k(B(x,i) = (s);),s = (z,Sk)}
leads to

T Fpa length(s’) = second(s’)
Fpa Vi < k((s); = B(z,1) =

Thus by (3) we obtain
seq(s), length(s) = k Fpa 3s'(length(s') = SEA VI < k((s"); = (s)i) A(s)r =n

()) (s')e = Bz, k) = n.

and hence the Least Number Principle implies the result using the definition of seq. -

Proposition 3.12. The following statements hold:
1. Fpa seq(s) Alength(s) = kAl <k — 3ls'(seq(s") Alength(s") = j AV < 5((5):
= (8)i)),
2. Fpa seq(s) Aseq(s’) Alength(s) = k Alength(s") = k' — 315" (seq(s”) A length(s”)
=k+EAVi<k+k(Gi<k—(s")i=()iNt>k—(5)i=(5)izk)).

The previous proposition allows the introduction of the following two operations on
finite sequences in PA.

Definition 3.13. We define the binary functions (s)<; and s * s’ as

s<j =8 4>(seq(s) Aseq(s') A j <length(s) Alength(s") =5 AVi < j((s): = (s)i))
V (—seq(s) A s’ = 0),
s* s = 5" :>(seq(s) Aseq(s’) Aseq(s”) Alength(s”) = length(s) + length(s")A
Vi < length(s")(i < length(s) — (s"); = (s);) A1 > length(s) — (s");
= (5")i—tengtn(s))) V (seq(s) V —seq(s’) A " = 0).

We note that the first operation allows cutting off at the end of some sequence and the
second one permits two sequences to be concatenated.
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Remark 3.14. One can easily show that * is an associative operation, i.e.
Fpa VsVs'Vs" (seq(s) Aseq(s’) Aseq(s”) = (sxs') x 8" = sx (s x5")).

Therefore, the brackets can be omitted.

Proof of Proposition 3.12. We will leave out all the formal details, since they would make
the proof tedious and less transparent.
1. Obviously, s’ = (first(s), j) satisfies length(s’) = j AVi < j((s'); = (s);) and thus by
the Least Number Principle we can also assume seq(s’). Uniqueness follows from
Lemma 3.10.

2. Again, it is sufficient to show existence. We prove the statement by induction on
k'. In the case that k' = 0, we obviously have that s’ is the empty sequence and we
can thus choose s” to be s. The induction step is a consequence of the induction
hypothesis applied to (s')<x which has length &’ and then by appending the last
value (') using Lemma 3.11.

_|
Lemma 3.15. Fpa Vn3ls(seq(s) Alength(s) =1 A (s)g =n).
Proof. Uniqueness follows directly from Lemma 3.10. For the existence one takes simply

s = (n,1) and applies then the Least Number Principle. =

This allows the definition of sequences consisting of just one element as follows:

Definition 3.16. [n| = s :<> seq(s) A length(s) = 1L A (s)o = n.

By interpreting powers z* as sequences of the form (1,z,...,2"), the -function en-

ables the definition of powers in Peano Arithmetic.

Definition 3.17. We introduce the function
2% =y 14> Is(nseq(s) Alength(s) = Sk A (s)o = 1A Vi < SE((8)si = 2+ (8);) A () = ).

Remark 3.18. The definition of z* is well-defined due to Lemma 3.10. In particular, one
has

(2) Fpa 22 =1, and
(3) Fpa VaVk(25% = o - o).

This can be verified without much effort using induction on k.

It is possible to show in PA that every number has a unique prime decomposition;
however, for our purpose it is enough to consider only primes up to 5, since gbédelization
is only concerned with the primes 2,3 and 5. Note that the fact that these numbers are
primes follows directly from the fact that 2,3 and 5 are primes in N and that the relation
prime is N-conform.
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Lemma 3.19. Fpy 2°-3Y-5° =27 .3 .5 s o= Ay=y Az=2.

Proof. We show by induction on z that
(4) Fpa 2°-3Y.5° =2 .3V .5 s x=2a

holds. By showing the analogue of (4) for y and z and by applying (H.1) one can conclude
the claim. Firstly, we verify

(5) Fpa VyVz(213Y - 57).
Since 2 is prime and because of the tautologies (B.1) and (F.2) it is enough to show
(6) Fpa 213V A 2157

In order to show Fpa 2t 3Y we use induction on y. The case y = 0 is clear and the case
y = 1 as well because 2 is prime. The inductive step is a consequence of

2|3% pa2|3-3Y (3)
Fpa2]3Vv2]3Y (2.26)

since both cases contradict the induction hypothesis. Analogously, one verifies Fpa 2 1 5%.

Therefore we can conclude (6) using (A). Now we consider the induction basis:

20.3Y.5"=2".3" .57 2/ =Sukbpy 3.5 =2-2"-3" .5 (3)
Fpa 2| 3Y 57 (2.22)

which contradicts (5). Therefore using (V4) applied to Lemma 2.6 we obtain the base
case. For the inductive step we set ¢ =Va/(2% -3 - 5* = D U G z') and note

0,257 .3V.5°=2" .3V .57 2/ =Subpy2-2"-3¥ -5 =2.2"-3" .5 (3)
Fpa 27357 =23V .57 (2-10)
Fpa x =u (IH)

Fpa Sz = Su = 2'.

The case 2’ = 0 is already handled in the base case. o

Remark 3.20. Using metainduction, one can easily conclude from Remark 3.18 that

(7) Fraat =gz

n

for all natural numbers n. Using (7) one can show that the power function is N-conform.
For this, suppose a,n € N. Then we obtain

—
Z,

)

3

Fpaad® = a-...a = a”.

All other functions and relations defined in this section are obviously N-conform due to
3.5, 3.6 and 3.7.
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3.3 Godelization of Peano Arithmetic

In a first step, every logical and non-logical symbol ¢ of Peano Arithmetic is assigned a
natural number #(, called Godel number of (. A similar version of gddelization can be

found in [GJ98].

Symbol ¢

Godel number #(

<ELLJ\L<>_I

8
3

2n+1

Secondly, we can encode Lpa-terms and formulas as follows.

Term 7

Godel number #71

0

m’l’b

St

t1 + o
tl * t2

Formula ¢

2
2n+1
oS | gt
oFf+ . gt L ptte
oFt . 3#hL | p#l2

Godel number #p

T — T3
1

Py N by
PV by
P — Py
dxep
YV

OFf= . JHTL . HH#T2
o#~ . 3HY
QFN L 31 | p#Y2
OFV L 31 | pHY2
OFF— . 3#FYL | HHFY2
o#3 | 3w | HHY
OV . 3T | HHY
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In order to encode symbols, terms and formulas within PA, we define
r¢ = ﬂ
for an arbitrary symbol, term or formula . In particular, this definition implies

Remark 3.21. Let t,t1,t5 be terms and ¢, 1 and @9 be formulas. Then we have
1 d l_PA '_xn—l :2ﬂ+la
o Fpy TSt =253 and bpy Tty xty =231 52" for x € {+,},

r—1

4.7 4,71
o Fpy Tty =t"1=27.3"".5""

[ ] I_PA rﬁgpj — 2r_‘j

1 bpa T Oyt =207 317 5% for O € {A,V,—} and
Fpa M Owp ' = ZFQ

.§r
.35 for © € {3,V}.

All statements are immediate consequences of the N-conformity of +,- and the power
function using induction on the construction of terms respectively formulas.

The next step consists in the introduction of new relations that indicate whether some
number is the code of a term, variable or formula.

Definition 3.22. We define
var(v) :>3In(v =2-n+ 1),
c_term(c, t) :¢3nseq(c) A (C)iast = t A VE < length(c) [var((c)x) V (c), = 707
V3i < k3j < k((c)y =283 v (c)p =239 5%
V(e =273 5],
term(t) :<>3c(c_term(c, t)),

equation(e) :<+3t; Ity (term(ty) Aterm(ty) Ae =2 = -3 - 572),

c_formula(c, f) snseq(c) A (C)ast = f A Vk < length(c)(equation((c)x) V Ji < k3j < k
(o) = Zrﬁﬂ _§(C)z‘ V(c)p = Z—/w _§(C)i .Q(C)j V(e)y = 2r\/1 -§(C)i _é(c)jv

() =273 .5 v Jp(var(v) A ((¢), =27 -3 59V (¢)s
_ ZFVT . §1} . Q(C)Z))],

formula(f) :<»>3c(c_formula(c, f)).

The motivation for the above definition is given by
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Lemma 3.23. Let x be a variable, t a term and ¢ a formula in the language Lps. Then
the following statements hold:

1. Fpa var("z7),
2. Fpa term("t7),

3. Fpa formula("¢T).

Proof. For the first statement suppose that x is z,,. Thentpy "27=2n+1=2-n+1 and
hence by (3) we obtain Fpa var("z7). The second claim can be proved using induction on
the construction of the term ¢. The cases that ¢ is a variable or 0 are clear. Let therefore
t = St’ for some term ¢’ which satisfies Fpa term(t'). This implies

c_term(c’,"t'7) Fpa cterm(c * [2°57- 377,257 37

which leads to Fpa term(7¢7) because Fpy "t ="St/7 =25 - 3" by Remark 3.21. The
cases t =11 +to and t = t; - t, have analogous proofs. The third statement can be shown
in a similar way by induction on the construction of ¢. o

Conversely, we have

Lemma 3.24. Let n € N be a natural number. Then we have
1. There exists a variable x such that Fpy var(n) - n="x7,
2. There is a term t with Fpy term(n) — n ="t7,

3. There exists a formula ¢ satisfying Fpa formula(n) — n ="p™.

Proof. Since 2. and 3. can be shown using similar arguments, we omit the proof of the
third statement.

1. Let n € N. We have

n=2r+1kppr<n

Fpa \/ z =k (N5)
k=0

and thus the claim follows from n = 2x 4+ 1,2 = k Fpy n = 2k+ 1 = "2, " using
(N2) and (V1).

2. We show the second statement by induction on n € N. For n = 0 we obviously have
Fpa —term(0) and thus by (Lig) Fpa term(0) — 0 = "¢ for any Lpa-term t. For
the induction step, suppose that n > 0 and that the claim holds for all m < n. We
have to consider each case which appears in the definition of c_term separately. The
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case var(n) is dealt with in 1. and the case n = "0 is trival. The case that the
term encoded by n is a the successor of another term follows from

c_term(c,n),i < length(c),n =25"-39 Fp, ()i <n

Fpa \/ (¢)i =k (N5)

and from

c_term(c,n),i < length(c),n = 25" 39 (¢); = k Fpy term(k)
Fpa term(k) — k="t (IH)
Fpa k="t (MP)

r+7

Fpan=25".3"=rSt" (3.21)
using (3) and (V1). The other two cases follow in the same manner.

_|

Definition 3.25. In order to encode also the logical axioms and the axioms of PA, it is
necessary to godelize first the substitution of terms.

var_in_term(v, t) :<>var(v) A Ic[c_term(c,t) A Fi < length(c)((c); = v)],

r—1

. 3t1 . 5t2

var_in_formula(v, f) :<>3c(c_formula(c, f) A i < length(c)3t,3t2[(c); = 2

A (varin_term(v,t;) V var_in_term(v, t3))],

bound_in_formula(v, f) :<>3c[c_formula(c, f) A If'Fi < length(c)(var_in_formula(v, ')
A(e)i=27"3"5 v () = 273" 51)].

To simplify substitution, we allow the substitution ¢(z/t) only for formulas ¢ where x
and all the variables of ¢ appear only free in ¢. We can thus define

sub_allowed(v, t, f) :»var_in_formula(v, f) A =bound_in_formula(v, f)

AV (var dn_term(v', ) — —bound.in formula(v’, f)),

c_sub_in_term(c, ¢, ¢, v, to, t,t") :+>var(v) A c_term(c, t) A c_term(c”, tg) A c_term(c, t')A
length(c') = length(c) + length(c”) A Vk < length(c”)
(e = (")) ANVE < length(c)((c)y = v —
(C/)length(c”)Jrk =1lo A (V&I'((C)k) A (C)k 7é v — (C/)k =
(c)k) AVi < k((c)z = 2FS—I : 3(0)1 — (C/)length(c”)Jrk = ZFS

.3(0’)1cngth(c~)+¢) ANV < kY] < k((¢); = 27 - 3@t . 5

— (C/)length(c”)Jrk — Zn . §(Cl)length(c”)+i . é(c/)length(c”)-&-]’))’

"

sub_in_term(v, to, t,t') :<>3cI'A" (c_sub_in_term(c, ¢, ", v, to, t, 1)),
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c_sub_in_formula(c, ¢, v, to, f, f') :¢>sub_allowed (v, to, f) A c_formula(c, f) A c_formula(c’, f')
Alength(c¢') = length(c) A Vk < length(c)(VtVt'VsVs'
((e)p =2 ="~ 3" 5" Asub_in_term(v, to, ¢, s)A
sub_in_term(v, to,t’,s") — (') = Zr:1 -3 58/)
Vi< K(p =27 39 5 (=2 3€0)
Vo'V < k((c)p =27 -3V - 59 — (), = 2" - 3
ARV < kY] < k((c)y =27 -39 . 5 — (), =
on . gl .56%‘))7

§ AVn
2" -5

")

sub_in_formula(v, to, f, f’) <333 (c_sub_in_formula(c, ¢, v, to, f, ).

Remark 3.26. One can easily show that the substitution is unique, i.e it does not depend
on the choice of the codes of v, ty and t (respectively f):

1. Fpa sub_in_term(v, to,¢,t') A sub_in_term(v, ¢y, t,t") — t' =1’

2. Fpa sub_in_formula(v, to, f, f') A sub_in_formula(v, to, f, f") — f' = f".

Definition 3.27. Now, we can also encode logical axioms and the axioms of Peano
Arithmetic. For example, we define

axiom_L; () 33" (formula(f') A formula(f") A f = 2= 30 52 733"

)

axiom_Lys(f) :<»3f3f"3Fv3t(sub_in_formula(v, t, f', f YN f =27 -§2m'§v'§f/ 57,

axiom Lig(f) > 3t(term(t) A f =2~ - 3" 5,

(f)
(f)

axiom _PA;(f) :<>f = "Va—(Sz =0)7,
(f)

ind_axiom( f

=333 " JvIr(sub_in_formula(v,”07, f’, f) A sub_in_formula(v,
2 s 31]’ f/, fl//) A ﬁbound,in,formula(v, f/) A f _ ,—21‘_)1 ) §2F/\7,§f//.§r

) 52'_V1‘§'U‘§f/ /\ o 2|_v_l ) 3'[} ) 5Zrﬁ-\.§f/§f///)
Similarly, one can godelize all logical axioms as axiom _Li(f),...,axiom_Lig(f) and the
Peano axioms as axiomPA;(f),...,axiomPAg(f). Furthermore, we define

logical_axiom(f) :<»>axiom_Ly(f) V - -V axiom_Lig(f),
peano_axiom( f) :<»axiom_PA;(f) V - -V axiom_PAg(f) V ind_axiom(f),

axiom(f) :<>logical_axiom(f) V peano_axiom(f).

The next step consists of the encoding of derivation rules and formal proofs.
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Definition 3.28. We introduce the relations
MP(f, f", f) >formula(f) A formula(f) A f" =27"- 3" . 57,

GR(v, f', f) svar(v) A formula(f) A f =27 37 57,

proof(c, ) :3nseq(c) A (st = f A Vk < length(c)[axiom((c);) V Ji < k3j < k
(MP((c)i, (c);, (o)) V 3i < k3v(var(v) A GR((¢)i, v, (0)x))],

provable(f) :<»3c(proof(c, f)).

Lemma 3.29. Let t and ty be two terms, ¢ a formula and x a variable such that the
substitution o(x/tg) is admissible. Then one has

1. Fpa subiin_term("z ™, Tt Tt s) <> s = Tt(x/ty) 7,

2. Fpa sub_in_formula("z 7, ", T f) > f = To(x/te) .

Proof. We only show the first statement. By Remark 3.26 it is enough to show Fpy
sub_in_term("z 7, "ty 1, "¢, "t(x/t)7). For this, we use induction on the construction of
the term t. Firstly, we assume that t is a variable. We have two cases; either t is x or ¢
is some other variable y # x. We consider the first case. We obviously have that ["27] is
already the code of the therm "¢ = "x". Thus we have

c_term(c, to) Fpa cterm(["z7],"z7)
Fpa c_term(c* [Tto 7], "ty ™)
Fpa sub_in_term("z7, Tt T Tt )
by definiton of the predicate sub_in_term. Since x(xz/ty) is obviously the term t,, the
claim holds. The case that t is a variable y # x can be handled in a similar way using

y(z/to) = y.
Now we assume that ¢ is the term St’ for some term ¢’ which already satisfies the
claim. Then the assumption gives
(8) Fpa sub_in_term("a ™, Tto 7, T, T (2 /1) 7).
Hence for v = c_sub_in_term(c/, ¢’ ¢,"x 7, "ty ", "t 7, "t (x /ty) ) we have
o bFpa cterm(c * 2787 3], 7St

Fea (Miast = "t (/)"

Fpa csub_in_term (¢’ % [2°5"- 37, ¢ % [2°5". 3] ¢ Ty T TSE, T (1 /t)7)
since t(z/tg) = S(¥'(x/to)) and thus Fpa Tt(z/te) T = "S(¥'(z/te)) T = 2'S"- 3" @/%)" The
claim is a consequence of (8) using (3). The cases that ¢ is obtained from two other terms
by addition respectively multiplication can be dealt with in a similar way.

For the second statement, note that one has to prove first that if the substitution
o(x/ty) is admissible, then Fpy sub_allowed("z7, "ty ","¢"). Consequently, the proof of

2. can be handled according to the proof of the first assertion.
_|



Chapter 4

The Incompleteness Theorems

Finally, we will be able to prove both the First and the Second Incompleteness Theorems.
The proofs shown here differ from proofs shown in most books such as [Boo95] or [Rau0§]
which use recursion theoretic results, in particular for the verification of the Derivability
Conditions which will be discussed in the third section as a prerquisite for the Second
Incompleteness Theorem.

4.1 The Diagonalization Lemma

Definition 4.1. We can define a binary predicate which states that m encodes the n-th
successor of 0 as follows:

c_succ(c,n, m) :>nseq(c) Alength(c) = Sn A (c)o = "0 AV < n((c)gi = 25" 39
(C)last =1m,
succ(n, m) :<>3c(c_succ(c, n, m)).

Lemma 4.2. For any natural number n € N we have Fpp succ(n,"™n™). In particular,
for any Lpp-formula @, this means Fpa succ(Tp ™, T,

Proof. We show the assertion using metainduction on n. For n = 0 the term 0 is the same
as 0 and we have Fpy nseq([T07) A length([707]) = SO A ([T707])o = "07. This proves
Fpa succ(0,707).

We assume that for some n € N the claim holds. Then we can conclude

csuce(e,n," n),d = c* [Tn+ 17 Fpa length(c') = length(c) +1=Sn+1=S(n+1)

I—n—\

Fpa (C/)last =n+1'= rsﬂj = Zl_s1 3"

Fpa csuce(d,n+1,"n+17).

Definition 4.3. We define the unary function

goen(n) = m 4> Je(succ(n, ¢) A ¢ = m) V =3c(succ(n, c) A c = 0).

42
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The definition is legitimate, since one can easily prove using Lemma 3.10 that Fpp
succ(n, m) Asucc(n,m') — m = m’. In particular, the previous lemma states that for any
Lpa-formula ¢ we have

(1) l_PA goen(rgpj) — FF()O_IT.

Now we can show the so-called Diagonalization Lemma which will be an important
tool for the proof of the incompleteness theorems.

Theorem 4.4 (Diagonalization Lemma). Let ¢(xo) be an Lpp-formula with one free
variable. Then there exists a closed Lpa-formula o such that o =pa (/"0 7).

Proof. We define () = Vy(sub_in_formula("27, goen(z), z,y) — ¢(z0/y)) and
o = (x/"7). This implies

o =pa Vy(sub_in_formula("z7, goen("¢ ™), "7 y) = w(x0/y))

=pa Vy(sub_in_formula("z7, "7 T y) — o(x0/y)) (1)
=pa VY(y = "¢ (/") = o(z0/y)) (3.29)
=pa p(xo/ P(x/TP)7)

=pa p(xo/T0 ).

4.2 The First Incompleteness Theorem

In order to show Peano Arithmetic to be incomplete, we introduce a relation which for
inputs of the form "' where ¢ is an Lpa-formula, states that if ¢ is provable, then there
exists a shorter proof of its negation. This idea is called “Rosser’s Trick” and was first
used by B. Rosser in [Ros36].

Definition 4.5. We define

proof(z, y) ¢+ proof(z, y) A =3z < w(proof(z,2 - 3%)) and
0%y < Jz(proof(z, y /7))

for an arbitrary Lpa-formula .

Proposition 4.6. Let ¢ be any closed Lpa-formula. Then one has
1. If bpa ¢, then there exists n € N such that Fpa proof(n,"¢™).

2. If ¥pa @, then Fpa —proof(n,¢7) for alln € N.
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Proof.

1. Suppose that Fps ¢ holds. Then there exists n € N such that there is a sequence of
formulas ¢y, ..., @, which is a formal proof of ¢ and there is no shorter proof of .
We will prove by induction on n that there exists some k such that proof(k, ¢™).
If n = 0, then ¢ is an axiom. As in Lemma 3.23 one can easily show that if ¢ is
an axiom, then Fpy axiom("¢ 7). Thus we have Fpy proof(["¢7],"¢ ") and since the
function [.] is N-conform, the induction basis holds.

We assume that the assertion holds for all formulas having a proof of length < n,
where n > 0. Since n is the minimal length of a proof of ¢, ¢ is not an axiom.

e Suppose that there are 7,5 < n such that ¢; is ¢; — ¢. We obviously
have that Fpsy ¢; and Fpy ¢; — ;. Hence there exist k,l € N satisfy-
ing Fpa proof(k, ;") and Fpa proof(l,"¢; — 7). Moreover, it holds that
Fpa MP("p; 1, T — ¢ 1,7 ¢ ). Consequently, we get

Fpa proof(k L+ [T, ™)
which implies the assertion due to N-conformity of all occurring functions (i.e.

of *,[.], - and powers).

e Let i < nsuch that ¢ is Vxp; for some variable . Thus Fpy ; and by induction
hypothesis there exists k& € N such that Fpy proof(k,"¢;"). By Lemma 3.23
we get Fpa var("z7) and thus

Fpa proof(k « [T ],z ™, ")
from which we can conclude the claim as in the previous case.

2. We show by metainduction on n € N that if ¥py ¢ for an Lpa-formula ¢, then
Fpa —proof(n,"¢7). The case n = 0 is obvious, since 0 is the empty sequence.
Suppose now that n > 0 and that the assumption holds for any natural number
< n. Let ¢ be an arbitrary Lps-formula with ¥py ¢. We will show the statement
by contradiction.

Firstly, note that as in Lemma 3.24 one can show that for all m € N there exists an
axiom 1) such that

Fpa axiom(m) — m ="y
In particular, for m = #¢ this means
(2) Fpa axiom (") — T ="y

for some axiom 1. However, due to Fpa ¢, ¢ cannot be an axiom and thus ¢ and
) are distinct formulas. Hence #¢ # #1 and (N3) yields thus Fpy "7 # "7 To
sum up, by contradiction (2) implies Fpy —axiom("¢™7).
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Secondly, we assume that the code of ¢ is obtained form the code of two other
formulas using (MP).

Fpa (n); <nA(n); <n
(3) Fea (\/ ()i = k) A (\/ (n); = 1). (N5)

Now suppose k € {0,...,n—1}. Due to Lemma 3.24 there is a formula ¢ satsifying
(4) Fpa formula(k) — k="¢".
This leads to

proof(n, "¢ ™), MP((n);, (n);,"¢"), (n); = k Fpa formula(k)

Fpa formula(k) — k = "¢ (4)
Fpa (n)i =k="9" (MP)
Fpa (n); ="1Y — ¢ (3.21)
(5) Fpa proof((n)<i,"¢™)
(6) Fpa proof((n)<;, "¢ — ¢7).

As a result of ¥pa  we obviously have either Fpa ¢ or Fpa 1) — @, since otherwise
using (MP) also ¢ would be provable. On the other hand, ¥#ps 1 contradicts (5) and
the second option contradicts (6) as a consequence of the N-conformity of the trunca-
tion function (s).; and the induction hypothesis. Due to the fact that k was arbitrar-
ily chosen and using (3) and (V1), the possibility proof(n, ¢™), MP((n);, (n);,"¢")
can be dismissed. Using similar arguments, one can show that the assumption
proof(n, "¢ ™), GR(v, (n);,"¢7) leads to a contradiction as well. Therefore, due to
(V1) and (4) we can conclude Fpy —proof(n, "¢™7).

_|
Remark 4.7. Alternatively, one could show that all relations defined in Definitions 3.22,
3.25, 3.27 and 3.28 (except the relation provable) are N-conform. Then the proof of
Proposition 4.6 is trivial. Nonetheless, e.g. showing that the relations term and formula

are equivalent to formulas using only bounded quantification is nontrivial. An upper
bound of term can be found in [Boo95].

Theorem 4.8. If PA is consistent, then it is incomplete.

Proof. We apply the Diagonalization Lemma to the formula —3z(proof”(z, %)) in order
to obtain a closed Lpa-formula o with

(7) 0 =pa -0fs
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which leads to
(8) o =pa V[proof(z,"¢7) — Iz < z(proof(z," =0 )]

due to (A) and (K.1). We would like to show that ¥ps o and Fpp —0o.

By contradiction, we assume that Fpy 0. Then by Proposition 4.6 there exists a
natural number n € N encoding a proof of o, i.e. Fpy proof(n,”¢™). Moreover, (8) and
(MP) yield tps 32 < n(proof(z,"—=¢7)). Furthermore, as a consequence of (N5) we obtain

9) Fpa \/ proof(k,"—c ™).
k=0

On the other hand, since PA is consistent, we have ¥py —o and hence by 4.6 also Fpy
—proof(k," o) for all k£ € N. Due to the fact that this contradicts (9), we get Fpap 0.

Secondly, suppose that Fpy -0 holds. Again, we can apply Proposition 4.6 to find
some n € N with

(10) Fpa proof(n, o).
Moreover, (7) and (A) imply
Fpa Jz(proof(z, "o ) A =3z < x(proof(z, =0 ))).

Hence we get

proof(z,"0 ") A =3z < z(proof(z," =0 7)) Fpa n >z (10)
n—1
Fpa \/ 2=k (N5)
k=0
n—1
(11) Fpa \/ proof(k, o).
k=0

However, ¥ps o implies that Fps —proof(k, "o ) for all k£ € N which contradicts (11). To
sum up, we can conclude ¥pa o as well as ¥pay —o which means that PA is incomplete. -

Corollary 4.9 (First Incompleteness Theorem). Any consistent theory given by finitely
many axioms resp. axiom schemas containig PA is incomplete.

Proof. Let T be an extension of PA which is given by finitely many axioms resp. axiom
schemas. Since for the language of T" we have L7 O Lpp we have that all previously
introduced functions and relations can be defined in 7" as well. Furthermore, all sentences
which are provable in PA are also provable in 7. We modify only the relation proof and
include the godelization of all finitely many axiom schemas of T" which do not form part
of Peano Arithmetic. Then the incompleteness of T" is shown as in the proof of Theorem
4.8. -
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4.3 The Derivability Conditions

Notation. We abbreviate the definition given for the predicate that states that a Lpa-
formula ¢ is provable by
O <> provable("¢™).

In order to prove the second incompleteness theorem, we need to prove the following
three so-called Derivability Conditions (stated by Hilbert, Bernays and Lob):

(D1) Fpa ¢ = Fpa Oy,
(D2) Fpa O(p — ) — (Op — O),
(D3) Fpa Op — O0¢p.

In most proofs of (D1)-(D3), recursion theory is used; here, however, we will show
a proof that does not make use of any recursion theoretic results. Note that (D1) is
an immediate result of Proposition 4.6. However, it is also possible to show (D1) as a
consequence of (D2). We will thus include an alternative proof of the first Derivability
Condition.

Proof of (D2). We show the equivalent statement Oy, O(¢ — 1) Fpa 0. We have
proof(c, "), proof(¢/, " — 47, &' = c-x ¢ % [ Fpa n5eq(e”) A (ase = 47

and we have to verify that ¢’ is indeed the code of a proof of 1. We define thus
T = {proof(c,"¢7), proof(d,"p — ¥7)," = c* = [T, length(c) = [,length(c’) =
',k < length(c”)} and we have to show
T,k <l+1+1tpyaxiom((c")y) VvV Ii < kIj < k(MP(("), ("), (i) V Ti < kFv
(var(v) A GR((¢)i, v, (¢)r)).

The cases k < [ and the cases | < k < I’ are obvious by construction of ¢’. For the last
case, we note

Tok=1+1Fpa (= (ast = "7

Fpa ()1 = (C)last = "¢

S

Fpa (g1 = (st =" > 7 =27"-3%.5" (3.21)
Fpa MP((¢")i-1, (¢")i4r-1, (¢")r).-
To sum up, we obtain
proof(c, "), proof(c’, "¢ — ) Fpa proof(c* ¢ * T TpT)
which implies using (Ly3) and (3) finally Op, O(p — 1) Fpa 0. =

Lemma 4.10. If ¢ is an Lpp-formula and = is a variable, then

Fpa Op — O(Vxyp).
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Proof. By (DT), we can show the equivalent statement Oy Fpay O(Vzp). We have
proof(c,"¢7),c = c* Vo] Fpa nseq(c’) A (Niast = "V,
As in the proof of (D2), one can verify that ¢ encodes a proof of Vxp indeed. o

Alternative Proof of (D1). Let ¢ be an Lps-formula satisfying Fps . Then there exists
a finite sequence of Lpa-formulas ¢y, ..., ¢, such that ¢, is ¢. We prove the statement
by induction over the length n of the proof of ¢. For n = 0 the proof consists of only one
formula, thus ¢ is an axiom. This means that Fpa axiom("¢ ") and hence ["¢ 7| is already
the code of a proof of p. Therefore, we can conclude Fpy Ogp.

In order to prove the induction step, we assume that n > 0 and Fpy Ogp; for all i < n.
There are three possibilities:

1. ¢ is a logical axiom or an axiom of Peano Arithmetic;

2. There exist ¢ < n and j < n such that ¢ is obtained from ¢; and ¢; using Modus
Ponens, i.e. ¢; is ¢; — ¢;

3. There exists ¢ < n such that ¢ is obtained from ; using the generalization rule, i.e.
@ is Vxp; for some variable x.

The first possibility corresponds to the base case. In the second case, we can apply (D2).

Fpa Oy; (TH)
Fpa O(0i = ) (IH)
Fpa O(p; = ) = (Bp; = Op) (D2)
Fpa Op; — Op (MP)
Fpa Ue. (MP)

For the third case, we make use of Lemma 4.10.

Fpa Op; (IH)
Fpa DOy — Oy (4.10)
l_pA D(p. (MP)

_|

Corollary 4.11. Let ¢ and ¥ be arbitrary sentences in Lpp. If o =pa ¥, then
D(p =PA D’l?Z)

Proof. Suppose that ¢ =py ¢. This implies

Fpa @ — ¥ (+)
Fpa O(p — 1) (D1)
Fpa O( = ¢) = (Bp — OY) (D2)
Fpa Op — 0. (MP)

In a similar manner, one shows Fpy 09 — Op concluding the claim. o
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Corollary 4.12. Let ¢ and ¥ be any two Lpa-formulas. Then
Fpa Op A Ot <> O(p A ).
Proof. The first direction follows from

Op A Oy Fppy Op
Fpa O
Fpa ¥ = (0 = (¢ = ¢))
Fpa O — (9 = (¢ = ¥))
Fpa O(Y = (¢ = (¢ = ¥)) = (OY — O(p = ¢ A D))
Fpa O — O(p = 9 A )
Fpa O(p = @ A1)
Fpa O(0 = o AY) = (Op = D(p Ay))
Fpa Op — O(p Av)
Fpa O(p AY)

by applying the deduction theorem.
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For the second direction, by symmetry and using (A), it is enough to show Fps O(¢ A

1) — Ogp. We note that "p AT is 2 -3¢ . 5¢".

proof(c, "o A1p7) Fpa Ly_axiom(2 7 -3 ¥ .5 9)
Fpa MP(Tp A97,2 7039059 M)
pa proof(c * [2“—>1 A ,QFW] % [T, ")
Fpa Oep.

Hence (3) and (DT) imply Fpa O(p A ) — Op.
Lemma 4.13. The following statements hold:
1. Fpa Yo(var(v) — O(var(v)),
2. Fpa Vi(term(t) — Oterm(t)),

3. Fpa Vf(formula(f) — Oformula(f)).
Proof.
1. For the first statement we note

Fpa var(2n + 1)
Fpa O(var(2n + 1))

(D1)

which implies v = 2n + 1 Fpy O(var(v)). The claim is then a consequence of (3).
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2. The idea is to use induction on the length of the sequence that defines ¢t as a term.
We set ¢(l) = Vcevt(c_term(c, t) Alength(c) = | — Oterm(¢)) and by (DT) and (3)
it is sufficient to prove Fpa Vip(l) using strong induction.

For [ = 0 we obtain that ¢ is the empty sequence and hence the statement is trivial.
The case | = 1 means that the sequence encoded by ¢ consists only of the single
element ¢. Thus there are only the possibilities ¢ = "07 and var(¢). Therefore,
it suffices to show ¢t = "0 Fpy Oterm(t) and var(t) Fpa Oterm(t). Both cases
are obvious, since Fpy term("07) and Fpy term(2n + 1) and thus by (D1) also
Fpa Oterm(™07) repectively Fpy Oterm(2n + 1).

We show the induction step. By definition of the predicate c_term we have

"0V 3 < k3j < k((c)p =25 §<>
() =239 .50 v (¢), =
. 3 .5(0)1)].

VI' < lp(l'), c_term(c, t) Alength(c) = I Fpa (C)iast = t AVE < I[var((c)g) V (), =

Thus we can distinguish between five cases for t = (c¢);—1; the cases var(t) and
t ="0" are clear by the base case. For the sake of simplicity, we will only consider
the case i <1 — 1(t = 2’8" -Q(C)i). Firstly, we note

c_term(d, '), t = 25" 3" Fpy c_term(d  [t], )
Fpa term(t).

Using (3) and (DT) this leads to

Fpa term(t') — term(2'S" - 3%)
Fpa O(term(t') — term(2°S"- 3%)) (D1)
Fpa O(term(t') — term(2'5"- 3)) — (Oterm(t') — Oterm(2'5" - 3%)) (D2)

and therefore by Modus Ponens we obtain

(12) Fpa Oterm (') — Oterm(2°S" - 3%).

We set T = {VI' < lp(l),cterm(c,t) Alength(c) = 1,i <1 —1At=25".30:},

T Fpa cterm(ccs;, (€)i)
Fpa length(ces) =Si<l—1<1

Fpa Oterm((c);) (1H)
Fpa Oterm((c);) — Oterm(¢) (12)
Fpa Oterm(t). (MP)

Using (3) and strong induction, the first statement follows.
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3. The proof of 3. is omitted since it uses similar arguments as the proof of the second
statement.

_|

Proof of (D3). The proof of (D3) uses the same ideas as the proof of Lemma 4.13. We
define ¥ (1) = V¢V f(proof(c, f) A length(c) = | — O(provable(f)). If we show that Fpa
Vi1 (1) holds, we can conclude (D3) by substituting "¢ for f. To achieve this, we apply
strong induction.

The case [ = 0 is trivial. For [ = 1 the sequence ¢ encoding a proof of f consists only
of (¢)o = (¢)ast = f and thus we have either logical_axiom(f) or peano_axiom(f). Each
case consists of multiple cases with similar proofs, and thus we will only consider the case
axiom_Lj(f) and prove Fpa axiom_L;(f) — Oprovable(f). We define T" = {formula(f") A

formula(f”) A f _ 2r_>1 . §f/ ) ézr*ﬂéf”'éf/}' Then

T FpaO(formula(f”)) (4.13)
FpaO(formula( f”)) (4.13)
Fpa2 7. 30 52 s gt g g2 el s (Luo)
oaD(2 3 5 g g ‘ézujﬁfuéf/) o)
Fpa D (formula(f') A formula(f”) A2 =" - 37 52 s

=92 ~".3f .ézr_”-éf”-éf/> (4.12)

FpaO(logical axiom(f)).

Due to Fpa logical_axiom(f) — provable(f) we obtain with (D1) Fpa O(logical axiom(f)
— provable(f)) and thus using (D2) Fpa O(logical_axiom(f)) — O(provable(f)). All in
all, this implies using (MP), (3) and (DT) that Fpa logical axiom(f) — O(provable(f))
is satisfied.

For the induction step we use

VI' < [Y(1"), proof(c, ) Alength(c) = Fpa(c)iast = f A VE < l[axiom((c)g) V Fi < k
35 < k(MP((¢);, (¢);, (¢)r)) V Fi < k3Fv(var(v)
A GR((C)Z'7 v, (C>k))]

The case that f is the code of a logical axiom or of an axiom of Peano Arithmetic is
already handled in the base case. For the case that the formula encoded by f is obtained
from two other formulas using Modus Ponens, we note

proof(¢, ), proof(¢”, ), f" = 27" 37" . 57 Fpy proof(d * ¢ * [f], f)
Fpa provable(f).
Therefore, we obtain using (3) and (DT)
Fpa provable(f) A provable(2 =" - 37" . 57) — provable(f)
Fpa O(provable(f’) A provable(2 =" - 37" . 5) — provable(f)) (D1)
Fpa O(provable( ') A provable(2 =" - 37" . 57)) — O(provable(f)). (D2, MP)
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Therefore, using Corollary 4.12 and the substitution theorem we can derive
(13) Fpa O(provable(f)) A O(provable(2 =" - 37 - 57)) — O(provable(f)).

We define T" ={VI' < l3p(I'), proof(c, f),length(c) =1,i < 1—1,5 <1—=1,MP((c);, (¢);, )}
and get

T bpa () =273 .5/

Fpa proof(ccsi, (¢);) Alength(ces;)) =Si <l —1<1

Fpa O(provable((c);) (IH)
Fpa O(provable((c),) (analogous)
o O(provable((c):)) A D(provable(2 =" 3 - 57)) ()
Fpa (O(provable((c);)) A O(provable(2 " - 3 . 57))) — DO(provable(f)) (13)
Fpa O(provable(f)). (MP)

The last possibility is that the formula encoded by f is obtained from another formula
using the generalization rule. We have

proof(c, f'),var(v), f = 27" - 3" - 57 Fpy proof(c * [f], f)
Fpa provable(f)

which implies

Fpa provable( ') A var(v) — provable(2™" - 3" . 57)
and hence in a similar way as above (using (D1) and (D2))
(14) Fpa O(provable(f')) A O(var(v)) — O(provable(f)).

We set T" ={VI' < l3yp(I'), proof(c, f),length(c) = [,i < I—1,var(v), GR((¢);, v, f)}. Then
the following holds:

T" Fpa proof(ces;, (¢);) Alength(cs;) = Si < 1

Fpa O(provable((c);)) (1H)
Fpa O(var(v)) (4.13)
Fpa O(provable((c);)) A O(var(v)) (N)
Fpa O(provable(f)). (14)
Therefore, using (3) and proof by cases, we obtain the induction step. .

4.4 The Second Incompleteness Theorem

At last, we are able to prove the Second Incompleteness Theorem. A slightly different
proof can be encountered in [Rau08]. As a last prerequisite for the Second Incompleteness,
we need to formalize the notion of consistency.
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Definition 4.14. We define the formula
COIlpA = _\DJ_,
where | is a contradiction of the form 1 = a A —« for some sentence «.

Remark 4.15. The formula Conp, is well-defined: Assume that o and 5 are two sentences
in Lps. Then we have by (L) that a A ~a = S A = and thus the claim is a consequence
of Corollary 4.11.

Theorem 4.16. If PA is consistent, then Fps Conpy.

Proof. Using the Diagonalization Lemma 4.4 we can find a closed Lpa-formula o satisfying
(15) o =px —Oo.

We assume that Fpy Conpa holds. Since 0 A =0 =pa o A Oo due to (15) and (A), the
assumption is equivalent to

Fpa —0O(o A Oo)
(16) Fpa (00 A OOo). (4.12)

As a consequence of (D3), (A) and the Deduction Theorem, we have Fpy Oo — Oo AOOo
and thus using (L3) we obtain

(17) Oc =px Do A OO0,
To sum up, (16) and (17) imply

}_PA —-Uo
(18) tpa O(=O0). (D1)

On the other hand, we have =O¢ =ps —0(=00) due to (15) which obviously contradicts
the consistency of PA because of (18). Hence ¥py Conpy. =

Corollary 4.17 (Second Incompleteness Theorem). Let T' O PA be an extension of PA
which is given by finitely many axioms resp. axiom schemas. As in the case of PA one
can godelize T and in particular, one can introduce a relation Congr in the same way as
in PA. If T is consistent, then we have Fpp Conr.



Chapter 5

Presburger Arithmetic

5.1 Basic number theory in Presburger Arithmetic

The Presburger Arithmetic was introduced by Mojzesz Presburger in [Pre29] after whom
it is named. It consists of the axioms of Peano Arithmetic which are not concerned with

multiplication.

Definition 5.1. The Presburger Arithmtic (Pres) consists of the following axioms in the
language Lpres = {0, S, +}:

(PA,) Va(Sz # 0),

(PAy) VaVy(Sz =Sy — x =y),
(PA3) Va(z+0 =),

(PAy) VaVy(z + Sy = S(z +y)).

If o =¢(z,y) is an Lpes-formula with free(¢) = {z,vo, ..., yn}, we denote by (I,) the
following axiom schema, called the induction schema:

vip(0, ) AV (g, §) = ¢(Sz, 7)) = Vap(s, )]
Convention. From now on, we will use the convention that = means =p,es.

We can prove all standard results of arithmetic concerning addition and < resprec-
tively <, but not multiplication, in the same way as in PA.

Presburger originally axiomatized the theory in a distinct manner; in particular, he
renounced the induction axiom and allowed also the existence of negative numbers and
hence subtraction by the axiom Fp,e VaVy3z(x 4+ z = y).

As in Peano Arithmetic, we are able to define the natural numbers

n=S...S0
——

o4
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for any n € N.

Due to the completeness of Presburger Arithmetic (which will be shown in the subse-
quent sections), it is clear that it is impossible to define multiplication using addition and
the successor function. However, it is possible to define the multiplication with a natural
number of the form n,n € N:

Definition 5.2. We define0-z=0andn+1-z=n-x+ z for any n € N and for any

variable . Concretely, this meansn-z =z +--- + .
———

n
For the sake of simplicity, we usually write nx instead of n - x.

Remark 5.3. As in the case of Peano Arithmetic, one can show that the properties stated

in Proposition 3.1 hold. Note that the proof of (N2) shown in 3.1 can be realized in the

same way for the definition of multiplication with natural numbers presented in 5.2.
Furthermore, for m,n € N one has the associative as well as the distributive laws:

(1) Fpres YaVy(n(z +y) = n + ny) and Fpres VaVy(n(r — y) = ne — ny),
(2) Fpres V2 (m + ne = ma + nx) and Fpes Vo(m — ne = mzx — nx), if m > n,

(3) Fpres Vz(mnz = m - (nx)).

Proof. In order to prove (1), we use metainduction on n € N. The case n = 0 is trivial.
The induction step is a result of

n(r+y) =nr+nybpes nt+1(x+y) =n(@+y) + (x+y) = (2 +ny) + (v +y)
=nzr+z)+(ny+y)=nt+ler+n+ly.

The second property follows from the first one using Fpes n(x —y)+ny = n((x—y)+y) =
nz. The equations (2) and (3) can be verified similarly by induction on m. .

Remark 5.4. An easy consequence of (N1) is that for m,n € N with m > n we have
Fpres M —n +n = (m —n) +n = m, hence we get the N-conformity of —, i.e.

(4) Fpres M —n = m — n.
Lemma 5.5. For all natural numbers n > 1 we have

1. Fpres VoVy(nr = ny <> x = y),

2. Fpres VZVy(nz < ny <> x < y).

Proof. Since both statements can be shown similarly, we omit the proof of 2. For 1. we
prove the the direction (—) by cases using Fpyes V2Vy(x <y Va =y V y > z) and hence
by (V4) and symmetry it is sufficient to show

(5) nr=ny,r <y |_l:’res €.
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For this, we have to show first using metainduction that
(6) T < Yy I_Pres nr < ny.

The case n = 1 is obvious. For the induction step we assume that © < y Fpyes nx < ny is
satisfied.

I<y}_Pres ﬂ$<ﬂy
Fpresn+lr=nr+x <ny+y=n+ly.

Therefore (6) holds and hence so does (5). The second direction can be shown easily using
metainduction. -

Definition 5.6. For n € N, n > 2, we define
r=,y ¢ Jznz+r=yVnz+y=ux).

We call formulas of the form x =,, y congruences.
Lemma 5.7. Let n > 2 be a natural number. Then one has

1. Fpres Va(x =, ),

2. Fpres V2VY(T =5 y > y =, T),

3. NaVyYz(x =, y Ny =, 2 = & =, 2).
Proof. All proofs are straightforward and follow immediately from the definition. -

Lemma 5.8. Let n > 2 be a natural number. Then
Fpres VEVYVz(z =, y > x4+ 2 =, y + 2).

Proof. For both directions, we can use (3) and (V1) and prove each case in the definition
of congruences separately. Thus we need to show

nu+xr=ykpesr+z=,y+2
NWA+T+2=y+2Fpres T =, Y.

Both statements are shown easily using basic results from Peano Arithmetic (which do
not involve multiplication). .

n—1

Lemma 5.9. For any n € N such that n > 2, we have Fps VeIy(\/ (ny + k = z)).
k=0
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Proof. Let n > 2 be a natural number. We show the assertion using induction on x. The
base case is clearly satisfied for y = 0 and k& = 0 by applying (Lg) respectively (L7) n —1
times. For the induction step, we show using (V1)

n—1

(7) ny+k =2 Fppes Elz(\/(ﬂz—i-é:Sx)).
1=0
We distinguish between two cases, each of which implies (7) using (Lg) respectively (Lz)
multiple times. Firstly, we have
ﬂy+E:x7E<n_1l_Presk+1:E+l n—1
l_Presﬂy+k+1 :Qy_‘_k_‘_l:x_'_lzsx

IN

By (N3) and (N4) we know that £ < n — 1, hence the first case follows. Now, since
k <n —1, the case k > n — 1 is equivalent to £ = n — 1 (and thus kK = n — 1), again by
(N4). Moreover,

ﬂy+E=w,E=n—1Fpres@-Sy+Q=ﬂ(y+l)Qny+n=ny+k+1

—my+k+1l=v+1=8z

Hence we can conclude the induction step. .

Remark 5.10. In particular, the previous lemma shows

n—1

l_Pres V.CE \/ (.2? =n E)

k=0

for an arbitrary natural number n > 2.

Lemma 5.11. Let n € N such that n > 2. Then
n—1

}_Pres VxVy(—'(x =n y) A \/ (l’ + E =n y))
k=1

Proof. We show the assertion by induction on .

e We consider the case x = 0. For (—), we note that Lemma 5.9 implies

n—1

FPres Hw(\/ (nw+k =vy)).

k=0

Using (V1), it is enough to show for all 1 <1 <n — 1 that one has

n—1

(8) (0=, y), 0w =y Fpres \/ (k=0 ),
k=1
n—1

9) (0= y),nw + L=y bpes \/ (k=0 ).

k=1
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Condition (8) follows from (L) due to nw = y Fpres 0 =, y and (9) holds because
of nw+1= Yy Fpres [ =n Y.

The second direction is also shown by contradiction with the help of (V1). Let
1<k <n-—1. Then we have

E =n Y, 0 =n Y }_Pres E =n 0 (57)
FPres ElZ(ﬂZ +k=0VEk= QZ)

This leads to a contradiction, since nz + k
k = 0V k > n which contradicts 1 k

0 l_Pres E = 0 and E = nz l_Pres
K n — 1 by
E =nlY |_Pres _‘<O =n y)

1 by (N4). Thus we obtain

IA I

e For the induction step we consider the case y = 0 and y > 1 separately; the first
case is similar to the base case and can thus be omitted. Let

n—1
T={Vy(~(z=,y) ¢ \/(@+k=,y)),y>1}
k=1
Then we have
T |_Pres Sz =n Y T =, Yy — l (57>
I_Pres _\(SiL' =n y) <~ _\(.Z' =n Y — l) (B2)
n—1
I_Pres —|(.T Eny_l) ~ \/($+E5n y_l>
k=1
l_Pres-T‘{'EEny_lex_l'EEny (57)
n—1 n—1
Fpres \/ (t+k=ny—1) < \/(Sz+k=,y) (H.2)
k=1 k=1
n—1
Fpres (ST =5 y) < \/ (Sz +k =, y) (D.4)
k=1

which concludes the proof.

5.2 Equations and congruences in Presburger Arith-
metic

In order to prove the completeness of Presburger Arithmetic, we need some general state-
ments about equations and congruences and their negations. We will then apply these
results in the next section in order to eliminate all quantifiers and thus conclude that all
closed formulas in Lp,e are decidable.

Notation. We denote equations and congruences as ground statements.
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Lemma 5.12. The following statements hold:

1. Let = € {=,#4} U{=,|n € N,n > 2}. Then we have
Fpres VWOVZVYVZ(w =z Ay R 2w =2 Ay+w=z+x).

2. Letn > 2 be a natural number. Then we have
Fpres VWOVZYYVYy(w =, ANy =, 2 0w =, 2 Ay +w =, 2+ ).

Proof.

1. Since all three cases are proved in the same manner, we will only consider the first
one. Using (+») we show each direction separately. Firstly, we have

w=xANy=zbpesytw=z+2x (Lig)
Fpres W =T Ay +w =2+ x. (N)

The second direction is a result of

w=sANytw=z+rtpesy+(w+z)=y+w)+r=Y+w) +w
=(z+w)+z=2+(w+2x)
Fpres Y = 2
Fpres W =2 AY = 2.

2. The proof essentially follows from Lemma 5.8 using the same arguments as above.

_|

Lemma 5.13. Any equation in Lp.es containing the variable x is equivalent to an equation
of the form nx +t = s for Lpyes-terms t and s with x ¢ var(t) U var(s) and n € N.

Proof. Let t be any Lp.s-term. We will prove by induction on the construction of terms
that t ~ nz + s for some n € N and a term s with x ¢ var(z).

o If tis x, then t ~ 1z + 0. If £ is y for some other variable y, then t ~ 0z + y. In
both cases, the desired condition is fulfilled.

e Let t be S(nx + s) with n € N and x ¢ var(s). Then t ~ nx + Ss.

e Let t be (nx+s)+ (n'z+ ') with n,n’ € N and = ¢ var(s) Uvar(s’). Then we have
that t ~ (n+n/)x+ (s+ ') ~n+n'v + (s+ ) and x ¢ var(s + ¢').

Let now ¢t = t' be an equation in Lp,s. Then, by what we have shown above, we can
write the equation equivalently as nx + s = n’x + s’. Without loss of generality, we may
assume that n > n’. Then (N3) and (N4) imply Fp,es n > n’. Thus using (2) we obtain
that (t =t) = ((nx —nz)+t=s)=(n—na+t=ys). .
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Remark 5.14. Similarly, one can prove that every congruence in Lp,e is equivalent to a
congruence of the form mx +t =, s for n,m € N with n,m > 2 and for Lp,-terms t and
s with o ¢ var(t) U var(s). We call such equations and congruences to be in z-normal
form.

Lemma 5.15. Let a be an equation in x-normal form nx +t = s. Then for any m €
N\{0} such that n|m we have o = (mx +t' = §') for some Lpes-terms t', s that do not
contain the variable x.

Proof. Let k € N such that kn = m and let 8 be the equation mx + kt = ks’. Then [ is
also in z-normal form and Lemma 5.5 implies that a = . o

Lemma 5.16. Let a denote the congruence nx+t =,, s in x-normal form. Then for any
k € N s.t. mlk, « is equivalent to congruences in x-normal form of the type n'x +t' = s’
and kx +t' =, s".

Proof. By multiplication with £ (respectively with £) and (3) it is enough to prove the
more general statement - B

(10) t =, s is equivalent to mt =,,,, ms.

To prove this, we use (V1) and prove for both directions (by symmetry) only one of the
two cases in the definition of congruences.
The first direction follows then from

3) )

ne +1t =5 bpes mnx +mt = m - nx + mt = m(nx +t) = ms

Fpres Mt =y mS

and (3). The second direction is again a consequence of (3), this time in combination
with

€] (

=

mnx +mt = ms Fpres m(nx +t) = m - nx +mt = mnr + mt = ms
Fpres NT +1 =5 (5.5)
Fpres t =n S.

Therefore we have verified (10) and the claim holds. =

Lemma 5.17. Let nx+t =, s be a congruence in x-normal form. Then Jz(nx+1t =, )
is equivalent to t = s, where k = ged(m,n).

Proof. Let m/,n’ € N such that km’ = m and kn’ = n. We will show each direction
separately.

1. The first direction is simple. We have to consider two cases (by the definition of
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congruence) but since both can be shown similarly, we only consider the first one.

My + 0t At = 5 Fpres K(m'y +0/2) +t L komly + k- +t 2 km'y + ko' +t
=my+nz =s

l_Pres t =k S.

2. The second direction requires more work. We know that m’ and n’ are coprime,
hence there exist a,b € N such that n’'a = m'b + 1 (or n'a + 1 = m’b, but we
will only consider the first possibility). Again, we have either Jz(kz + ¢ = s) or
Jx(t = kx + s) and without loss of generality we assume the first statement. Then

ky+t=stpess=1-ky+t=n'a—m'b-ky+t=na—mb-y+t (3)
=nay —mby+t=n-ay—m-by+t (2, 3)
Fpresn-ay +t=m-by+s
Fpres 3x(nz +t =, s).

_|

Lemma 5.18. Let a be a ground statement or a negated equation. Then there exists a
ground statement o with x ¢ var(a’) such that Jxa = .

Proof. We can assume « to be in z-normal form. We have to consider the following three
cases.

e If o is the equation nx +t = s, then Jza = (t =, s) which is again a ground
statement.

e Suppose that « is the negated equation =(nz + ¢ = s). Then we obviously have
Fpres 3z and hence Jza = (0 = 0).

e Lastly, we assume that « is the congruence nx +t =,, s. Then by 5.17, dza is
equivalent to a congruence.

_|

Lemma 5.19. Let a and 3 be either two ground statements or an equation and a negated
equation, and let x be a variable. Then there exist ground statements (or an equation and
a negated equation) o and B' such that x ¢ var(f') and a AN =da' NG

Proof. Let a = (nx+t =1 s) and = (n'x+ 1t =~ §') where =1, € {=,#}U{=,| m €
N, m > 2} satisfy the conditions specified above. In the cases that not both o and 3 are
congruences, due to 5.15 and 5.16 (by taking the least common multiple of n and n'), we
can assume that n = n'.

In the case that ~; is =, and ~5 is =/, we can assume (by taking the least common
multiple of m and m’ and using 5.16) that m = m’. Thus let a be nz +t =, t and § be
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n‘z+1t =,, s'. The next goal is to show that we can assume n and n’ to be equal. If this
is not the case, we can proceed as follows:

Without loss of generality, we can assume n’ < n. We set n” := n —n’/. Then we have
aAB=(nrx+t=,sAnz+t =,5)
=nr+t+s=,s+nzv+tAnx+t =, 5) (5.12)
=nr—nz+t+s=,s+t' Ana+t =, 9) (5.12)
=z +t+s =5+t Anz+t =, ). (2)

We can repeat this procedure finitely many times until we obtain two congruences in
r-normal form with the same coefficient before z. In particular, we can assume, without
loss of generality, that n = n'.

By (C.1) it is sufficient to assume that either a2 is = or ~; and =2, are both the same
congruence =,. Thus we can apply Lemma 5.12 to obtain the assertion.

aAB=(nx+t=8)A(nr+t =)

=nr+trs)A(ne+t' +sm~o s +na+t) (5.12)
= (nx+trg s)A (' +srg s +1) (5.8)
=d Af,

where o = (nx +t~; s) and /= (t' + s ~o ' + 1). —|

Lemma 5.20. Conjunctions of negated equations can be handled in the following way.
1. Let ay,...,a, be negated equations. Then 3x(aq A ..., Aay,) is equivalent to 0 = 0.

2. Let « be a congruence and oy, . .., o, negated equations. Then Ix(aNag A+ Aay,)
is equivalent to a congruence o .

Proof.

1. Since Fpes 0 = 0 holds, it suffices to show Fppes Jx(ap A -+ A ;). Without loss of
generality let aq, ..., q, all be in xz-normal form with the same coefficient before x,
ie. m(mr+t;=s;) forall 1 <i<n.

Fpresm(si+ - +s,+1)+t;>s;+1>sforall1 <i<n

FPres /\ _‘(m(sl + -+ Sn) +t, = Si)
=1
|_Pres E'I(Oél VANREIRIVAN Oén>-

2. By Lemma 5.17 it is enough to prove Jza Fpes x(a@ Ay A+ Aay,). We can again
assume « and «; to be in z-normal form for all 1 < 4 < n with the same coefficient
before x (by taking the least common multiple). Thus we can write & =(kz+t =, )
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and a; = ~(kx + t; = ;) for all 1 < i < n. Without loss of generality, let k& > 1.
Then we have for all 1 < < n:

my+kr+t=skr+t;=s5; Fpes my+k(xr+my)+t=s+m-ky (1, 3)
Fpres k(v +my) +t=m -k — 1y +s (1, 2)
Fpres k(2 +my) +t =, s
Fpres k(x +my) +t; > kx +t; = s; (5.5.2)

l_Pres ﬁ(&(l‘ + my) + tz = Si)-

Thus we obtain

my+k‘:v+t—s,\/ (kx +t; = s;) l_PreS/\_‘(E(:E“_my)‘{’ti:Si)
=1

i1

I—presmy—irk::c—l—t—s/\/\ k(x+my) +t; = s;)
1
FPres E|.CL’(C¥ AN SWARERWAY Oén).
Due to

\/(Ea:%—ti =5;) = ﬂ/\ﬂ(ﬁx +ti=s;)
i=1 i=1
and the triviality of the second case

my—l—nx—i—t:s,/\—'(ukac—l—ti = 8;) Fpres (@ Ay A+ A ay,),
i=1

we can deduce by (V2) that my + nx +t = s Fpres Jx(@ Aag A -+ A ) holds.
The claim is then a consequence of (3) and (V1) (by also considering the case
nx +t = my + s which follows in a similar way).

5.3 Completeness of Presburger Arithmetic

The idea of Presburger’s completeness proof is the elimination of all quantifiers with the
exception that existential quantifiers in congruences are permitted. From now on, we are
only interested in equivalence classes of formulas, since we have Fpres ¢ > ¥ = (Fpres
© < Fpres ) for any two Lp,es— formulas ¢, 1.

We eliminate all quantifiers of an Lp,.s-sentence according to the following algorithm.

First step: elimination of — and

By definition, we have that ¢ <> ¥ is (¢ = ¥) A (¥ — ) and by (K.0) we know that
@ — 1 = —-p V1 for any formulas ¢ and .
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Second step: shifting quantifiers to the beginning

This step has the goal to write any formula in the form <$qxy ... $px, 0, where ¢ is free
of quantifiers and <; € {V,3} for all 1 <i <n.

Let a be an arbitrary Lp..s—formula. We show by induction on the construction of
formulas that there is an equivalent formula whose existential quantifiers are all at the
beginning.

e If v is a ground statement, then « already satisfies the desired condition.

o If o =AY or a =@V for two formulas ¢, 1) whose quantifiers are at the beginning,
then by multiple applications of (L.1), (L.2) and (L.3), we can assume all variables
of ¢ and 1) to be distinct. By making use of (N.1)-(N.5) (or, in the case of a = p V1),
(0.1)-(0.5)) various times, we obtain a formula equivalent to o where all quantifiers
are at the beginning.

o If v is =, where all the quantifiers of ¢ are at the beginning, then we can succes-
sively shift the negation symbol to the end of the string of quantifers by multiple
applications of —dxy = Vr—y and —Vay = dr—).

o If o« =dzy or Vxp, where all quantifiers of ¢ are at the initial position of the formula,
then the same holds also for a.

In particular, we obtain that any Lp,.-sentence is equivalent to an Lp,.s-formula whose
quantifiers are all at the beginning.

Third step: elimination of the V-quantifier

Since we have Vxyp = -3z for any formula ¢ by the tautology (K.2), every formula is
equivalent to a formula of the form (—)3zy, ..., (—)3x,¢ for some formula ¢ which does
not contain any quantifiers.

Fourth step: the disjunctive normal form

We consider now only formulas of the form o= (=)3xy,...,(—)3z,p with var(e) =
free(¢). We will now show how ¢ can be written equivalently as a formula in the dis-
junctive normal form meaning that it is a disjunction of conjunctive clauses of the form
(m)aa A, .., A()oa )V, .o, V() ama A, .o, A(m)ag g, ) where «; ; are ground state-
ments for all 7 and j. We obtain this according to the following algorithm which can also
be found in [HA28].

1. We shift all negation symbols to the inside of the formula until every negation refers
to a ground statement rather than to a conunction or disjunction. For this, we apply
(F.1) and (F.2) which imply that =(a A ) = —~aV =f and =(a V ) = ~a A= for
all ground statements o and S until the desired condition is attained.

2. We eliminate all negations until there is either one or no negation symbol before
every ground statement. This can be achieved by applying ——a = « for all ground
statements « (which follows from (A)) various times.
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3. In order to obtain a disjunction of conjunctive clauses, we need to use (1.2) and (C.1)
which imply that (V) Ay = (aAvy)V(BAYy)and aA(BVY) = (aAy)V(aAp)
for any three (possibly negated) ground statements «, 5 and 7.

Fifth step: elimination of the existential quantifiers

The idea is to eliminate step by step the existential quantifers, starting with the innermost
one. Since Jz(a V ) = Jra V Jxf for any two (possibly negated) ground statements o
and (3, we can write the formula in disjunctive normal form (DNF) equivalently as

(_|)E|.121, ey (ﬁ)ﬂxn,l(ﬁ)(ﬂxn(am/\, Cey /\OéLkl)\/, ceey \/Ela:n(ozn’l/\, ey /\Oémkn)).

Therefore, it is enough to show that any formula of the form Jz(ayA, ..., Aa,), where
ay,...,q, are ground statements or negated ground statements, can be written equiv-
alently without the existential quantifier. Then this process can be repeated for all the
existential quantifiers. In the case that a quantifier is negated, it is necessary to restore
the disjunctive normal form as described in the previous step.

We will thus show using induction over n that the existential quantifier in Iz (oA, ..., Aay,)
is equivalent to a quantifier-free conjunction of (possibly negated) ground statements.
Since by Lemma 5.11 any negated congruence is equivalent to a disjunction of congru-
ences, we can assume without loss of generality (by restoring the DNF) that no «; is the
negation of a congruence.

e Let n = 1. Then Lemma 5.16 implies that dxa; is equivalent to a quantifier-free
ground statement.

e We assume that the claim holds for some n > 1, let aq,...,a,,1 be ground state-
ments or negations of equations. We distinguish between the following three cases:

— Suppose that oy ..., a,4; are all negated equations. Then Jz(a; A+ Aay,) =
(0 = 0) by Lemma 5.20.1.
— If there exists ¢ € {1,...,n+1} such that «; is a congruence and «; is a negated

equation for all j # 4, then by (C.1) we can assume that ¢ = 1. Thus Lemma
5.20.2 implies that Jz(aq A+ A api1) = ag.

— We consider now the general case, i.e. there exists i,j € {1,...,n} such that
«; is an equation or both a; and «; are congruences. By (C.1) we can assume
that © = n and j = n+ 1. Then by Lemma 5.19 there exist ground statements
(or negated equations) ), and o/, such that « ¢ var(a), ). Therefore, we
obtain

Jz (A, .. Ay A ) = F(ai, .o A A, A, y)
= Jz(auA, .. A1 Aag) A, (N.4)
By the induction hypothesis we know that Jz(aqA, ..., Aay—1 A o) is equiv-

alent to a quantifier-free conjunction of ground statements, and hence so is
Jz(aq A, ..., Aayy1). This proves the induction step.
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We can iterate this procedure until we obtain a quantifier-free disjunction of conjunctions
of ground statements.

Sixth Step: Decidability of closed Lp,.s-formulas

Let now ¢ be an arbitrary closed Lp,-formula. By the previous steps, we know that
@ = 1 where ¢ is a quantifier-free closed formula in DNF where all formulas in the
conjunctive clauses are equations, congruences or negations of equations. In particular,
1 doesn’t contain any variables.

Now we will show that for any Lpes-term ¢ with var(¢) = () there exists some n € N
such that ¢t ~ n. We prove this using induction on the construction of terms.

e If ¢ is 0, then ¢t =0 = 0 by definition.
e If t = St' where t' ~ n for some n € N, then ¢/ ~n + 1.

o If t =1, +t, where {; ~ n; and t3 ~ ny for some ny,ny € N, then ¢t ~ n; +ny by
(N2).

Therefore, each ground statement or negated equation without variables is equivalent
to one of the forms m = n, m = n (k > 2) or =(m = n). Such formulas are obviously
decidable, and hence so are their conjunctions and disjunctions. In the case of the con-
gruence, the decidability follows from the fact that we have Fp.s m = n < m =n mod
k which is not hard to verify.



Chapter 6

Conclusions and Outlook

To sum up, this thesis contains a rigorous but still comprehensive proof of both Incom-
pleteness Theorems. It has been shown that recursion theory is not necessary in order to
achieve this. Nevertheless, the proofs presuppose the existence of the standard model N
of Peano Arithmetic, or at least the existence of an infinite set of finite numbers in which
addition and multiplication is possible and where one can use induction (we do not need
to regard it as a model of Peano Arithmetic).

Furthermore, the contrast between the incomplete theory PA and the complete Pres-
burger Arithmetic has been illustrated. In particular, this shows that it is impossible
to define multiplication using addition and the successor function. The question that
then arises is why one usually considers PA as the axiomatization of the natural num-
bers instead of Presburger Arithmetic, since Presburger Arithmetic actually allows the
multiplication of standard natural numbers. As Mojzesz Presburger already points out
in [Pre29], the main problem lies in the fact that in Presburger Arithmetic it is impossible
to state a sentence concerning multiplication for all numbers, but only for one particular
number; e.g. we can state the theorem

Fpres VZVYy(n(z + y) = ne + ny)

for every natural number n € N, but we cannot express this within Presburger Arithmetic,
since there is no predicate that indicates that some number is a standard natural number.

As an idea for future projects, it would thus be interesting to analyze and compare
nonstandard models of both theories.
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Appendix A

Logical Axioms

Numerous equivalent ways to axiomatize all universally valid formulas have been discov-
ered. In the following we will show one particular set of logical axioms which are in fact
axiom schemas. The choices of the set of logical axioms and the inference rules are inter-
dependent. For the purpose of this work, we will use only two inference rules and eighteen
schemas of logical axioms which can be encountered in [Halll].

The inference rules that we will apply are:

o=,

Modus Ponens (MP):

¥
Generalization (V): Voo

For first-order formulas ¢, ©1, o and ¢ the following are schemas of logical axioms:

Lio) ~¢ — (¢ — )
LH) (%2 V Q.

L) o= (=9

(L2) (= (o1 = 92)) = (¥ = 1) = (¥ = ¢2))
(L3) (pAY) =

(La) (pAY) =9

(Ls) ¥ = (¢ —= (pAY))

(Ls) ¢ = (pV)

(L7) ¥ = (p V)

(Ls) (1 = w3) = ((p2 = 3) = ((p1 V 92) = 3))
(Lo) (o= ¢) = ((p = ) = ~0)

(

(
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For a formula ¢ and a term ¢ such that the substitution ¢(x/t) is admissible, we have
(Li2) Vap(z) — o(t)

(Lis) () = Jaep(x).

If ¢ is a formula and ¢ is a term with ¢ ¢ free(¢), then

(Lia) V(¢ = @(x)) = (¢ — Vap(r))
(Lis) Va(e(z) = o) = Crp(r) = ).

Furthermore, for terms t¢,¢y,...,t,,t},...,t,, an n-ary relation symbol R and an n-ary
function symbol F', the following are logical axioms:

(Llﬁ) t — t

(Lir) (=t ANty =1t) = (R(ty, - ta) = R(t, ..., 1))



Appendix B

Tautologies and Methods of Proof

In the following, we will derive some methods of proof and tautologies from the system of
logical axioms defined in the last section. All of them constitute useful tools for handling
formal proofs based on these logical axioms as well as non-logical axioms such as Peano
Arithmetic.

B.1 Methods of Proof

Lemma B.1. Let ¢ be a formula. Then F ¢ — ¢ holds.

Proof.

Fo V- (L11)
F(e—=(p—=>9) = (e = (= 9) = (pVp) = (0= 9))) (Ls)
o= (=) (L)
(= = (=) = ((pVp) = (¢ = 9)) (MP)
= — (¢ = @) (Lio)
F (e V=p) = (9= ) (MP)
Fop— . (MP)

Proposition B.2. Let T be a set of formulas, and ¢, any two formulas. Then
() ThpandTHY < TEeAY
holds. In particular, we have

() ThFp—=YandTHY = < TkEp<

72



APPENDIX B. TAUTOLOGIES AND METHODS OF PROOF 73

Proof. "=": We assume T' I ¢ and T"F 1.

Thpa v = (0= (0 A1) (Ls)
Fpa ¥
Fpa 0 = (P A D) (MP)
Fpa @
Fpa p A (MP)

"«<": We assume T ¢ A 1. Then we have

THeANY
FleAY) = (La)
Fo (MP)

and similarly one shows T' I 1) using (L) instead of (Ls).

Proposition B.3 (Deduction Theorem). Let T be a set of formulas, ¢ and v any for-
mulas. Then the equivalence

(DT) TU{v}tte <& TEY =

holds, if in the proof of ¢ from T U {1} the generalization rule (V) is not applied to any
of the free variables of 1.

Proof. 1t is clear that T'F ¢» — ¢ implies T'U {9} I ¢. For the other direction, suppose
that T"U {¢} I ¢ holds and let the sequence @y, ..., ¢, with ¢, = ¢ be a formal proof
for ¢ in T'U {¢p}. For each i < n we will exchange the formula ¢; for a sequence of
formulas which ends with ¥ — ;. We will prove this inductively by the construction of
the formula . Let 1 < n.

o If ¢; is a logical axiom or ¢; € T', we have

TF ¢
= = (v = @) (L1)
i — @i (MP)

e The case p; = 9 follows directly from Lemma B.1.

o If ¢, is obtained by (MP) from ¢; and ¢, = (p; = ¢;) with j < k < ¢, we have

THY— @ (since j < 1)
E = (0 — i) (since k < 1)
(W= (g = ¢i)) = (0= @) = (0= @) (L2)
F (= w) = (= ¢) (MP)

)

FY = i (MP
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o If ; is Vzp; with j < i and x ¢ free(v)), the claim follows from

TEY— (since j < 1)
= V(Y — ¢;) (V)
=Vz( — ¢5) = (¥ — @) (L14)
FY— o (MP)

_|

Corollary B.4 (Generalized Deduction Theorem). Let T be a set of formulas and ¢ and
1, ..., 0, formulas. Then we have

if in the proof of @ from T U{1y, ... 1.} the generalization rule (V) is not applied to any
of the free variables of 11, ..., 1Y,.

Note that the formula ¢y A- - - A1), is well-defined because of the tautology (C.2) which
will be shown in Theorem B.16.

Proof. As in the last theorem, it is clear that TU{¢y A-- A, } F @ implies T = ¢y A- - <A1y,
(using (A) n times). We use induction over n in order to prove the other direction. For
n = 1 the statement is (DT) and therefore satisfied. In order to prove the induction step,
we assume that it holds for some n > 1 and that T"U {¢,...,¥,, Y1} B . Thus by
(DT) we obtain T'U {41, ...,¥,} F 1,11 — ¢ and by the induction hypothesis we obtain

T'_(@Dl/\"'/\wn)%(@bn—&-l_)SD)

TU{L A by A} E i Ao Ay, (A)
l_ wn-&-l — 2 (MP)
F a1 (N)
F . (MP)
The claim follows then from (DT). —|

Proposition B.5. Let T' be a set of formulas and ¢ be any formula. Let 1 := a N\ ~«
for an arbitrary formula . Then we have

(L) THL = Tk

In particular, the definition of L does not depend on the choice of a.
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Proof. We assume that T'F a A =« holds. Then

TEHaAN -«
Fa
F o
Foa = (a— )
Fa—p
F .

1)

?/\/\
>

YU o
~— — ~— ~— ~—

=2

1

Proposition B.6 (Proof by Cases). Let T be a set of formulas and ¢,1) and o formulas.

Then the following statements hold:

(V) TE oV and TU{p} F a and TU{Y} F a = T F «a, where (V) is not applied
to any of the free variables of ¢ or 1 in the proof of o from T U {p} respectively

TU{y},

(V2) TU{p} F ¢ and TU{—p} 1 = T 1, where (V) is not applied to any of the free

variables of ¢ in the proof of ¥ from T U {p} respectively T'U {—p},

(V3) THoVi=TU{-p}F,
(VA) TH oV and TU{p} L =T+ .

Proof.

(V1) We assume T F ¢ V 1.

THp—a«a
FY— a
Flp—=a) = (P —a)= (pVY) = a))
F(W = a) = (pVY) = a)
F(pVi) = a
FeVy
Fa.

(V2) Is a special case of (V1), since T'F ¢ V = holds by (Ly).

(DT)
(DT)
LS)
)
(p)
(Assumption)
(MP)

-

z/-\
J
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(V3) We assume T+ ¢ V 9.
TU{-¢}FeVvi

F

(e =) = (¥ =) = ((pVY) = 1)) (Lg)
= = (¢ = ) (Lio)
Fo = (MP)
F@W =) = (e V) =) (MP)
F(pVy) =y (MP)
1. (MP)

(v4) By (V2) it is enough to verify T'U {¢} F ¢ and T'U {—¢} - 1. The first statement
follows directly from (L)and the second one from (V3).

_|

Corollary B.7 (Generalized Proof by Cases). Let T be a set of formulas, and 1y, . .., 1y,
@ formulas. Then

THEY V-V, and TU{Y} Ep forallie {1...n}=TF p,
where (V) is not applied to any of the free variables of v; in the proof of ¢ from T U{1);}.

Since Corollary B.7 is a generalization of (V1), we will also denote all instance of this
form by (V1). Note that the formula ¢4 V - - - V 1), is well-defined due to (D.2) which will
be shown in Theorem B.16.

Proof. We show the statement using induction over n. For n = 2 it is exactly (V1) and
is therefore satisfied. We assume that n > 2 and T'F 91 V --- V 9, V 9,11 as well as
TU{Y;} F ¢ forallie{l,...,n,n+ 1}. By the induction hypothesis we can deduce
TU{V---Vi,} F ¢ and thus due to (V1) by considering ¢; V -+ V 4,, and 1,41 the
result 7" ¢ follows. -

Proposition B.8 (Contrapositon). Let T be a set of formulas, and ¢ and v two arbitrary
formulas. Then we have

(CP) TU{-w}F—-p = TU{p}F.

Proof. By (Vv2) it suffices to show TU{p, 1} - ¢ and TU{p, =} F 1. The first statement
is obvious and the second one is a consequence of

TU{p, 9} —p

2
L (A)
= . (L)
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Proposition B.9 (Proof by Contradiction). Let T be a set of formulas, and ¢ be an
arbitrary formula. Then the statements

(4) TU{~¢}F L = Tkt p, respectively

TU{p}FL = Tk-p

hold, where 1 := a A\ -« for any formula o.

Proof. We consider only the first statement, since both proofs are similar. By (V2) it is
enough to verify T'U {¢} F ¢ and T'U {—p} F ¢. The first condition is clearly satisfied
and the second one follows directly from (A) and (L). —

Proposition B.10 (3—Introduction). Let T be a set of formulas, p(x) a formula with
x € free(p) and ¥ an arbitary formula. Then:

@) Tufe)ike = TU{Tze(x)}F .

Proof. We will use (DT) twice:

TEp(x)—1 (DT)
FVz(p(z) = ¥) (V)
= Va(e(z) = ¢) = Crp(r) = ) (L1s)
F 3zp(z) — . (MP)

_|

B.2 Tautologies

Lemma B.11. Let @1, 9o and 3 be formulas. Then we have {p1 — @2, 09 — @3}
Y1 3.

Proof. The claim follows from

{901 — Y2, P2 — 9037901} F 1 — 2

}_ (,01
F @2 (MP)
F 2 — 3

using (DT). —|

Lemma B.12. LetT be a set of formulas and p, v and x be formulas. Then the following
statements hold:

1. TE e+ o,
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2. T v=TkHY < p,
S THFpeovYvandTHY - x=TFp <+ x.
Proof.
1. Follows directly from Lemma B.1 and (<).
2. The second assertion is a consequence of using () three times.

3. Due to («) it is sufficient to prove T FH ¢ — xy and T F y — .

THp«Y
o= (<)
FY < x
Y —x (+)
Fo—x. (B.11)

Similarly, one shows T'F y — .

Definition B.13. For any set T' of formulas and for any two formulas ¢ and v we write
o =7 ¢ instead of T+ ¢ <> 1. For T = () we write = for =p. Lemma B.12 states that
= is an equivalence relation.

Lemma B.14. Let ¢, @1, w2, 0,11 and vy be formulas. Then we have the equivalences
L F(p o) o (e & ),
2. {e1 & a1 & ot b (o1 = b)) < (02 = ),
3. {1 € 02,101 & o} (01 Adhr) < (01 Aiha),
4- {1 < 2,01 ot (o1 Vi) < (1 V),
5. {p & Y} FVrp < Vay,
6. {¢ < Y} F Jzp <> Jarh.
Proof.
1. Will be shown in Theorem B.16 denoted by (B.2).

2. By () it is enough to prove {p; <> 2,11 <> W} F (p1 = 1) = (Y2 — o)
and {p1 > Y2, Y1 <> Yo} F (2 = ) — (1 — ¥1). Since both statements have
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similar proofs, we neglect the second one.

{01 ¢ 02,01 &> o, 01 = Y1, 02} F o1 & 0o
F @2 — 1
)
F o1
o1 —
=
E b1 <> Py
F b — o
F 1)s.

3. The second assertion can be shown in a similar way using (A) various times.

4. Again, due to (+») and symmetry, it suffices to prove one direction.

{e1 > P2, 91 > Yo, 01 = Y1, 010 V1, 01} 1 < 09
=1 — oo
=1
= 2
=2 = (92 V 1)
=2 V 1hs.

79

(MP)
(L)
(MP)

Similarly, one shows {()01 < P9, 'lbl e ¢27 ©Y1 — 1/)1, ©1 \/1/11, ¢1} F ©1 \/1/12 The claim

is thus a consequence of (V1) and (DT).

5. Using (<+») and (DT) it is sufficient to verify {p < ¢, Vrp} F Vi as well as

{p <> ¥, Vz} F Vrp. By symmetry, we only show the first condition.

{o & ¥, Vop} - Ve
FYrp — @
Ee
Fo o
o — 9
E
F V.
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6. Once more, we only show the first direction.

e,y

Fe = (<)
e

F (MP)
- w — E'Z"¢ (ng)
F dxe. (MP)

Then (3) implies {¢ <> ¥, Jrp} F Jzp and the claim follows from (DT).

Theorem B.15 (Substitution Theorem (ST)). Let T be a set of formulas, and let v, ¢, «
three arbitrary formulas. Let 3 be the formula obtained from « by replacing one or multiple
occurences of @ by . Then we have

=Y — a=rpf.

Proof. We prove the theorem by induction on the recursive construction of the formula
Q.

The cases that &« = ¢ or ¢ does not appear in « are trivial.

If o =-¢ and T+ o < 3, where 8 = —f’, we have

THo < f
F(a <+ B) < (ma < =f) (B.14.1)
F=a < = (<)
Fa+ 5.

fa=d " and T+ o < f and T+ o' < B”, where =" — ", then
(B.14.2) implies that 7'+ a <> 5. The cases a = o’ A o” respectively a = o’ V o
follow similarly using (B.14.3) and (B.14.4).

Last but not least, suppose that « =Vxa’/, where Tt o/ <+ 5" and  =Vzf'. Again,

the result can be derived directly using a tautology, in this case (B.14.5). The case
a = Jza’ follows from (B.14.6).
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Theorem B.16 (Tautologies). Let ¢, p1, @2, 03 and ¥ be formulas. Then the following
equivalences hold:

(A) p=-mp

(B.1) o= =1h = e

(B.2) P =g

(C.1) V1 N\ 2 = @2 Ay

(C.2) (1 A p2) A ps = o1 A (92 A ps)

(D.1) P1V P2 =2 V1

(D.2) (1 Vp2) Vipz = 1 V (92 V 3)

(E) o= =—pVe

(F.1) (e AY) =V Y

(F.2) (V) =—p Ay

(G) p1 = (1 = 3) = (L1 A p2) = 3

(H.1) (1 = @2) A (o1 = 3) = 1 = (P2 A 3)
(H.2) (1 = @3) A (02 = 3) = (01 V p2) = 3

(L1) (1 A p2) Vo3 = (91 V p3) A2 V 3)

(1.2) (1 V 02) A o3 = (1 A ps) V (92 A 3)

(K.1) Jrp = Vo—p

(K.2) Ve = —dx—gp

(L.1) o(x) = ¢(y), if y does not appear in p(x)
(L.2) Jrp(x) = Jye(y), if y does not appear in p(x)
(L.3) Veo(x) = Yye(y), if y does not appear in ¢(x)
(M.1) dxdyp = Jydxp

(M.2) Jrdrp = dze

(N.1) Jre A Jyy = FeTy(e A ), « & free(y), y ¢ free(yp)
(N.2) Voo Ay = VaVy(p A), © ¢ free(v), y € free(yp)
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oo coo =z =z =
[\

Jrp AVyy = 3aVy(e A ), o & free(v), y € free(p)
Jop A = Ja(p AY), @ ¢ free(y)
Vrp AN = V(o Ay), © ¢ free(y)
Jre V Iy = FzIy(p Vo), x ¢ free(y),y ¢ free(y)
Voo VVyy = VaVy(e Vo), o & free(v), y ¢ free(p)
Jrp Vv Vy = JaVy(p Vo), © ¢ free(y),y ¢ free(y)
Jrp VY =Ju(p V), x ¢ free(y)
Vo V) = Va(p V), o ¢ free(d).

Proof.

(A)

(B.1)

(B.2)
(C.1)
(D.1)

The first direction (F ¢ — =) follows using (DT) from {¢} F ——¢ which is a
consequence of (V4) due to {¢} F —¢ V ==¢ (by (L11)) and {p, ¢} - L. For the
second direction we clearly have {—~—¢p, ¢} F ¢ and by (L) also {=—p, ¢} I ¢ and
thus we can apply (V2) to conclude {——p} F ¢. (DT) implies the claim.

By (+») and (DT) we need to show {¢ — ¥} F =) — —p and {1 — =} F p — 9.
These two conditions follow from

{o—=¢, =9

Fp=9) = (b = =) = =) (Lo)
F (e = =) = —p (MP)
-~
F oy = (o = ) (L)
Fp =y (MP)
F - (MP)
and
{-¢ = —p, "} =
F— — —p
F 'z (MP)
{-¢ = —p, 0t Y (CP)
using (DT).
Follows from (B.1) with multiple applications of (+).

(and (C.2)) Both proofs are straightforward consequences of (A).

By (A) and (DT) it is enough to prove {¢1 V w2} F @2 V @1 and {2 V 1} F
©1 V9. By symmetry it is sufficient to verify the first assertion. We obviously have
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(D.2)

(F.1)

{1V P2, 01} F 93 Vo1 by (L7) and similarly (using (L)) {@1V @2, 02} = 2 V 1.
Hence the claim follows from (V1).

Again, we only consider the first direction.

{(e1 V@2) V3,01V oo, 01} F oy

F 1= @1 V(g2 Vps) (Lo)
F 1V (g2 Vps) (MP)
{(p1 V 2) V3,01 V 2,02} = 02

Fpa = @2 V3 (L)

F @2V s (MP)

F @2 Vs = @1V (p2Vps) (L7)

F@1 Vi (p2 Vps) (MP)

{(p1 Vp2) V3,01V oo} o1 V(02 V 03) (V1)
{(p1 V 2) V 3,03} = o1 V (02 V 3). (similarly)

Thus, again using (V1) we obtain as desired {(¢1 V ¢2) V @3} F @1V (02 V ¢3).

For the first direction we note

{— = —p, Y} F 9 = -

= — (2 V=) (Le)
F = — (mp V) (B.11)
-~y

F -V (MP)

and by (L) we have {—¢ — —p, ¥} F —¢ V¢ and thus (V2) implies {1 — —p}
—p V 1. The first direction is a consequence of (B.1). For the second direction we
clearly have {—=¢ V 9, p,—¢} F ¢ by (L) and {—¢ V ¥, ¢,9} F ¢ which leads to
{—¢ V1, p} 1 by (V1). We get the equivalence by applying (DT).

Firstly, we note that by (E) —¢ V =1 = ¢ — —). The first direction follows from

{=eAY), 0,0} F oy (A)
F=(p AY)

L (A)

{=(pAY), 0} F =9 (V4)

and (DT). The second direction is a consequence of

{o—= Y, oA e AY

= (A)
= (A)
Fo— -y

- =) (MP)

(i (A)
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and (4).

Il

(F.2) We use the substitution theorem and previous tautologies to obtain —(p; V ¢9)

(V) 2 (A ) D A

S
™
!

(E) (E) 2) (F.1
(G) 1 = (P2 = v3) = ©1 = ("2 Vip3) = 1V (D0 Vs) = (mp1V o) Vs =

E)
“(Pr A @a) Vips = (1 A p2) = 3.
(H.1) The first direction holds because of

{(p1 = @2) A (o1 = 3), 01} F 1
(1 = ©2) A (1 = ©3)

F 1= ¢2 (A)
F 9 (MP)
1= e ()
w3 (MP)
F 2 Aps (A)
and (DT). Secondly, we have
{1 = (P2 Apa)t o1 = (02 Aps)
E (2 A p3) = 2 (Ls)
F o1 — 2 (B.11)
= (2 A p3) = @3 (La)
F @1 — @3 (B.11)
F (o1 = w2) A (1 = @3). ()
(H.2) For the first direction, we observe
{1V p2) = 3,01} o
F @1 = (1 Vo) (L)
= (o1 V 2) (MP)
= (p1V @2) = @3
- @3 (MP)
{(p1V p2) = 03,00} 03 (similarly)
and hence the claim follwos from (DT) and (A). The second direction is a conse-
quence of
{(e1 = @3) A (w2 = @3)} o1 = 3 (A)
F (o1 = @3) = ((p2 = 3) = ((p1 Vp2) = ¢3))  (Ls)
F(p2 = 3) = (01 V @2) = 3) (MP)
F o — 3 (N)
F(¢1V2) = 3. (MP)
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=
no

(A) (E) (F.1)
(L1) (w1 Ap2) Vs = 7(01 Ape) Vips = (01 Ape) = 03 = (201 V —p2) = 3

(E) (A)
(mo1 = 03) A (2 = @3) = (01 V e3) A (72 Vps) = (1 V es) A (2 V es).
(F.2)

(mp1 A =p2) A =g = (1 A
1

(A
(1'2) (901 \ 902) Nps = (_‘_‘901 V _‘_‘902) A —s -
b (F.2)

(1.1) (F.1)
=)V p3) = (201 Vaps) A(mpaVaps)) = (201 Vows) Va(—paVogps) =
(A)
(71 A ==3) V (22 A mms) = (01 Aws) V(2 A ps).

N

(F.1)

(K.1) Firstly, we observe

{o,Va—p} o
= Vo
FYz—p = —p (L12)
= (MP)
L (N)
{Jzp,Vo—p} - L &)
{Jrp} -~z (4)
and secondly, we have
{—3zp, 0} F o
Fo — dzp (Ly3)
F3dxp (MP)
F—=dze
L (A)
{~Fzp} k- (4)
- Va—p (V)
F —=Va-p (A)
{=Vz—p} F Jzep. (CP)
(K.2) Vzop = ——Vr——p = —Jz—p.
(L.1) By (+») and symmetry, we only show - ¢(x) — ¢(y) which follows from
{o()} (e
F Vazp(x) (V)
= Vap(r) = ¢(y) (Li2)
= e(y) (MP)

by (DT).
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(L.2) Again by symmetry, we will only show one direction.

{Vazp(2)} F Vap(z)
FVzp(x) — ¢(x)

= o(x)
= o(y).

The claim is thus a consequence of (DT).

(L.3) Due to symmetry, we consider just the first direction.

{Vop(x)} F Vop(r)
= Vap(r) — o(z)

The claim is thus a consequence of (DT).

(M.1) By symmetry, it is sufficient to prove - JxIyp — JyJzrep.

{oth o
Fo— dxp
F dxe
Fdrp — dydze
F Jydze.

86

N T~
— U o
S N N N N

=
=

Applying (3) twice implies {3xJyp} F JyFzp and thus the claim follows from (DT).

(M.2) The first direction follows directly from {3z} F Jzp, (3) and (DT). (Li3) yields

the other direction.

(N.1) For the first direction, we note:

{0 F oAy
(e AY) = Tyl AY)
=3yl A )
= 3y(p A) — FeTy(p A )
- Jz3y(p A ).

Hence (3) implies {¢, Jy1p} - Jz3y(p A ¢) and with the same argument we obtain
{3zp, Jyy} F FxFy(e A ). Thus, by (A) we get {Fzp A Jyy} F FxJy(e A ) from
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which we can deduce the first direction by (DT). Secondly, we have

{enytbe (A)
=4 (A)
Fo— drp (L13)
F dzp (MP)
o — Jyy (Li3)
F dyy (MP)
- 3z A Jyep. (A)

Hence by applying (3) twice and (DT), we obtain the second direction.

The tautologies (N.2)-(N.5) can be shown using similar arguments. (0.1)-(0.5) are con-
sequences of (N.1)-(N.5) using (A),(F.1),(F.2), (K.1) and (K.2). -

Last but not least, we will prove that the binary relation = is an equivalence relation.
This enables us to handle equations in the usual way.

Lemma B.17. Let x,y and z be arbitrary variables. Then the following statements hold:
1. Fz=u,
2.Fr=y—>y=u=x,
S Fx=yAhy=2) —z=z
Proof.
1. Follows directly from axiom (Lg).

2. The second statement is a consequence of the following arguments and (DT):

{r=ytta=y

Frx==x (Lig)
Fr=yANzx==x (N)
Flrz=yAz=2)< (r=x+<y=n1) (Ly7)
Fr=x+y=z (MP)
Fy=u. (MP)
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3. For the transitivity, we use again (DT) and

{r=yNy=z}rz=yAy==z

Fz=y
Fy=z
Frx=ux

Fr=xANy=z
Flrz=xANy=2z2)—=>(r=y—x=2)
Fr=y—x=2

Fax=z.
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