## Chapter 2

## First-Order Logic in a Nutshell

Mathematicians devised signs, not separate from matter except in essence, yet distant from it. These were points, lines, planes, solids, numbers, and countless other characters, which are depicted on paper with certain colours, and they used these in place of the things symbolised.

Gioseffo Zarlino
Le Istitutioni Harmoniche, 1558

First-Order Logic is the system of Symbolic Logic concerned not only with representing the logical relations between sentences or propositions as wholes (like Propositional Logic), but also with their internal structure in terms of subject and predicate. First-Order Logic can be considered as a kind of language which is distinguished from higher-order languages in that it does not allow quantification over subsets of the domain of discourse or other objects of higher type. Nevertheless, First-Order Logic is strong enough to formalise all of Set Theory and thereby virtually all of Mathematics. In other words, First-Order Logic is an abstract language that in one particular case might be the language of Group Theory, and in another case might be the language of Set Theory.
The goal of this brief introduction to First-Order Logic is to illustrate and summarise some of the basic concepts of this language and to show how it is applied to fields like Group Theory and Peano Arithmetic (two theories which will accompany us for a while).

## Syntax: The Grammar of Symbols

Like any other written language, First-Order Logic is based on an alphabet, which consists of the following symbols:
(a) Variables such as $v_{0}, v_{1}, x, y, \ldots$, which are place holders for objects of the domain under consideration (which can, for example, be the elements of a group, natural numbers, or sets).
(b) Logical operators which are " $\neg$ " (not), " $\wedge$ " (and), " $\vee$ " (or), " $\rightarrow$ " (implies), and " $\leftrightarrow$ " (if and only if, abbreviated iff).
(c) Logical quantifiers which are the existential quantifier " $\exists$ " (there is or there exists) and the universal quantifier " $\forall$ " (for all or for each), where quantification is restricted to objects only and not to formulae or sets of objects (but the objects themselves may be sets).
(d) Equality symbol "=", which stands for the particular binary equality relation.
(e) Constant symbols like the number 0 in Peano Arithmetic, or the neutral element e in Group Theory. Constant symbols stand for fixed individual objects in the domain.
(f) Function symbols such as $\circ$ (the operation in Group Theory), or,$+ \cdot$, s (the operations in Peano Arithmetic). Function symbols stand for fixed functions taking objects as arguments and returning objects as values. With each function symbol we associate a positive natural number, its co-called "arity" (e.g., "o" is a 2-ary or binary function, and the successor operation " $s$ " is a 1-ary or unary function).
(g) Relation symbols or predicate constants (such as $\in$ in Set Theory) stand for fixed relations between (or properties of) objects in the domain. Again we associate an "arity" with each relation symbol (e.g., " $\in$ " is a binary relation).

The symbols in (a)-(d) form the core of the alphabet and are called logical symbols. The symbols in (e)-(g) depend on the specific topic we are investigating and are called non-logical symbols. The set of non-logical symbols which are used in order to formalise a certain mathematical theory is called the signature or language of this theory, denoted by $\mathscr{L}$, and formulae which are formulated in a language $\mathscr{L}$ are usually called $\mathscr{L}$-formulae. For example, if we investigate groups, then the only non-logical symbols we use are "e" and "o", thus, $\mathscr{L}=\{\mathrm{e}, \circ\}$ is the signature of Group Theory.

A first step towards a proper language is to build names (i.e., terms) with these symbols.

## Terms:

(T0) Each variable is a term.
(T1) Each constant symbol is a term.
(T2) If $\tau_{1}, \ldots, \tau_{n}$ are terms and $F$ is an $n$-ary function symbol, then $F \tau_{1} \cdots \tau_{n}$ is a term.

It is convenient to use auxiliary symbols like brackets in order to make terms, relations, and other expressions easier to read. For example, we usually write $F\left(\tau_{1}, \ldots, \tau_{n}\right)$ rather than $F \tau_{1} \cdots \tau_{n}$.

To some extent, terms correspond to certain names, since they denote objects of the domain under consideration. Like real names, they are not statements and cannot express or describe possible relations between objects. So, the next step is to build more complex expressions with these terms.

## Formulae:

(F0) If $\tau_{1}$ and $\tau_{2}$ are terms, then $\tau_{1}=\tau_{2}$ is a formula.
(F1) If $\tau_{1}, \ldots, \tau_{n}$ are terms and $R$ is an $n$-ary relation symbol, then $R \tau_{1} \cdots \tau_{n}$ is a formula.
(F2) If $\varphi$ is a formula, then $\neg \varphi$ is a formula.
(F3) If $\varphi$ and $\psi$ are formulae, then $(\varphi \wedge \psi),(\varphi \vee \psi),(\varphi \rightarrow \psi)$, and $(\varphi \leftrightarrow \psi)$ are formulae. (To avoid the use of brackets one could write these formulae for example in Polish notation, i.e., $\wedge \varphi \psi, \vee \varphi \psi$, et cetera. However, fully parenthesised formulae have the benefit of giving immediately obvious unique readability.)
(F4) If $\varphi$ is a formula and $\nu$ a variable, then $\exists \nu \varphi$ and $\forall \nu \varphi$ are formulae.
Formulae of the form (F0) or (F1) are the most basic expressions we have, and since every formula is a logical connection or a quantification of these formulae, they are called atomic formulae.

For binary relations $R$ it is convenient to write $x R y$ instead of $R(x, y)$. For example we write $x \in y$ instead of $\in(x, y)$, and we write $x \notin y$ rather than $\neg(x \in y)$.
If a formula $\varphi$ is of the form $\exists x \psi$ or of the form $\forall x \psi$ (for some formula $\psi$ ) and $x$ occurs in $\psi$, then we say that $x$ is in the range of a logical quantifier. Every occurrence of a variable $x$ in a formula $\varphi$ is said to be bound by the innermost quantifier in whose range it occurs. If an occurrence of $x$ is not in the range of a quantifier, it is said to be free. Notice that it is possible for a variable to occur bound in one part of a given formula and free in another. For example, in the formula $\exists z(x=z) \wedge \forall x(x=y)$, the variable $x$ occurs bound and free, whereas $z$ occurs just bound and $y$ occurs just free. However, one can always rename the variables occurring in a given formula such that no variable occurs both bound and free. For a formula $\varphi$, the set of variables occurring free in $\varphi$ is denoted by free ( $\varphi$ ). A formula $\varphi$ is a sentence (or a closed formula) if it contains no free variables (i.e., free $(\varphi)=\emptyset)$. For example, $\forall x(x=x)$ is a sentence but $(x=x)$ is just a formula.
Sometimes it is useful to indicate explicitly which variables occur free in a given formula $\varphi$, and we usually write $\varphi\left(x_{1}, \ldots, x_{n}\right)$ to indicate $\left\{x_{1}, \ldots, x_{n}\right\} \subseteq$ free $(\varphi)$.

If $\varphi$ is a formula, $\nu$ a variable, and $\tau$ a term, then $\varphi(\nu / \tau)$ is the formula we get after replacing all free instances of the variable $\nu$ by $\tau$. The process to obtain the formula $\varphi(\nu / \tau)$ is called substitution. Now, a substitution is admissible iff no free
occurrence of $\nu$ in $\varphi$ is in the range of a quantifier that binds any variable which appears in $\tau$ (i.e., for each variable $\tilde{\nu}$ appearing in $\tau$, no place where $\nu$ occurs free in $\varphi$ is in the range of " $\exists \tilde{\nu}$ " or " $\forall \tilde{\nu}$ ").
For example, if $x \notin$ free $(\varphi)$, then $\varphi(x / \tau)$ is admissible for any term $\tau$. In this case, the formulae $\varphi$ and $\varphi(x / \tau)$ are identical, which we express by $\varphi \equiv \varphi(x / \tau)$.

So far we have letters, and we can build names and sentences. However, these sentences are just strings of symbols without any inherent meaning. Later we shall interpret formulae in the intuitively natural way by giving the symbols the intended meaning (e.g., " $\wedge$ " meaning "and", " $\forall x$ " meaning "for all $x$ ", et cetera). But before we shall do so, let us stay a little bit longer on the syntactical side.
Below we shall label certain formulae or types of formulae as axioms, which are used in connection with inference rules in order to derive further formulae. From a semantical point of view we can think of axioms as "true" statements from which we deduce or prove further results. We distinguish two types of axioms, namely logical axioms and non-logical axioms (which will be discussed later). A logical axiom is a sentence or formula $\varphi$ which is universally valid (i.e., $\varphi$ is true in any possible universe, no matter how the variables, constants, et cetera, occurring in $\varphi$ are interpreted). Usually one takes as logical axioms some minimal set of formulae that is sufficient for deriving all universally valid formulae (such a set is given below).

If a symbol is involved in an axiom which stands for an arbitrary relation, function, or even for a first-order formula, then we usually consider the statement as an axiom schema rather than a single axiom, since each instance of the symbol represents a single axiom. The following list of axiom schemata is a system of logical axioms.

Let $\varphi, \varphi_{1}, \varphi_{2}$, and $\psi$ be arbitrary first-order formulae:
$\mathrm{L}_{0}: \quad \varphi \vee \neg \varphi$
$\mathrm{L}_{1}: \quad \varphi \rightarrow(\psi \rightarrow \varphi)$
$\mathrm{L}_{2}: \quad\left(\psi \rightarrow\left(\varphi_{1} \rightarrow \varphi_{2}\right)\right) \rightarrow\left(\left(\psi \rightarrow \varphi_{1}\right) \rightarrow\left(\psi \rightarrow \varphi_{2}\right)\right)$
$\mathrm{L}_{3}: \quad(\varphi \wedge \psi) \rightarrow \varphi$
$\mathrm{L}_{4}: \quad(\varphi \wedge \psi) \rightarrow \psi$
$\mathrm{L}_{5}: \quad \varphi \rightarrow(\psi \rightarrow(\psi \wedge \varphi))$
$\mathrm{L}_{6}: \quad \varphi \rightarrow(\varphi \vee \psi)$
$\mathrm{L}_{7}: \quad \psi \rightarrow(\varphi \vee \psi)$
$\mathrm{L}_{8}: \quad\left(\varphi_{1} \rightarrow \varphi_{3}\right) \rightarrow\left(\left(\varphi_{2} \rightarrow \varphi_{3}\right) \rightarrow\left(\left(\varphi_{1} \vee \varphi_{2}\right) \rightarrow \varphi_{3}\right)\right)$
$\mathrm{L}_{9}: \quad \neg \varphi \rightarrow(\varphi \rightarrow \psi)$
If $\tau$ is a term, $\nu$ a variable, and the substitution which leads to $\varphi(\nu / \tau)$ is admissible, then:
$\mathrm{L}_{10}: \quad \forall \nu \varphi(\nu) \rightarrow \varphi(\nu / \tau)$
$\mathrm{L}_{11}: \quad \varphi(\nu / \tau) \rightarrow \exists \nu \varphi(\nu)$
If $\psi$ is a formula and $\nu$ a variable such that $\nu \notin$ free $(\psi)$ then:
$\mathrm{L}_{12}: \quad \forall \nu(\psi \rightarrow \varphi(\nu)) \rightarrow(\psi \rightarrow \forall \nu \varphi(\nu))$
$\mathrm{L}_{13}: \quad \forall \nu(\varphi(\nu) \rightarrow \psi) \rightarrow(\exists \nu \varphi(\nu) \rightarrow \psi)$
What is not covered yet is the symbol " $=$ ", so, let us have a closer look at the binary equality relation. The defining properties of equality can already be found in Book VII, Chapter 1 of Aristotle's Topics [2], where one of the rules to decide whether two things are the same is as follows: . . . you should look at every possible predicate of each of the two terms and at the things of which they are predicated and see whether there is any discrepancy anywhere. For anything which is predicated of the one ought also to be predicated of the other, and of anything of which the one is a predicate the other also ought to be a predicate.
In our formal system, the binary equality relation is defined by the following three axioms.

If $\tau, \tau_{1}, \ldots, \tau_{n}, \tau_{1}^{\prime}, \ldots, \tau_{n}^{\prime}$ are any terms, $R$ an $n$-ary relation symbol (e.g., the binary relation symbol " $=$ "), and $F$ an $n$-ary function symbol, then:
$\mathrm{L}_{14}: \quad \tau=\tau$
$\mathrm{L}_{15}: \quad\left(\tau_{1}=\tau_{1}^{\prime} \wedge \cdots \wedge \tau_{n}=\tau_{n}^{\prime}\right) \rightarrow\left(R\left(\tau_{1}, \ldots, \tau_{n}\right) \rightarrow R\left(\tau_{1}^{\prime}, \ldots, \tau_{n}^{\prime}\right)\right)$
$\mathrm{L}_{16}: \quad\left(\tau_{1}=\tau_{1}^{\prime} \wedge \cdots \wedge \tau_{n}=\tau_{n}^{\prime}\right) \rightarrow\left(F\left(\tau_{1}, \ldots, \tau_{n}\right)=F\left(\tau_{1}^{\prime}, \ldots, \tau_{n}^{\prime}\right)\right)$
Finally, we define the logical operator " $\leftrightarrow$ " and the binary relation " $\neq$ " by stipulating

$$
\begin{aligned}
\varphi \leftrightarrow \psi & : \Longleftrightarrow(\varphi \rightarrow \psi) \wedge(\psi \rightarrow \varphi) \\
\tau_{1} \neq \tau_{2} & : \Longleftrightarrow \quad \neg\left(\tau_{1}=\tau_{2}\right)
\end{aligned}
$$

i.e., $\varphi \leftrightarrow \psi$ and $\tau_{1} \neq \tau_{2}$ are just abbreviations for $(\varphi \rightarrow \psi) \wedge(\psi \rightarrow \varphi)$ and $\neg\left(\tau_{1}=\tau_{2}\right)$, respectively.

This completes the list of our logical axioms. In addition to these axioms, we now add arbitrarily many theory-specific assumptions, so-called non-logical axioms. Such axioms are, for example, the three axioms of Group Theory, denoted GT, or the axioms of Peano Arithmetic, denoted PA.

GT: The language of Group Theory is $\mathscr{L}_{\mathrm{GT}}=\{\mathrm{e}, \circ\}$, where "e" is a constant symbol and " $\circ$ " is a binary function symbol.
$\mathrm{GT}_{0}: \quad \forall x \forall y \forall z(x \circ(y \circ z)=(x \circ y) \circ z) \quad$ (i.e., " $\circ$ " is associative)
$\mathrm{GT}_{1}: \quad \forall x(\mathrm{e} \circ x=x) \quad$ (i.e., "e" is a left-neutral element)
$\mathrm{GT}_{2}: \quad \forall x \exists y(y \circ x=\mathrm{e}) \quad$ (i.e., every element has a left-inverse)

PA: The language of Peano Arithmetic is $\mathscr{L}_{\mathrm{PA}}=\{0, \mathrm{~s},+, \cdot\}$, where " 0 " is a constant symbol, " $s$ " is a unary function symbol, and "+" and "." are binary function symbols.

$$
\begin{array}{ll}
\mathrm{PA}_{0}: & \neg \exists x(\mathbf{s} x=0) \\
\mathrm{PA}_{1}: & \forall x \forall y(\mathbf{s} x=\mathbf{s} y \rightarrow x=y) \\
\mathrm{PA}_{2}: & \forall x(x+0=x) \\
\mathrm{PA}_{3}: & \forall x \forall y(x+\mathbf{s} y=\mathbf{s}(x+y)) \\
\mathrm{PA}_{4}: & \forall x(x \cdot 0=0) \\
\mathrm{PA}_{5}: & \forall x \forall y(x \cdot \mathbf{s} y=(x \cdot y)+x)
\end{array}
$$

If $\varphi$ is any $\mathscr{L}_{\text {PA }}$-formula with $x \in \operatorname{free}(\varphi)$, then:
$\mathrm{PA}_{6}: \quad(\varphi(x / 0) \wedge \forall x(\varphi(x) \rightarrow \varphi(x / \mathrm{s} x))) \rightarrow \forall x \varphi(x)$
Notice that $\mathrm{PA}_{6}$ is an axiom schema, known as the induction schema, and not just a single axiom like $P A_{0}-\mathrm{PA}_{5}$.

It is often convenient to add certain defined symbols to a given signature so that the expressions get shorter or at least are easier to read. For example, in Peano Arithmetic-which is an axiomatic system for the natural numbers-we usually replace the expression $\mathbf{s}(0)$ with 1 and consequently $\mathbf{s}(x)$ by $x+1$. Probably, we would like to introduce an ordering " $<$ " on the natural numbers. We can do this by stipulating

$$
1:=\mathrm{s}(0) \quad \text { and } \quad x<y: \Longleftrightarrow \exists z((x+z)+1=y)
$$

We usually use ":=" to define constants or functions, and " $\Longleftrightarrow$ " to define relations. Obviously, all that can be expressed in the language $\mathscr{L}_{\text {PA }} \cup\{1,<\}$ can also be expressed in $\mathscr{L}_{\text {PA }}$.
So far we have a set of logical and non-logical axioms in a certain language and can define, if we wish, as many new constants, functions, and relations as we like. However, we are still not able to deduce anything from the given axioms, since we have neither inference rules nor the notion of formal proof.
Surprisingly, just two inference rules are sufficient, namely:

$$
\text { Modus Ponens: } \frac{\varphi \rightarrow \psi, \varphi}{\psi} \text { and Generalisation: } \frac{\varphi}{\forall \nu \varphi}
$$

where $\nu$ is a variable which does not occur free in any non-logical axiom.

In the former case we say that $\psi$ is obtained from $\varphi \rightarrow \psi$ and $\varphi$ by Modus Ponens, and in the latter case we say that $\forall \nu \varphi$ (where $\nu$ can be any variable) is obtained from $\varphi$ by Generalisation.

Using these two inference rules, we are able to define the notion of formal proof:
Let T be a possibly empty set of non-logical axioms (usually sentences), formulated in a certain language $\mathscr{L}$. An $\mathscr{L}$-formula $\psi$ is provable from T (or provable in T ), denoted $\mathrm{T} \vdash \psi$, if there is a finite sequence $\varphi_{0}, \ldots, \varphi_{n}$ of $\mathscr{L}$-formulae such that the formulae $\varphi_{n}$ and $\psi$ are identical, and for all $i$ with $0 \leq i \leq n$ we have:

- $\varphi_{i}$ is a logical axiom, or
- $\varphi_{i} \in \mathrm{~T}$, or
- there are $j, k<i$ such that $\varphi_{j}$ is equal to the formula $\varphi_{k} \rightarrow \varphi_{i}$, or
- there is a $j<i$ such that $\varphi_{i}$ is equal to the formula $\forall x \varphi_{j}$.

If a formula $\psi$ is not provable in T , i.e., if there is no formal proof for $\psi$ which uses just formulae from T , then we write $\mathrm{T} \nvdash \psi$.

Formal proofs, even of very simple statements, can get quite long and tricky. So, before we give an example of a formal proof, let us state a theorem which allows us to simplify formal proofs:

Theorem 2.1 (Deduction Theorem). If $\left\{\psi_{0}, \ldots, \psi_{n}\right\} \cup\left\{\varphi_{0}, \ldots, \varphi_{k}\right\} \vdash \varphi$, then

$$
\left\{\psi_{0}, \ldots, \psi_{n}\right\} \vdash\left(\varphi_{0} \wedge \ldots \wedge \varphi_{k}\right) \rightarrow \varphi
$$

Now, as an example of a formal proof let us show that the equality relation is symmetric. We first work with $\mathrm{T}_{x=y}$, consisting only of the formula $x=y$, and show that $\mathbf{T}_{x=y} \vdash y=x$, in other words we show that $\{x=y\} \vdash y=x$ :

$$
\begin{array}{lll}
\varphi_{0}:(x=y \wedge x=x) \rightarrow(x=x \rightarrow y=x) & \text { instance of } \mathrm{L}_{15} \\
\varphi_{1}:(x=y \wedge x=x) \rightarrow x=x & \text { instance of } \mathrm{L}_{4} \\
\varphi_{2}: \varphi_{0} \rightarrow\left(\varphi_{1} \rightarrow((x=y \wedge x=x) \rightarrow y=x)\right) & \text { instance of } \mathrm{L}_{2} \\
\varphi_{3}: \varphi_{1} \rightarrow((x=y \wedge x=x) \rightarrow y=x) & \text { from } \varphi_{2} \text { and } \varphi_{0} \text { by Modus Ponens } \\
\varphi_{4}:(x=y \wedge x=x) \rightarrow y=x & \text { from } \varphi_{3} \text { and } \varphi_{1} \text { by Modus Ponens } \\
\varphi_{5}: x=x & \text { instance of } \mathrm{L}_{14} \\
\varphi_{6}: x=y & (x=y) \in \mathrm{T}_{x=y} \\
\varphi_{7}: x=x \rightarrow(x=y \rightarrow(x=y \wedge x=x)) & \text { instance of } \mathrm{L}_{5} \\
\varphi_{8}: x=y \rightarrow(x=y \wedge x=x) & \text { from } \varphi_{7} \text { and } \varphi_{5} \text { by Modus Ponens } \\
\varphi_{9}: x=y \wedge x=x & \text { from } \varphi_{8} \text { and } \varphi_{6} \text { by Modus Ponens } \\
\varphi_{10}: y=x & \text { from } \varphi_{4} \text { and } \varphi_{9} \text { by Modus Ponens }
\end{array}
$$

Thus, we have $\{x=y\} \vdash y=x$, and by the Deduction Theorem 2.1 we see that $\vdash x=y \rightarrow y=x$, and finally, by Generalisation we get

$$
\vdash \forall x \forall y(x=y \rightarrow y=x)
$$

We leave it as an exercise for the reader to show that the equality relation is also transitive. Therefore, since the equality relation is reflexive (by $L_{14}$ ), it is a so-called equivalence relation (defined in the next chapter).

Furthermore, we say that two formulae $\varphi$ and $\psi$ are equivalent, denoted $\varphi \Leftrightarrow \psi$, if $\vdash \varphi \leftrightarrow \psi$. In other words, if $\varphi \Leftrightarrow \psi$, then-from a logical point of view- $\varphi$ and $\psi$ state exactly the same thing, and therefore we could call $\varphi$ and $\psi$ a tautology, which means saying the same thing twice. However, in logic, a formula $\varphi$ is a tautology if $\vdash \varphi$. Thus, the formulae $\varphi$ and $\psi$ are equivalent if and only if $\varphi \leftrightarrow \psi$ is a tautology.

A few examples:

- $\varphi \vee \psi \Leftrightarrow \psi \vee \varphi, \varphi \wedge \psi \Leftrightarrow \psi \wedge \varphi$, which shows that " $\vee$ " and " $\wedge$ " are commutative (up to equivalence). Moreover, " $\vee$ " and " $\wedge$ " are (up to equivalence) also associative-a fact which we tacitly used already.
- $\neg \neg \varphi \Leftrightarrow \varphi,(\varphi \vee \psi) \Leftrightarrow \neg(\neg \varphi \wedge \neg \psi)$, which shows for example how " $\vee$ " can be replaced with " $\neg$ " and " $\wedge$ ".
- $(\varphi \rightarrow \psi) \Leftrightarrow(\neg \varphi \vee \psi)$, which shows how the logical operator " $\rightarrow$ " can be replaced with " $\neg$ " and " $\vee$ ".
- $\forall x \varphi \Leftrightarrow \neg \exists x \neg \varphi$, which shows how " $\forall$ " can be replaced with " $\neg$ " and " $\exists$ ".

Thus, some of the logical operators are redundant and we could work for example with just " $\neg$ ", " $\wedge$ ", and " $\exists$ ". However, it is more convenient to use all of them.

Let T be a set of $\mathscr{L}$-formulae. We say that T is consistent, denoted $\mathrm{Con}(\mathrm{T})$, if there is no $\mathscr{L}$-formula $\varphi$ such that $\mathrm{T} \vdash(\varphi \wedge \neg \varphi)$, otherwise T is called inconsistent, denoted $\neg \operatorname{Con}(\mathrm{T})$.

Proposition 2.2. Let T be a set of $\mathscr{L}$-formulae.
(a) If $\neg \operatorname{Con}(\mathrm{T})$, then for all $\mathscr{L}$-formulae $\psi$ we have $\mathrm{T} \vdash \psi$.
(b) If $\operatorname{Con}(\mathrm{T})$ and $\mathrm{T} \vdash \varphi$ for some $\mathscr{L}$-formula $\varphi$, then $\mathrm{T} \nvdash \neg \varphi$.

Proof. (a) Let $\psi$ be any $\mathscr{L}$-formula and assume that $T \vdash(\varphi \wedge \neg \varphi)$ for some $\mathscr{L}$-formula $\varphi$. Then $T \vdash \psi$ :

| $\varphi_{0}:$ | $\varphi \wedge \neg \varphi$ | provable from T by assumption |
| :--- | :--- | :--- |
| $\varphi_{1}:$ | $(\varphi \wedge \neg \varphi) \rightarrow \varphi$ | instance of $L_{3}$ |
| $\varphi_{2}:$ | $\varphi$ | from $\varphi_{1}$ and $\varphi_{0}$ by Modus Ponens |
| $\varphi_{3}:$ | $(\varphi \wedge \neg \varphi) \rightarrow \neg \varphi$ | instance of $L_{4}$ |
| $\varphi_{4}:$ | $\neg \varphi$ | from $\varphi_{3}$ and $\varphi_{0}$ by Modus Ponens |
| $\varphi_{5}:$ | $\neg \varphi \rightarrow(\varphi \rightarrow \psi)$ | instance of $L_{9}$ |
| $\varphi_{6}:$ | $\varphi \rightarrow \psi$ | from $\varphi_{5}$ and $\varphi_{4}$ by Modus Ponens |
| $\varphi_{7}:$ | $\psi$ | from $\varphi_{6}$ and $\varphi_{2}$ by Modus Ponens |

(b) Assume that $\mathrm{T} \vdash \varphi$ and $\mathrm{T} \vdash \neg \varphi$. Then $\mathrm{T} \vdash(\varphi \wedge \neg \varphi)$, i.e., $\neg \operatorname{Con}(\mathrm{T})$ :

| $\varphi_{0}:$ | $\varphi$ | provable from T by assumption |
| :--- | :--- | :--- |
| $\varphi_{1}:$ | $\neg \varphi$ | provable from T by assumption |
| $\varphi_{2}:$ | $\varphi \rightarrow(\neg \varphi \rightarrow(\varphi \wedge \neg \varphi))$ | instance of $L_{5}$ |
| $\varphi_{3}:$ | $\neg \varphi \rightarrow(\varphi \wedge \neg \varphi)$ | from $\varphi_{2}$ and $\varphi_{0}$ by Modus Ponens |
| $\varphi_{4}: \quad \varphi \wedge \neg \varphi$ | from $\varphi_{3}$ and $\varphi_{1}$ by Modus Ponens |  |

Notice that Proposition 2.2 (a) implies that from an inconsistent set of axioms T one can prove everything and $T$ would be completely useless. So, if we design a set of axioms T , we have to make sure that T is consistent. However, as we shall see later, in many cases this task is impossible.

## Semantics: Making Sense of the Symbols

Let T be any set of $\mathscr{L}$-formulae (for some signature $\mathscr{L}$ ). There are two different ways to approach T, namely the syntactical and the semantical approaches. The above presented syntactical approach considers the set $T$ just as a set of well-formed formulae-regardless of their intended sense or meaning-from which we can prove some other formulae.

On the other hand, we can consider T also from a semantical point of view by interpreting the symbols of the language $\mathscr{L}$ in a reasonable way, and then seeking for a model in which all formulae of $T$ are true. To be more precise, we first have to define how models are built and what "true" means.

In order to define models, we have to assume some notions of Set Theory like subset, cartesian product, or relation, which shall be defined properly in the next chapter. Furthermore, we also make use of the the binary membership relation " $\in$ ", which is the only non-logical symbol of Set Theory.

Let $\mathscr{L}$ be an arbitrary but fixed language. An $\mathscr{L}$-structure $\mathbf{M}$ consists of a nonempty set $A$, called the domain of $\mathbf{M}$, together with a mapping which assigns to each constant symbol $c \in \mathscr{L}$ an element $c^{\mathbf{M}} \in A$, to each $n$-ary relation symbol $R \in \mathscr{L}$ a set of $n$-tuples $R^{\mathrm{M}}$ of elements of $A$, and to each $n$-ary function symbol
$F \in \mathscr{L}$ a function $F^{\mathrm{M}}$ from $n$-tuples of $A$ to $A$. In other words, the constant symbols become elements of $A, n$-ary relation symbols become subsets of $A^{n}$ (i.e., subsets of the $n$-fold cartesian product of $A$ ), and $n$-ary functions symbols become $n$-ary functions from $A^{n}$ to $A$.

The interpretation of variables is given by a so-called assignment: An assignment in an $\mathscr{L}$-structure $\mathbf{M}$ is a mapping $j$ which assigns to each variable an element of the domain $A$.

Finally, an $\mathscr{L}$-interpretation $\mathbf{I}$ is a pair $(\mathbf{M}, j)$ consisting of an $\mathscr{L}$-structure $\mathbf{M}$ and an assignment $j$ in $\mathbf{M}$. For a variable $\nu$, an element $a \in A$, and an assignment $j$ in $\mathbf{M}$ we define the assignment $j \frac{a}{\nu}$ by stipulating

$$
j \frac{a}{\nu}\left(\nu^{\prime}\right)= \begin{cases}a & \text { if } \nu^{\prime}=\nu \\ j\left(\nu^{\prime}\right) & \text { otherwise }\end{cases}
$$

For an interpretation $\mathbf{I}=(\mathbf{M}, j)$ and an element $a \in A$, let

$$
\mathbf{I} \frac{a}{\nu}:=\left(\mathbf{M}, j \frac{a}{\nu}\right) .
$$

We associate with every interpretation $\mathbf{I}=(\mathbf{M}, j)$ and every $\mathscr{L}$-term $\tau$ an element $\mathbf{I}(t) \in A$ as follows:

- For a variable $\nu$, let $\mathbf{I}(\nu):=j(\nu)$.
- For a constant symbol $c \in \mathscr{L}$, let $\mathbf{I}(c):=c^{\mathbf{M}}$.
- For an $n$-ary function symbol $F \in \mathscr{L}$ and terms $\tau_{1}, \ldots, \tau_{n}$, let

$$
\mathbf{I}\left(F\left(\tau_{1}, \ldots, \tau_{n}\right)\right):=F^{\mathbf{M}}\left(\mathbf{I}\left(\tau_{1}\right), \ldots, \mathbf{I}\left(\tau_{n}\right)\right)
$$

Now, we are able to define precisely when a formula $\varphi$ becomes true under an interpretation $\mathbf{I}=(\mathbf{M}, j)$; in which case we write $\mathbf{I} \vDash \varphi$ and say that $\varphi$ is true in $\mathbf{I}$ (or that $\varphi$ holds in $\mathbf{I}$ ). The definition is by induction on the complexity of the formula $\varphi$. By the rules (F0)-(F4), $\varphi$ must be of the form $\tau_{1}=\tau_{2}, R\left(\tau_{1}, \ldots, \tau_{n}\right)$, $\neg \psi, \psi_{1} \wedge \psi_{2}, \psi_{1} \vee \psi_{2}, \psi_{1} \rightarrow \psi_{2}, \exists \nu \psi$, or $\forall \nu \psi$ :

$$
\begin{aligned}
& \mathbf{I} \vDash \tau_{1}=\tau_{2}: \Longleftrightarrow \mathbf{I}\left(\tau_{1}\right) \text { IS THE SAME OBJECT AS } \mathbf{I}\left(\tau_{2}\right) \\
& \mathbf{I} \vDash R\left(\tau_{1}, \ldots, \tau_{n}\right): \Longleftrightarrow\left\langle\mathbf{I}\left(\tau_{1}\right), \ldots, \mathbf{I}\left(\tau_{n}\right)\right\rangle \text { BELONGS TO } R^{\mathbf{M}} \\
& \mathbf{I} \vDash \neg \psi: \Longleftrightarrow \text { NOT } \mathbf{I} \vDash \psi \\
& \mathbf{I} \vDash \psi_{1} \wedge \psi_{2}: \Longleftrightarrow \mathbf{I} \vDash \psi_{1} \text { AND } \mathbf{I} \vDash \psi_{2} \\
& \mathbf{I} \vDash \psi_{1} \vee \psi_{2}: \Longleftrightarrow \quad \mathbf{I} \vDash \psi_{1} \text { OR } \mathbf{I} \vDash \psi_{2} \\
& \mathbf{I} \vDash \psi_{1} \rightarrow \psi_{2}: \Longleftrightarrow \\
& \text { NOT } \mathbf{I} \vDash \psi_{1} \text { OR } \mathbf{I} \vDash \psi_{2}
\end{aligned}
$$

$$
\begin{array}{lll}
\mathbf{I} \vDash \exists \nu \psi & : \Longleftrightarrow & \text { IT EXISTS } a \operatorname{IN} A: \mathbf{I} \frac{a}{\nu} \vDash \psi \\
\mathbf{I} \vDash \forall \nu \psi & : \Longleftrightarrow & \text { FOR ALL } a \operatorname{IN} A: \mathbf{I} \frac{a}{\nu} \vDash \psi
\end{array}
$$

Notice that by the logical rules in our informal language, for every $\mathscr{L}$-formula $\varphi$ we have either $\mathbf{I} \vDash \varphi$ or $\mathbf{I} \vDash \neg \varphi$. So, every $\mathscr{L}$-formula is either true or false in $\mathbf{I}$.

Let T be an arbitrary set of $\mathscr{L}$-formulae. Then an $\mathscr{L}$-structure $\mathbf{M}$ is a model of T if for every assignment $j$ and for each formula $\varphi \in \mathrm{T}$ we have $(\mathbf{M}, j) \vDash \varphi$, i.e., $\varphi$ is true in the $\mathscr{L}$-interpretation $\mathbf{I}=(\mathbf{M}, j)$. Instead of saying " $\mathbf{M}$ is a model of $T$ " we just write $\mathbf{M} \vDash \mathbf{T}$. If $\varphi$ fails in $\mathbf{M}$, then we write $\mathbf{M} \not \vDash \varphi$, which is equivalent to $\mathbf{M} \vDash \neg \varphi$, because for any $\mathscr{L}$-formula $\varphi$ we have either $\mathbf{M} \vDash \varphi$ or $\mathbf{M} \vDash \neg \varphi$.

For example $S_{7}$ (i.e., the set of all permutations of seven different items) is a model of GT, where the interpretation of the binary operation is composition and the neutral element is interpreted as the identity permutation. In this case, the elements of the domain of $S_{7}$ can be real and can even be heard, namely when the seven items are seven bells and a peal of, for example, Stedman Triples consisting of all 5040 permutations of the seven bells is rung-which happens quite often, since Stedman Triples are very popular with change-ringers. However, the objects of models of mathematical theories usually do not belong to our physical world and are no more real than, for example, the number zero or the empty set.

## The Completeness Theorem

The following two theorems, which we state without proofs, are the main connections between the syntactical and the semantical approach to first-order theories. On the one hand, the Soundness Theorem 2.3 just tells us that our deduction system is sound, i.e., if a sentence $\varphi$ is provable from T then $\varphi$ is true in each model of T. On the other hand, Gödel's Completeness Theorem 2.4 tells us that our deduction system is even complete, i.e., every sentence which is true in all models of T is provable from T . As a consequence we find that $\mathrm{T} \vdash \varphi$ if and only if $\varphi$ is true in each model of T. In particular, if T is empty, this implies that every tautology (i.e., universally valid formula) is provable.

Theorem 2.3 (Soundness Theorem). Let T be a set of $\mathscr{L}$-sentences and let $\varphi$ be any $\mathscr{L}$-sentence. If $\mathrm{T} \vdash \varphi$, then in any model $\mathbf{M}$ such that $\mathbf{M} \vDash \mathrm{T}$ we have $\mathbf{M} \vDash \varphi$.

Theorem 2.4 (Gödel's Completeness Theorem). Let T be a set of $\mathscr{L}$-sentences and let $\sigma$ be any $\mathscr{L}$-sentence. If $\mathrm{T} \nvdash \sigma$, then there is a model $\mathbf{M}$ such that $\mathbf{M} \vDash \mathbf{T} \cup\{\neg \sigma\}$. In particular, every consistent set of $\mathscr{L}$-sentences has a model.

As a matter of fact we would like to mention that if the signature $\mathscr{L}$ is uncountable, then, in general, Gödel's Completeness Theorem cannot be proved without using some form of the Axiom of Choice.
One of the main consequences of Gödel's Completeness Theorem 2.4 is that formal proofs-which are usually quite long and involved-can be replaced with informal ones: Let T be a consistent set of $\mathscr{L}$-formulae and let $\varphi$ be any $\mathscr{L}$-sentence. Then, by Gödel's Completeness Theorem 2.4, in order to show that $\mathrm{T} \vdash \varphi$ it is enough to show that $\mathbf{M} \vDash \varphi$ whenever $\mathbf{M} \vDash \mathrm{T}$. In fact, we would take an arbitrary model $\mathbf{M}$ of $\mathbf{T}$ and show that $\mathbf{M} \vDash \varphi$.
As an example, let us show that $\mathrm{GT} \vdash(y \circ x=\mathrm{e}) \rightarrow(x \circ y=\mathrm{e})$ : First, let $\mathbf{G}$ be a model of GT with domain $G$, and let $x$ and $y$ be any elements of $G$. By GT ${ }_{2}$ we know that every element of $G$ has a left-inverse. In particular, $y$ has a left-inverse, say $\bar{y}$, and we have $\bar{y} \circ y=\mathrm{e} . \mathrm{By} \mathrm{GT} \mathrm{T}_{1}$ we have $x \circ y=(\bar{y} \circ y) \circ(x \circ y)$, and by $\mathrm{GT}_{0}$ we get $(\bar{y} \circ y) \circ(x \circ y)=\bar{y} \circ((y \circ x) \circ y)$. Now, if $y \circ x=\mathrm{e}$, then we have $x \circ y=\bar{y} \circ y$ and consequently we get $x \circ y=\mathrm{e}$. Notice that we tacitly used that the equality relation is symmetric and transitive.
We leave it as an exercise for the reader to find the corresponding formal proof of this basic result in Group Theory. In a similar way, one can show that every leftneutral element is also a right-neutral element (called a neutral element) and that there is just one neutral element in a group.

The following result, which is a consequence of GÖDEL's COMPLETENESS THEOREM 2.4, shows that every consistent set of formulae has a model.

Proposition 2.5. Let T be any set of $\mathscr{L}$-sentences. Then $\operatorname{Con}(\mathrm{T})$ if and only if T has a model.

Proof. $(\Rightarrow)$ If T has no model, then, by Gödel's Completeness Theorem 2.4, for every $\mathscr{L}$-sentence $\sigma$ we have $\mathrm{T} \vdash \sigma$ (otherwise, there would be a model of $\mathrm{T} \cup\{\neg \sigma\}$, in particular there would be a model of T). So, taking $\sigma$ to be $\varphi \wedge \neg \varphi$ (for some $\mathscr{L}$-sentence $\varphi$ ) we get $\mathrm{T} \vdash(\varphi \wedge \neg \varphi)$, hence T is inconsistent.
$(\Leftarrow)$ If T is inconsistent, then, by Proposition $2.2(\mathrm{a})$, for every $\mathscr{L}$-sentence $\sigma$ we have $\mathrm{T} \vdash \sigma$, in particular, $\mathrm{T} \vdash \varphi \wedge \neg \varphi$ (for some $\mathscr{L}$-sentence $\varphi$ ). Now, the Soundness Theorem 2.3 implies that in all models $\mathbf{M} \vDash \mathrm{T}$ we have $\mathbf{M} \vDash \varphi \wedge \neg \varphi$; thus, there are no models of T .

A set of sentences T is usually called a theory. A consistent theory T (in a certain language $\mathscr{L}$ ) is said to be complete if for every $\mathscr{L}$-sentence $\sigma$, either $\mathrm{T} \vdash \sigma$ or $\mathrm{T} \vdash \neg \sigma$. If T is not complete, we say that T is incomplete.
The following result is an immediate consequence of PROPOSITION 2.5.
COROLLARY 2.6. Every consistent theory is contained in a complete theory.

Proof. Let T be a theory with signature $\mathscr{L}$. If T is consistent, then it has a model, say $\mathbf{M}$. Now let $\overline{\mathrm{T}}$ be the set of all $\mathscr{L}$-sentences $\sigma$ such that $\mathbf{M} \vDash \sigma$. Obviously, $\overline{\mathrm{T}}$ is a complete theory which contains T .

Let T be a set of $\mathscr{L}$-sentences and let $\sigma$ be any $\mathscr{L}$-sentence not contained in T . The sentence $\sigma$ is said to be consistent relative to T (or that $\sigma$ is consistent with T ) if $\operatorname{Con}(\mathrm{T})$ implies $\operatorname{Con}(\mathrm{T} \cup\{\sigma\})$ (later we write $\mathrm{T}+\sigma$ instead of $\mathrm{T} \cup\{\sigma\}$ ). If both $\sigma$ and $\neg \sigma$ are consistent with T , then $\sigma$ is said to be independent of T . In other words, if Con $(\mathrm{T})$, then $\sigma$ is independent of T if neither $\mathrm{T} \vdash \sigma$ nor $\mathrm{T} \vdash \neg \sigma$. By GöDEL's Completeness Theorem 2.4 we see that if $\operatorname{Con}(\mathrm{T})$ and $\sigma$ is independent of T , then there are models $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ of $\mathbf{T}$ such that $\mathbf{M}_{1} \vDash \sigma$ and $\mathbf{M}_{2} \vDash \neg \sigma$. A typical example of a sentence which is independent of GT is $\forall x \forall y(x \circ y=y \circ x)$ (i.e., the binary operation is commutative), and indeed, there are abelian as well as non-abelian groups.
In order to prove that a certain sentence $\sigma$ is independent of a given (consistent) theory T , one could try to find two different models of T such that $\sigma$ holds in one model and fails in the other. However, this task is quite difficult, in particular if one cannot prove that T has a model at all (as is the case for Set Theory).

## Limits of First-Order Logic

We begin this section with a useful result, called the Compactness Theorem. On the one hand, it is just a consequence of the fact that formal proofs are finite (i.e., finite sequences of formulae). On the other hand, the Compactness TheoREM is the main tool used to prove that a certain sentence (or a set of sentences) is consistent with a given theory. In particular, the Compactness Theorem is implicitly used in every set-theoretic consistency proof which is obtained by forcing (for details, see Chapter 16).

Theorem 2.7 (Compactness Theorem). Let T be a set of $\mathscr{L}$-sentences. Then T is consistent if and only if every finite subset $\mathrm{T}^{\prime} \subseteq \mathrm{T}$ is consistent.

Proof. Obviously, if T is consistent, then every finite subset $\mathrm{T}^{\prime} \subseteq \mathrm{T}$ must be consistent. On the other hand, if T is inconsistent, then there is an $\mathscr{L}$-sentence $\sigma$ such that $\mathrm{T} \vdash \sigma \wedge \neg \sigma$. In other words, there is a proof of $\sigma \wedge \neg \sigma$ from T . Now, since every proof is finite, there are only finitely many sentences of T involved in this proof, and if $\mathrm{T}^{\prime}$ is this finite set of sentences, then $\mathrm{T}^{\prime} \vdash \sigma \wedge \neg \sigma$, which shows that $\mathrm{T}^{\prime}$, a finite subset of T , is inconsistent.

Recall that by Gödel's Completeness Theorem 2.4 we get that every consistent theory has a model. So, together with the Compactness Theorem we get
that a theory T has a model if and only if every finite subset $\mathrm{T}^{\prime} \subseteq \mathrm{T}$ has a model. This statement also holds for Propositional Logic, where instead of models we have the corresponding notion of satisfiability (defined in Chapter 6):

Compactness Theorem for Propositional Logic. If $\Sigma$ is a set of formulae of Propositional Logic, then $\Sigma$ is satisfiable if and only if every finite subset $\Sigma^{\prime} \subseteq \Sigma$ is satisfiable.

As a matter of fact, we would like to mention that the Compactness Theorem for Propositional Logic is equivalent to the Prime Ideal Theorem, which implies that in general, the Compactness Theorem for Propositional Logic cannot be proved without using some form of the Axiom of Choice (see Theorem 6.7).

A simple application of the Compactness Theorem 2.7 shows that if PA is consistent, then there is more than one model of PA (i.e., beside the intended model of natural numbers with domain $\mathbb{N}$, there are also so-called non-standard models of PA with larger domains):
First, we extend the signature $\mathscr{L}_{\text {PA }}=\{0, s,+, \cdot\}$ by adding a new constant symbol n. Secondly we extend PA by adding the formulae

$$
\underbrace{\mathrm{n} \neq 0}_{\varphi_{0}}, \quad \underbrace{\mathrm{n} \neq \mathrm{s}(0)}_{\varphi_{1}}, \quad \underbrace{\mathrm{n} \neq \mathrm{s}(\mathrm{~s}(0))}_{\varphi_{2}}, \quad \cdots
$$

and let $\Psi$ be the set of these formulae. Now, if PA has a model $\mathbf{N}$ with domain say $\mathbb{N}$, and $\Phi$ is any finite subset of $\Psi$, then, by interpreting $n$ in a suitable way, $\mathbf{N}$ is also a model of PA $\cup \Phi$, which implies that PA $\cup \Phi$ is consistent. Thus, by the COMPACTNESS THEOREM 2.7, PA $\cup \Psi$ is also consistent and therefore has a model, say $\mathbf{N}^{*}$. Now, $\mathbf{N}^{*} \vDash P A \cup \Psi$, but since n is different from every standard natural number of the form $s(s(\ldots s(0) \ldots))$, the domain of $\mathbf{N}^{*}$ must be very different from $\mathbb{N}$ (since it contains a kind of infinite number, whereas all standard natural numbers are finite).

This example shows that we cannot axiomatise Peano Arithmetic in First-Order Logic in such a way that all the models we get have essentially the same domain $\mathbb{N}$.
By Proposition 2.5 we know that a set of first-order formulae $T$ is consistent if and only if it has a model, i.e., there is a model $\mathbf{M}$ such that $\mathbf{M} \vDash T$. So, in order to prove, for example, that the axioms of Set Theory are consistent we only have to find a single model in which all these axioms hold. However, as a consequence of the following theorems-which we state again without proof-this turns out to be impossible (at least if one restricts oneself to methods formalisable in Set Theory).

Theorem 2.8 (Gödel's Incompleteness Theorem). Let T be a theory with signature $\mathscr{L}$ which consists of finitely many axioms or axiom schemata. Furthermore, assume that T is consistent and sufficiently strong to prove the axioms of Peano Arithmetic PA. Then there is always an $\mathscr{L}$-sentence $\sigma$ which is independent of T , i.e., neither $\mathrm{T} \vdash \sigma$ nor $\mathrm{T} \vdash \neg \sigma$.

As a consequence of Gödel's Completeness Theorem 2.4 we get that such theories have at least two essentially different models, one in which the sentence $\sigma$ is true and one in which it fails. In particular, since PA is such a theory, we find that the very same number-theoretic sentence $\sigma$ is true in some models of PA and fails in some other, which shows that the theory PA is incomplete.

On the one hand, Gödel's Incompleteness Theorem tells us that in any theory T which is sufficiently strong, there are always statements which are independent of $T$ (i.e., which can neither be proved nor disproved in $T$ ). On the other hand, statements which are independent of a given theory (e.g., of Set Theory or of Peano Arithmetic) are often very interesting, since they say something unexpected, but in a language we can understand. From this point of view it is good to have GöDEL's Incompleteness Theorem, which guarantees the existence of such statements in theories like Set Theory or Peano Arithmetic.

In Part III we shall present a technique with which we can prove the independence of certain set-theoretical statements from the axioms of Set Theory, which are introduced and discussed in the next chapter.

## Notes

Let us give a brief overview of the history of mathematical logic (for a comprehensive history of logic we refer the reader to Bocheński [6] and W. \& M. Kneale [41]).

Aristotle's "Organon". Aristotle's logical treatises contain the earliest formal study of logic (i.e., of Propositional Logic, which is concerned about logical relations between propositions as wholes) and consequently he is commonly considered the first logician. Aristotle's logical works were grouped together by the ancient commentators under the title Organon [1], consisting of Categories, On Interpretation, Prior Analytics, Posterior Analytics, Topics, and On Sophistical Refutations. Probably the most famous part of Aristotle's Logic is the syllogistic, which he defines at the beginning of the Prior Analytics as follows: A syllogism is a discourse in which from certain propositions that are laid down something other than what is stated follows of necessity. Aristotle's syllogistic can be considered as a precursor of modern Predicate Logic. For a modern view of Aristotle's syllogistic we refer the reader to Łukasiewicz [42] and Russinoff [48].

Chrysippus and the Stoics. In its core, Stoic Logic is a Propositional Logic, since the inference concerns the relations between items that have the structure of propositions. The Stoics were the first to work out in detail a theory of arguments involving the conditional and other forms of complex propositions. The theory of conditional propositions was also central in Chrysippus' Logic, who was the main representative of the Stoic school. The Stoics distinguished between indemonstrable arguments,
called indemonstrables, and arguments that can be reduced to indemonstrables. To some extent, indemonstrables can be seen as logical axioms, and even though they are not rules of inference, one of the five types of indemonstrables introduced by Chrysippus is very similar to Modus Ponens. The leading premisses of Chrysippus' indemonstrables use only Chrysippus' connectives, which are "and", "if", "or" (exclusive), and the negation "not". Not only had the Stoics (and Chrysippus in particular) a very deep understanding of Propositional Logic, they even claimed that their system of Propositional Logic was complete in the sense that every valid argument could be reduced to a series of arguments of the five basic types of indemonstrables. Moreover, even the method of reduction was not left vague, but was exactly characterised by four meta-rules, of which we possess just two (a third meta-rule is uncertain). For Stoic Logic, in particular for its completeness or incompleteness, we refer the reader to Bobzien [4] and Milne [43].

Boole's "Laws of Thought". In 1854, Boole published in An Investigation of the Laws of Thought [8] (see also [7]) a new approach to logic by reducing it to a kind of algebra and thereby incorporated logic into Mathematics: Boole noticed that Aristotle's Logic was essentially dealing with classes of objects and he further observed that these classes can be denoted by symbols like $x, y, z$, subject to the ordinary rules of algebra, with the following interpretations.
(a) $x y$ denotes the class of members of $x$ which are also members of $y$.
(b) If $x$ and $y$ have no members in common, then $x+y$ denotes the class of objects which belong either to $x$ or to $y$.
(c) I $-x$ denotes all the objects not belonging to the class $x$.
(d) $x=0$ means that the class $x$ has no members.

However, Boole's Logic was still Propositional Logic, but just 25 years later this weakness was eliminated.

Frege's "Begriffsschrift". In 1879, Frege published in his Begriffsschrift [15], the most important advance in logic since Aristotle and Chrysippus. In this work, Frege presented for the first time what we would recognise today as a logical system with negation, implication, universal quantification, logical axioms, et cetera. Even though Frege's achievement in logic was a major step towards First-Order Logic, his subsequent work $[16,17]$ led to some antinomy, which was discovered by Russell. For Frege's presentation of logic after Russell's discovery we refer the reader to Frege's lectures on his Begriffsschrift between 1910 and 1913 (see [18]).

Peano's "Arithmetices Principia". Written in Latin, [46] was Peano's first attempt at an axiomatisation of Mathematics-and in particular of Arithmetic-in a symbolic language. The initial arithmetic notions are number, one, successor, is equal to, and nine axioms are stated concerning theses notions. (Today, " $=$ " belongs to the underlying language of logic, and so, Peano's axioms dealing with equality become
redundant; further, we start the natural numbers with zero, rather than one.) Concerning the problem of whether the natural numbers can be considered as symbols without inherent meaning, we refer the reader to the discussion between Müller [45] and Bernays [3]. For Peano's work in logic, and in particular for the development of the axioms for natural numbers, we refer the reader to Jourdain [38, pp. 270-314] (where one can also find some comments by Peano) and to Wang [50]. According to Jourdain (cf. [38, p. 273]), Peano [46] succeeded in writing out wholly in symbols the propositions and proofs of a complete treatise on the arithmetic of positive numbers. However, in the arithmetical demonstrations, Peano made extensive use of Grassmann's work [27], and in fundamental questions of arithmetic as well as in the theory of logical functions, he used Dedekind's work [9]. The main feature of Wang's paper [50] is the printing of a letter (mentioned by Noether on p. 490 of [10]) from Dedekind to a headmaster in Hamburg, dated 27 February, 1890. In that letter, Dedekind points out the appearance of non-standard models of axioms for natural numbers (see Kaye [39]) and explains how one could avoid such unintended models by using his Kettentheorie (i.e., concept of chains) which he developed in [9]. He also refers to Frege's works [15, 16] and notes that Frege's method of defining a kind of "successor relation" agrees in essence with his concept of chains.

Russell's "Principia Mathematica". One of these steps was taken by Russell and Whitehead in their Principia Mathematica [51], which is a three-volume work on the foundations of Mathematics, published between 1910 and 1913. It is an attempt to derive all mathematical truths from a well-defined set of axioms and inference rules in symbolic logic. The main inspiration and motivation for the Principia Mathematica was Frege's earlier work on logic, especially the contradictions discovered by Russell (as mentioned above). The questions remained whether a contradiction could also be derived from the axioms given in the Principia Mathematica, and whether there exists a mathematical statement which could neither be proven nor disproven in the system (for Russell's search for truth, we refer the reader to Doxiadis and Papadimitriou [12]). It took another twenty odd years until these questions were answered by Gödel's Incompleteness Theorem, but before that, the logical axioms had to be settled.

Hilbert's "Grundzuige der theoretischen Logik". In 1928, Ackermann and Hilbert published in their Grundzüge der theoretischen Logik [36], to some extent the final version of the logical axioms (for the development of these axioms see, for example, Hilbert [33, 34, 35]).

Gödel's Completeness Theorem. Gödel proved the Completeness Theorem in his doctoral dissertation Über die Vollständigkeit des Logikkalküls [19] which was completed in 1929. In 1930, he published the same material as in the doctoral dissertation in a rewritten and shortened form in [20]. The standard proof of GÖDEL'S Completeness Theorem is Henkin's proof, which can be found in [30] (see
also [31]) as well as in most other textbooks on logic. A slightly different approach can be found, for example, in Kleene [40§72].

Gödel's Incompleteness Theorem. In 1930, Gödel announced in [21] his IncomPLETENESS THEOREM (published later in [22]), which is probably the most famous theorem in logic. The theorem as it is stated above is Satz VI of [22]. Gödel's Incompleteness Theorem 2.4 is discussed in great detail in Hoffmann [37] and in Mostowski [44] (see also Goldstern and Judah [26, Chapter 4]); and for a different proof of Gödel's Incompleteness Theorem, not just a different version of Gödel's proof, see Putnam [47]. For more historical background-as well as for Gödel's platonism—we refer the reader to Goldstein [24].

Our approach to First-Order Logic presented in this chapter is partially taken from the first few sections of the hyper-textbook for students by Detlovs and Podnieks (these sections are an extended translation of the corresponding chapters of Detlovs [11]). For other rules of inference see, for example, Hermes [32] or Ebbinghaus, Flum, and Thomas [13, 14], and for the nature and technique of formal proofs see, for example, Hales [28], Harrison [29], and Wiedijk [52].
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