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Abstract. We establish the full global non-linear stability of the Kerr–de Sit-

ter family of black holes, as solutions of the initial value problem for the Ein-
stein vacuum equations with positive cosmological constant, for small angular

momenta, and without any symmetry assumptions on the initial data. We

achieve this by extending the linear and non-linear analysis on black hole space-
times described in a sequence of earlier papers by the authors: we develop a

general framework which enables us to deal systematically with the diffeomor-

phism invariance of Einstein’s equations. In particular, the iteration scheme
used to solve Einstein’s equations automatically finds the parameters of the

Kerr–de Sitter black hole that the solution is asymptotic to, the exponentially

decaying tail of the solution, and the gauge in which we are able to find the so-
lution; the gauge here is a wave map/DeTurck type gauge, modified by source

terms which are treated as unknowns, lying in a suitable finite-dimensional
space.
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1. Introduction

According to Einstein’s theory of General Relativity, a vacuum spacetime with
cosmological constant Λ ∈ R is a (3 + 1)-dimensional manifold M equipped with a
Lorentzian metric g satisfying the Einstein vacuum equation Ein(g) = Λg, where
Ein(g) = Ric(g) − 1

2Rgg is the Einstein tensor. An equivalent formulation of this
equation is

Ric(g) + Λg = 0. (1.1)

A Kerr–de Sitter spacetime, discovered by Kerr [Ker63] and Carter [Car68], models
a stationary, rotating black hole within a universe with Λ > 0: far from the black
hole, the spacetime behaves like de Sitter space with cosmological constant Λ,
and close to the event horizon of the black hole like a Kerr black hole. Fixing
Λ > 0, a (3 + 1)-dimensional Kerr–de Sitter spacetime (M◦, gb) depends, up to
diffeomorphism equivalence, on two real parameters, namely the mass M• > 0
of the black hole and its angular momentum a. For our purposes it is in fact
better to consider the angular momentum as a vector a ∈ R3. The Kerr–de Sitter
family of black holes is then a smooth family gb of stationary Lorentzian metrics,
parameterized by b = (M•,a), on a fixed 4-dimensional manifold M◦ ∼= Rt∗ ×
(0,∞)r × S2 solving the equation (1.1). The Schwarzschild–de Sitter family is the
subfamily (M◦, gb), b = (M•,0), of the Kerr–de Sitter family; a Schwarzschild–
de Sitter black hole describes a static, non-rotating black hole. We point out that
according to the currently accepted ΛCDM model, the cosmological constant is
indeed positive in our universe [R+98, P+99].

The equation (1.1) is a non-linear second order partial differential equation
(PDE) for the metric tensor g. Due to the diffeomorphism invariance of this equa-
tion, the formulation of a well-posed initial value problem is more subtle than
for (non-linear) wave equations. This was first accomplished by Choquet-Bruhat
[CB52], who with Geroch [CBG69] proved the existence of maximal globally hy-
perbolic developments for sufficiently smooth initial data. We will discuss such
formulations in detail later in this introduction as well as in §2. The correct notion
of initial data is a triple (Σ0, h, k), consisting of

• a 3-manifold Σ0,
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• a Riemannian metric h on Σ0,
• a symmetric 2-tensor k on Σ0,

subject to the constraint equations, which are the Gauss–Codazzi equations on Σ0

implied by (1.1). Fixing Σ0 as a submanifold of M◦, a metric g satisfying (1.1) is
then said to solve the initial value problem with data (Σ0, h, k) if

• Σ0 is spacelike with respect to g;
• h is the Riemannian metric on Σ0 induced by g;
• k is the second fundamental form of Σ0 within M◦.

Our main result concerns the global non-linear asymptotic stability of the Kerr–
de Sitter family as solutions of the initial value problem for (1.1); we prove this
for slowly rotating black holes, i.e. near a = 0. To state the result in the simplest
form, let us fix a Schwarzschild–de Sitter spacetime (M◦, gb0), and within it a
compact spacelike hypersurface Σ0 ⊂ {t∗ = 0} ⊂ M◦ extending slightly beyond
the event horizon r = r− and the cosmological horizon r = r+; let (hb0 , kb0) be
the initial data on Σ0 induced by gb0 . Denote by Σt∗ the translates of Σ0 along
the flow of ∂t∗ , and let Ω◦ =

⋃
t∗≥0 Σt∗ ⊂ M◦ be the spacetime region swept out

by these; see Figure 1.1. Note that since we only consider slow rotation speeds, it
suffices to consider perturbations of Schwarzschild–de Sitter initial data, which in
particular includes slowly rotating Kerr–de Sitter black holes initial data (and their
perturbations).

Theorem 1.1 (Stability of the Kerr–de Sitter family for small a; informal version).
Suppose (h, k) are smooth initial data on Σ0, satisfying the constraint equations,
which are close to the data (hb0 , kb0) of a Schwarzschild–de Sitter spacetime in a
high regularity norm. Then there exist a solution g of (1.1) attaining these initial
data at Σ0, and black hole parameters b which are close to b0, so that

g − gb = O(e−αt∗)

for a constant α > 0 independent of the initial data; that is, g decays exponentially
fast to the Kerr–de Sitter metric gb. Moreover, g and b are quantitatively controlled
by (h, k).

In particular, we do not require any symmetry assumptions on the initial data.
We refer to Theorem 1.4 for a more precise version of the theorem. Above, we
measure the pointwise size of tensors on Σ0 by means of the Riemannian metric hb0 ,
and the pointwise size of tensors on the spacetime M◦ by means of a fixed smooth
stationary Riemannian metric gR on M◦. The norms we use for (h− hb0 , k − kb0)
on Σ0 and of g− gb on Σt∗ are then high regularity Sobolev norms; any two choices
of gR yield equivalent norms. If (h, k) are smooth and sufficiently close to (hb0 , kb0)
in a fixed high regularity norm, the solution g we obtain is smooth as well, and in
a suitable Fréchet space of smooth symmetric 2-tensors on M◦ depends smoothly
on (h, k), as does b.

In terms of the maximal globally hyperbolic development (MGHD) of the initial
data (h, k), Theorem 1.1 states that the MGHD contains a subset isometric to Ω◦

on which the metric decays at an exponential rate to gb.
We stress that a single member of the Kerr–de Sitter family is not stable: small

perturbations of the initial data of, say, a Schwarzschild–de Sitter black hole, will
in general result in a solution which decays to a Kerr–de Sitter metric with slightly
different mass and non-zero angular momentum. We are not aware of any way by
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Figure 1.1. Setup for the initial value problem for perturba-
tions of a Schwarzschild–de Sitter spacetime (M◦, gb0), showing
the Cauchy surface Σ0 of Ω and a few translates Σt∗ ; here εM > 0
is small. Left: Product-type picture, illustrating the stationary
nature of gb0 . Right: Penrose diagram of the same setup. The
event horizon is H+ = {r = r−}, the cosmological horizon is
H+ = {r = r+}, and the (idealized) future timelike infinity is
i+.

which one can determine the final black hole parameters b, but which does not
require finding the global solution of the initial value problem. Investigating any
such method, potentially via making a connection to different notions of mass on
asymptotically hyperbolic manifolds [Wan01, Zha04, CH03, CWY16], would be a
very interesting problem.

Earlier global non-linear stability results for the Einstein equation include Fried-
rich’s work [Fri86] on the stability of (3 + 1)-dimensional de Sitter space, the mon-
umental proof by Christodoulou and Klainerman [CK93] of the stability of (3 + 1)-
dimensional Minkowski space. Partial simplifications and extensions of these results
were proved by Anderson [And05] on higher-dimensional de Sitter spacetimes, Lind-
blad and Rodnianski [LR05, LR10] and Bieri–Zipser [BZ09] on Minkowski space,
further Ringström [Rin08] for a general Einstein–scalar field system, as well as by
Rodnianski and Speck [RS09] (and the related [Spe13]) on Friedmann–Lemâıtre–
Robertson–Walker spacetimes; see §1.3 for further references. Theorem 1.1 is the
first result for the Einstein equation proving an orbital stability statement (i.e. de-
cay to a member of a family of spacetimes, rather than decay to the spacetime
one is perturbing), and the flexibility of the techniques we use should allow for
investigations of many further orbital stability questions. Natural examples are the
non-linear stability of the Kerr–Newman–de Sitter family of rotating and charged
black holes as solutions of the coupled Einstein–Maxwell system,1 and the stability
of higher-dimensional black holes.

The proof of Theorem 1.1 will be given in §11. It uses a generalized wave co-
ordinate gauge adjusted ‘dynamically’ (from infinity) by finite-dimensional gauge
modifications. The key tool is the precise analysis of the linearized problem around
a Schwarzschild–de Sitter metric. We develop a robust framework that has pow-
erful stability properties with respect to perturbations; we will describe its main
ingredients, in particular the manner in which we adapt our choice of gauge, in
§1.1. (As a by-product of our analysis, we obtain a very general finite-codimension

1Since the first version of this paper, this has been accomplished by the first author [Hin].
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solvability result for quasilinear wave equations on Kerr–de Sitter spaces, see Ap-
pendix B.) The restriction to small angular momenta in Theorem 1.1 is then due
to the fact that the required algebra is straightforward for linear equations on a
Schwarzschild–de Sitter background, but gets rather complicated for non-zero an-
gular momenta; we explain the main calculations one would have to check to extend
our result to large angular momenta in Remark 1.5. Our framework builds on a
number of recent advances in the global geometric microlocal analysis of black hole
spacetimes which we recall in §1.1; ‘traditional’ energy estimates play a very minor
role, and are essentially only used to deal with the Cauchy surface Σ0 and the arti-
ficial boundaries at r = r± ± εM in Figure 1.1. For solving the non-linear problem,
we use a Nash–Moser iteration scheme, which proceeds by solving a linear equa-
tion globally at each step and is thus rather different in character from bootstrap
arguments. (See also the introduction of [HV15].)

Our main theorem and the arguments involved in its proof allow for further con-
clusions regarding the phenomenon of ringdown, the problem of black hole unique-
ness, and suggest a future path to a definitive resolution of Penrose’s Strong Cosmic
Censorship conjecture for cosmological spacetimes; see §1.2 for more on this.

Using our methods, we give a direct proof of the linear stability of slowly ro-
tating Kerr–de Sitter spacetimes in §10 as a ‘warm-up,’ illustrating the techniques
developed in the preceding sections.

Theorem 1.2. Fix a slowly rotating Kerr–de Sitter spacetime (M◦, gb), and Σ0 as
above. Suppose (h′, k′) is a pair of symmetric 2-tensors, with high regularity, solving
the linearized constraint equations around (hb, kb). Then there exist a solution r of
the linearized Einstein vacuum equation

Dgb(Ric + Λ)(r) = 0,

attaining these initial data at Σ0, and b′ ∈ R4 such that

r − d

ds
gb+sb′ |s=0 = O(e−αt∗)

for a constant α > 0 independent of the initial data; that is, the gravitational
perturbation r decays exponentially fast to a linearized Kerr–de Sitter metric.

We stress that the non-linear stability is only slightly more complicated to prove
than the linear stability, given the robust framework we set up in this paper; we
explain this in the discussion leading up to the statement of Theorem 1.4.

Theorem 1.2 is the analogue of the recent result of Dafermos, Holzegel and
Rodnianski [DHR16] on the linear stability of the Schwarzschild spacetime (i.e.
with Λ = 0 and a = 0). We will discuss the differences and similarities of their
paper (and related works) with the present paper in some detail below.

We point out that the Ricci-flat analogues of Theorems 1.1 and 1.2, i.e. with
cosmological constant Λ = 0, remain very interesting and challenging problems
to study: the limit Λ → 0+ is rather degenerate in that it replaces an asymp-
totically hyperbolic problem (far away from the black hole) by an asymptotically
Euclidean one, which in particular drastically affects the low frequency behavior of
the problem and thus the expected decay rates (polynomial rather than exponen-
tial). Furthermore, for Λ = 0, one needs to use an additional ‘null-structure’ of the
non-linearity to analyze non-linear interactions near the light cone at infinity (‘null
infinity’), while this is not needed for Λ > 0. See §1.3 for references and further
discussion.
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We take this opportunity to comment on the role of the small positive cosmologi-
cal constant and black holes in an astronomical context. While on the spatial scales
relevant for the study of isolated gravitational systems the cosmological constant is
negligible, no matter what its value is (or even what sign it has), the positivity of
Λ is important on the infinite time scale on which one must work when studying
stability questions. Put differently, Λ is negligible for the large, but finite time
scale corresponding to the spatial scale on which it is negligible; thus, for large
times (which in particular covers computations in numerical general relativity), Λ
can be ignored. The idealized case Λ = 0 is nonetheless very interesting not only
from a mathematical but also from a practical point of view, as it allows for the
clean definition of quantities of physical (and experimental) interest such as null
infinity, gravitational wave energy, the Christodoulou memory effect, etc.

1.1. Main ideas of the proof. For the reader unfamiliar with Einstein’s equa-
tions, we begin by describing some of the fundamental difficulties one faces when
studying the equation (1.1). Typically, PDEs have many solutions; one can specify
additional data. For instance, for hyperbolic second order PDEs such as the wave
equation, say on a closed manifold cross time, one can specify Cauchy data, i.e.
a pair of data corresponding to the initial amplitude and momentum of the wave.
The question of stability for solutions of such a PDE is then whether for small per-
turbations of the additional data the solution still exists and is close to the original
solution. Of course, this depends on the region on which we intend to solve the
PDE, and more precisely on the function spaces we solve the PDE in. Typically,
for an evolution equation like the wave equation, one has short time solvability and
stability, sometimes global in time existence, and then stability is understood as
a statement that globally the solution is close to the unperturbed solution, and
indeed sometimes in the stronger sense of being asymptotic to it as time tends to
infinity.

The Einstein equation is closest in nature to hyperbolic equations. Thus, the
stability question for the Einstein equation (with fixed Λ) is whether when one per-
turbs ‘Cauchy data,’ the solutions are globally ‘close,’ and possibly even asymptotic
to the unperturbed solution. However, since the equations are not hyperbolic, one
needs to be careful by what one means by ‘the’ solution, ‘closeness’ and ‘Cauchy
data.’ Concretely, the root of the lack of hyperbolicity of (1.1) is the diffeomor-
phism invariance: if φ is a diffeomorphism that is the identity map near an initial
hypersurface, and if g solves Einstein’s equations, then so does φ∗g, with the same
initial data. Thus, one cannot expect uniqueness of solutions without fixing this
diffeomorphism invariance; by duality one cannot expect solvability for arbitrary
Cauchy data either.

It turns out that there are hyperbolic formulations of Einstein’s equations; these
formulations break the diffeomorphism invariance by requiring more than merely
solving Einstein’s equations. A way to achieve this is to require that one works
in coordinates which themselves solve wave equations, as in the pioneering work
[CB52] and also used in [LR05, LR10]; very general hyperbolic formulations of
Einstein’s equations, where the wave equations may in particular have (fixed) source
terms, were worked out in [Fri85]. More sophisticated than the source-free wave
coordinate gauge, and more geometric in nature, is DeTurck’s method [DeT82], see
also the paper by Graham–Lee [GL91], which fixes a background metric g0 and
requires that the identity map be a harmonic map from (M◦, g) to (M◦, g0), where
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g is the solution we are seeking. This can be achieved by considering a PDE that
differs from the Einstein equation due to the presence of an extra gauge-fixing term:

Ric(g) + Λg − Φ(g, g0) = 0. (1.2)

We call this the gauged Einstein equation (sometimes also called reduced Einstein
equation). For suitable Φ, discussed below, this equation is actually hyperbolic.
One then shows that one can construct Cauchy data for this equation from the
geometric initial data (Σ0, h, k) (with Σ0 ↪→M◦) so that Φ vanishes at first on Σ0,
and then identically on the domain of dependence of Σ0. Thus, one has a solution
of Einstein’s equations as well, in the gauge Φ(g, g0) = 0.

Concretely, fixing a metric g0 on M◦, the DeTurck gauge (or wave map gauge)
takes the form

Φ(g, g0) = δ∗gΥ(g), Υ(g) = g(g0)−1δgGgg
0, (1.3)

where δ∗g is the symmetric gradient relative to g, δg is its adjoint (divergence), and

Ggr := r− 1
2 (trg r)g is the trace reversal operator. Here Υ(g) is the gauge one form.

One typically chooses g0 to be a metric near which one wishes to show stability, and
in the setting of Theorem 1.1 we will in fact take g0 = gb0 ; thus Υ(gb0) vanishes.
Given initial data satisfying the constraint equations, one then constructs Cauchy
data for g in (1.2) giving rise to the given initial data and moreover solving Υ(g) = 0
(note that Υ(g) is a first order non-linear differential operator) at Σ0. Solving the
gauged Einstein equation (1.2) and then using the constraint equations, the normal
derivative of Υ(g) at Σ0 also vanishes. Then, applying δgGg to (1.2) shows in view
of the second Bianchi identity that δgGgδ

∗
gΥ(g) = 0. Since

�CP
g := 2δgGgδ

∗
g

is a wave operator, this shows that Υ(g) vanishes identically. (See §2 for more
details.)

The specific choice of gauge, i.e. in this case the choice of background metric
g0, is irrelevant for the purpose of establishing the short-time existence of solutions
of the Einstein equation. Indeed, if one fixes an initial data set but chooses two
different background metrics g0, then solving the resulting two versions of (1.2)
will produce two generally different symmetric 2-tensors g on M◦ which attain the
given data and solve the Einstein equation; however, they are always related by a
diffeomorphism, i.e. one is the pullback of the other by a diffeomorphism. On the
other hand, global (or even just long time) existence of solutions of the Einstein
equation by means of hyperbolic formulations like (1.2) depends very sensitively on
the choice of gauge, as does the asymptotic behavior of global solutions. (Global
existence and large time asymptotics are strongly coupled, as one can usually only
obtain the former when one has a precise understanding of the latter.) Thus,
finding a suitable gauge is the fundamental problem in the study of (1.1), which
we overcome in the present paper in the setting of Theorem 1.1.

Let us now proceed to discuss (1.2) from the perspective most useful for the
present paper. (For a general overview of the large body of work on Kerr and
Kerr–de Sitter spacetimes in the last decades, we refer the reader to §1.3.) The
key advances in understanding hyperbolic equations globally on a background like
Kerr–de Sitter space were the paper [Vas13] by the second author, where microlocal
tools were introduced and used to provide a Fredholm framework for global non-
elliptic analysis; for waves on Kerr–de Sitter spacetimes, this uses the microlocal
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analysis at the trapped set of Wunsch–Zworski [WZ11] and Dyatlov [Dya16] as an
external input. In the paper [HV15], the techniques of [Vas13] were extended to
non-stationary settings, using the framework of Melrose’s b-pseudodifferential oper-
ators, and shown to apply to semi-linear equations; in [Hin16], the techniques were
extended to quasilinear equations on de Sitter-like spaces by introducing operators
with non-smooth (high regularity b-Sobolev) coefficients. In [HV16], the additional
difficulty of trapping in Kerr–de Sitter space was overcome by Nash–Moser iteration
based techniques, using the simple formulation of the Nash–Moser iteration scheme
given by Saint-Raymond [SR89].

The papers [Vas13, HV15, Hin16, HV16] show global existence and asymptotic
stability of solutions to (systems of) second order quasilinear PDEs under the fol-
lowing conditions:

(1) the second order terms in the PDE are given by the wave equation with re-
spect to a metric g which depends on the unknown (vector-valued) function
u as well as on the gradient ∇u;

(2) for u ≡ 0, the metric g is a Kerr–de Sitter metric (one can also handle small
stationary perturbations of the Kerr–de Sitter metric, though this is not
used in the present paper);

(3) the linearized operator at u = 0, which we denote by L, satisfies a subprin-
cipal sign condition on the trapped set;

(4) the equation Lv = 0 has no resonances σ ∈ C in the closed upper half plane,
that is, there do not exist mode solutions of the form v(t∗, x) = e−iσt∗w(x)
with Imσ ≥ 0.

Conditions (3) and (4) rule out ways in which the linearized equation could fail
to be asymptotically stable. More precisely, (3) rules out growing high frequency
solutions localized near the trapped set, and (4) rules out a bounded frequency
solution which is either oscillating or exponentially growing in time. The result of
the above series of papers is to show that these are the only two ways in which sta-
bility of the nonlinear equation could fail. The absence of resonances in the closed
upper half plane is clearly a desirable condition when solving non-linear equations.
That it is sufficient, given the other assumptions, relies on the fact that solutions
of Lv = 0 (with L not necessarily satisfying assumption (4)) with smooth initial
data and (compactly supported) forcing admit partial asymptotic expansions into
a finite sum of mode solutions with frequencies σj ∈ C, plus a remainder term
with decay e−αt∗ , α > − Imσj , provided the operator L satisfies suitable estimates.
These are so-called high energy estimates for the Mellin-transformed normal oper-

ator family L̂(σ)w(x) := eiσt∗L(e−iσt∗w)|t∗=0, namely, polynomial bounds on the

operator norm of L̂(σ)−1 as |Reσ| → ∞, Imσ ≥ −α, acting between suitable

Sobolev spaces. The main result of [Vas13] is that L̂(σ)−1 is a meromorphic family
of operators satisfying such estimates; the poles of this family are precisely the
resonances. (This result strongly uses the asymptotically hyperbolic nature of the
de Sitter end of Kerr–de Sitter spacetimes.) Provided that high energy estimates
hold for α > 0 (which requires assumption (3)), this implies that solutions of Lv = 0
are a finite sum of mode solutions and an exponentially decaying remainder term;
the asymptotic expansion here is proved by means of a contour shifting argument
on the Fourier-transform side; see §5.2.2.

Now, for the DeTurck-gauged Einstein equation (1.2), where the unknown func-
tion is the metric g itself, the condition (3) at the trapped set holds, but the



10 PETER HINTZ AND ANDRÁS VASY

condition (4) on resonances does not. That is, non-decaying (Imσ ≥ 0) and even
exponentially growing modes (Imσ > 0) exist. In fact, even on de Sitter space, the
linearized DeTurck-gauged Einstein equation, with g0 equal to the de Sitter met-
ric, has exponentially growing modes, cf. the indicial root computation of [GL91]
on hyperbolic space—the same computation also works under the metric signature
change in de Sitter space, see Appendix C. Thus, the key achievement of this paper
is to provide a precise understanding of the nature of the resonances in the upper
half plane, and how to overcome their presence. We remark that the first condi-
tion, at the trapping, ensures that there is at most a finite-dimensional space of
non-decaying mode solutions.

We point out that all conceptual difficulties in the study of (1.2) (beyond the
difficulties overcome in the papers mentioned above) are already present in the
simpler case of the static model of de Sitter space, with the exception of the presence
of a non-trivial family of stationary solutions in the black hole case; in fact, what
happens on de Sitter space served as a very useful guide to understanding the
equations on Kerr–de Sitter space. Thus, in Appendix C, we illustrate our approach
to the resolution of the black hole stability problem by re-proving the non-linear
stability of the static model of de Sitter space.

In general, if one has a given non-linear hyperbolic equation whose linearization
around a fixed solution has growing modes, there is not much one can do: at
the linearized level, one then gets growing solutions; substituting such solutions
into the non-linearity gives even more growth, resulting in the breakdown of the
local non-linear solution. A typical example is the ODE u′ = u2, with initial
condition at 0: the function u ≡ 0 solves this, and given any interval [0, T ] one has
stability (changing the initial data slightly), but for any non-zero positive initial
condition, regardless how small, the solution blows up at finite time, thus there is
no stability on [0,∞). Here the linearized operator is just the derivative v 7→ v′,
which has a non-decaying mode 1 (with frequency σ = 0). This illustrates that
even non-decaying modes, not only growing ones, are dangerous for stability; thus
they should be considered borderline unstable for non-linear analysis, rather than
borderline stable, unless the operator has a special structure. Now, the linearization
of the Kerr–de Sitter family around a fixed member of this family gives rise (up
to infinitesimal diffeomorphisms, i.e. Lie derivatives) to zero resonant states of the
linearization of (1.2) around this member; but these will of course correspond to
the (non-linear) Kerr–de Sitter solution when solving the quasilinear equation (1.2),
and we describe this further below.

The primary reason one can overcome the presence of growing modes for the
gauged Einstein equation (1.2) is of course that the equation is not fixed: one can
choose from a family of potential gauges; any gauge satisfying the above principally
wave, asymptotically Kerr–de Sitter, condition is a candidate, and one needs to
check whether the two conditions stated above are satisfied. However, even with
this gauge freedom we are unable to eliminate the resonances in the closed upper
half plane, even ignoring the 0 resonance which is unavoidable as discussed above.
Even for Einstein’s equations near de Sitter space—where one knows that stability
holds by [Fri86]—the best we can arrange in the context of modifications of DeTurck
gauges is the absence of all non-decaying modes apart from a resonance at 0, but it is
quite delicate to see that this can in fact be arranged. Indeed, the arguments rely on
the special asymptotic structure of de Sitter space, which reduces the computation
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of resonances to finding indicial roots of regular singular ODEs, much like in the
Riemannian work of Graham–Lee [GL91]; see Remark C.3.

While we do not have a modified DeTurck gauge in the Kerr–de Sitter setting
which satisfies all of our requirements, we can come part of the way in a crucial
manner. Namely, if L is the linearization of (1.2), with g0 = gb0 , around g = gb0 ,
then

Lr = Dg(Ric + Λ)(r) + δ∗g(δgGgr); (1.4)

the second term here breaks the infinitesimal diffeomorphism invariance—if r solves
the linearized Einstein equation Dg(Ric + Λ)(r) = 0, then so does r + δ∗gω for any
1-form ω. Now suppose φ is a growing mode solution of Lφ = 0. Without the gauge
term present, φ would be a mode solution of the linearized Einstein equation, i.e.
a growing gravitational wave; if non-linear stability is to have a chance of being
true, such φ must be ‘unphysical,’ that is, equal to 0 up to gauge changes, i.e.
φ = δ∗gω. This statement is commonly called mode stability ; we introduce and
prove the slightly stronger notion of ‘ungauged Einstein mode stability’ (UEMS),
including a precise description of the zero mode, in §7. One may hope that even
with the gauge term present, all growing mode solutions such as φ are pure gauge
modes in this sense. To see what this affords us, consider a cutoff χ(t∗), identically
1 for large times but 0 near Σ0. Then

L
(
δ∗g(χω)

)
= δ∗gθ, θ = δgGgδ

∗
g(χω);

that is, we can generate the asymptotic behavior of φ by adding a source term δ∗gθ—
which is a pure gauge term—to the right hand side; looking at this the other way
around, we can eliminate the asymptotic behavior φ from any solution of Lr = 0 by
adding a suitable multiple of δ∗gθ to the right hand side. In the non-linear equation
(1.2) then, using the form (1.3) of the gauge-fixing term, this suggests that we try
to solve

Ric(g) + Λg − δ∗g(Υ(g)− θ) = 0,

where θ lies in a fixed finite-dimensional space of compactly supported 1-forms
corresponding to the growing pure gauge modes; that is, we solve the initial value
problem for this equation, regarding the pair (θ, g) as our unknown. Solving this
equation for fixed θ, which one can do at least for short times, produces a solution
of Einstein’s equations in the gauge Υ(g) = θ, which in the language of [Fri85]
amounts to using non-trivial gauge source functions induced by 1-forms θ as above;
in contrast to [Fri85] however, we regard the gauge source functions as unknowns
(albeit in a merely finite-dimensional space) which we need to solve for.

Going even one step further, one can hope (or try to arrange) for all Kerr–
de Sitter metrics gb to satisfy the gauge condition Υ(gb) = 0 (which of course
depends on the concrete presentation of the metrics): then, we could incorporate
the Kerr–de Sitter metric that our solution g decays to by adding another parameter
b; that is, we could solve

(Ric + Λ)(gb + g̃)− δ∗gb+g̃(Υ(gb + g̃)− θ) = 0 (1.5)

for the triple (b, θ, g̃), with g̃ now in a decaying function space; a key fact here is that
even though we constructed the 1-forms θ from studying the linearized equation
around gb0 , adding θ to the equation as done here also ensures that for nearby
linearizations, we can eliminate the growing asymptotic behavior corresponding to
pure gauge resonances; a general version of this perturbation-type statement is the
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main result of §5. If both our hopes (regarding growing modes and the interaction
of the Kerr–de Sitter family with the gauge condition) proved to be well-founded,
we could indeed solve (1.5) by appealing to a general quasilinear existence result,
based on a Nash–Moser iteration scheme; this is an extension of the main result
of [HV16], accommodating for the presence of the finite-dimensional variables b
and θ. (We shall only state a simple version, ignoring the presence of the non-
trivial stationary family encoded by the parameter b, of such a general result in
Appendix A.)

This illustrates a central feature of our non-linear framework: The non-linear
iteration scheme finds not only the suitable Kerr–de Sitter metric the solution of
(1.1) should converge to, but also the correct gauge modification θ! 2

Unfortunately, neither of these two hopes proves to be true for the stated hyper-
bolic version of the Einstein equation.

First, consider the mode stability statement: we expect the presence of the gauge
term in (1.4) to cause growing modes which are not pure gauge modes (as can again
easily be seen for the DeTurck gauge on de Sitter space); in view of UEMS, they
cannot be solutions of the linearized Einstein equation. When studying the problem
of linear stability, such growing modes therefore cannot appear as the asymptotic
behavior of a gravitational wave; in fact, one can argue, as we shall do in §10, that
the linearized constraint equations restrict the space of allowed asymptotics, ruling
out growing modes which are not pure gauge. While such an argument is adequate
for the linear stability problem, it is not clear how to extend it to the non-linear
problem, since it is not at all robust; for example, it breaks down immediately if
the initial data satisfy the non-linear constraint equations, as is of course the case
for the non-linear stability problem.

It turns out that the properties of �CP
g = 2δgGgδ

∗
g , or rather a suitable replace-

ment �̃CP
g , are crucial for constructing an appropriate modification of the hyper-

bolic equation (1.2). Recall that �CP
g is the operator governing the propagation

of the gauge condition Υ(g) − θ = 0, or equivalently the propagation of the con-
straints. The key insight, which has been exploited before in the numerics literature
[GCHMG05, Pre05], is that one can modify the gauged Einstein equation by addi-
tional terms, preserving its hyperbolic nature, to arrange for constraint damping,
which says that solutions of the correspondingly modified constraint propagation

operator �̃CP
g decay exponentially. Concretely, note that in �CP

g , the part δgGg
is firmly fixed since we need to use the Bianchi identity for this to play any role.
However, we have flexibility regarding δ∗g as long as we change it in a way that
does not destroy at least the properties of our gauged Einstein equation that we
already have, in particular the principal symbol. Now, the principal symbol of the
linearization of Φ(g, g0) depends on δ∗g only via its principal symbol, which is inde-
pendent of g, so we can replace δ∗g by any, even g-independent, differential operator

2For the initial value problem in the ODE example u′ = u2, one can eliminate the constant
asymptotic behavior of the linearized equation by adding a suitable forcing term, or equivalently
by modifying the initial data; thus, the non-linear framework would show the solvability of u′ = u2,
u(0) = u0, with u0 small, up to modifying u0 by a small quantity—and this is of course trivial, if
one modifies it by−u0! A more interesting example would be an ODE of the form (∂x+1)∂xu = u2,

solving near u = 0; the decaying mode e−x of the linearized equation causes no problems, and the
zero mode 1 can be eliminated by modifying the initial data—which now lie in a 2-dimensional
space—by elements in a fixed 1-dimensional space.
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with the same principal symbol, for instance by considering

δ̃∗ω = δ∗g0
ω + γ1 dt∗ ⊗s ω − γ2g0 trg0

(dt∗ ⊗s ω),

where γ1, γ2 are fixed real numbers. What we show in §8 is that for g0 being a
Schwarzschild-de Sitter metric (a = 0), we can choose γ1, γ2 � 0 so that for g = g0,

the operator �̃CP
g = 2δgGg δ̃

∗ has no resonances in the closed upper half plane,
i.e. only has decaying modes. We call this property stable constraint propagation
or SCP. Note that by a general feature of our analysis, this implies the analogous
stability statement when g is merely suitably close to g0, in particular when it is
asymptotic to a Kerr–de Sitter metric with small a. Dropping the modifications by
θ and b considered above for brevity, the hyperbolic operator we will study is then

Ric(g) + Λg − δ̃∗Υ(g).
The role of SCP is that it ensures that the resonances of the linearized gauged

Einstein equation in the closed upper half plane (corresponding to non-decaying
modes) are either resonances (modes) of the linearized ungauged Einstein operator
D(Ric + Λ) or pure gauge modes, i.e. of the form δ∗gθ for some one-form θ; indeed,
granted UEMS, this is a simple consequence of the linearized second Bianchi identity

applied to (1.4) (with δ∗g there replaced by δ̃).
Second, we discuss the (in)compatibility issue of the Kerr–de Sitter family with

the wave map gauge when the background metric is fixed, say gb0 . Putting the Kerr–
de Sitter metric gb into this gauge would require solving the wave map equation
�gb,gb0φ = 0 globally, and then replacing gb by φ∗(gb) (see Remark 2.1 for details);
this can be rewritten as a semi-linear wave equation with stationary, non-decaying
forcing term (essentially Υ(gb)), whose linearization around the identity map for
b = b0 has resonances at 0 and, at least on de Sitter space where this is easy to
check, also in the upper half plane. While the growing modes can be eliminated by
modifying the initial data of the wave map within a finite-dimensional space, the
zero mode, corresponding to Killing vector fields of gb0 , cannot be eliminated; in
the above ODE example, one cannot solve u′ = u2 + 1, with 1 being the stationary
forcing term, globally if the only freedom one has is perturbing the initial data.

We remark that this difficulty does not appear in the double null gauge used
e.g. in [DHR16]; however, the double null gauge formulation of Einstein’s equations
does not fit into our general non-linear framework.

The simple way out is that one relaxes the gauge condition further: rather than
demanding that Υ(g)− θ = 0, we demand that Υ(g)−Υ(gb)− θ = 0 near infinity
if gb is the Kerr–de Sitter metric that g is decaying towards; recall here again that
our non-linear iteration scheme finds b (and θ) automatically. Near Σ0, one would
like to use a fixed gauge condition, since otherwise one would need to use different
Cauchy data, constructed from the same geometric initial data, at each step of the
iteration, depending on the gauge at Σ0. With a cutoff χ as above, we thus consider
grafted metrics

gb0,b := (1− χ)gb0 + χgb

which interpolate between gb0 near Σ0 and gb near future infinity.

Remark 1.3. We again stress that the two issues discussed above, SCP and the
change of the asymptotic gauge condition, only arise in the non-linear problem.
However, by the perturbative statement following (1.5), SCP also allows us to
deduce the linear stability of slowly rotating Kerr–de Sitter spacetimes directly, by
a simple perturbation argument, from the linear stability of Schwarzschild–de Sitter
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space; this is in contrast to the techniques used in [DHR16] in the setting of Λ = 0,
which do not allow for such perturbation arguments off a = 0.

The linear stability of Schwarzschild–de Sitter spacetimes in turn is a direct
consequence of the results of [Vas13] together with UEMS, proved in §7, and the
symbolic analysis at the trapped set of §9.1 (which relies on [Hin17]); see Theo-
rem 10.1. The rest of the bulk of the paper, including SCP, is needed to build the
robust perturbation framework required for the proof of non-linear stability (and
the linear stability of slowly rotating Kerr–de Sitter spacetimes).

We can now state the precise version of Theorem 1.1 which we will prove in this
paper:

Theorem 1.4 (Stability of the Kerr–de Sitter family for small a; precise version).
Let h, k ∈ C∞(Σ0;S2T ∗Σ0) be initial data satisfying the constraint equations, and
suppose h and k are close to the Schwarzschild–de Sitter initial data (hb0 , kb0) in the
topology of H21(Σ0;S2T ∗Σ0)⊕H20(Σ0;S2T ∗Σ0). Then there exist Kerr–de Sitter
black hole parameters b close to b0, a compactly supported gauge modification θ ∈
C∞c (Ω◦;T ∗Ω◦) (lying in a fixed finite-dimensional space Θ) and a symmetric 2-
tensor g̃ ∈ C∞(Ω◦;S2T ∗Ω◦), with g̃ = O(e−αt∗) together with all its stationary
derivatives (here α > 0 independent of the initial data), such that the metric

g = gb + g̃

solves the Einstein equation
Ric(g) + Λg = 0 (1.6)

in the gauge
Υ(g)−Υ(gb0,b)− θ = 0, (1.7)

where we define Υ(g) := gg−1
b0
δgGggb0 (which is (1.3) with g0 = gb0), and with g

attaining the data (h, k) at Σ0.

See Theorem 11.2 for a slightly more natural description (in terms of function
spaces) of g̃. In order to minimize the necessary bookkeeping, we are very crude in
describing the regularity of the coefficients, as well as the mapping properties, of
various operators; thus, the number of derivatives used in this theorem is far from
optimal. (With a bit more care, as in [HV16], it should be possible to show that
12 derivatives are enough, and even this is still rather crude.)

As explained above, the finite-dimensional space Θ of compactly supported gauge
modifications appearing in the statement of Theorem 1.4, as well as its dimension,
can be computed in principle: it would suffice to compute the non-decaying resonant

states of the linearized, modified Einstein operator Dgb0
(Ric+Λ)− δ̃∗Dgb0

Υ. While
we do not do this here, this can easily be done for the static de Sitter metric, see
Appendix C.

The reader will have noticed the absence of δ̃∗ (or δ∗g) in the formulation of

Theorem 1.4, and in fact at first sight δ̃∗ may seem to play no role: indeed, while
the non-linear equation we solve takes the form

Ric(g) + Λg − δ̃∗(Υ(g)−Υ(gb0,b)− θ) = 0, (1.8)

the non-linear solution g satisfies both the Einstein equation (1.6) and the gauge
condition (1.7); therefore, the same g (not merely up to a diffeomorphism) also

solves the same equation with δ∗g in place of δ̃∗! But note that this is only true
provided the initial data satisfy the constraint equations. We will show however
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that one can solve (1.8), given any Cauchy data, for (b, θ, g); and we only use the
constraint equations for the initial data at the very end, after having solved (1.8), to
conclude that we do have a solution of (1.6). On the other hand, it is not possible

to solve (1.8) globally for arbitrary Cauchy data if one used δ∗g instead of δ̃∗, since
modifying the parameters b and θ is then no longer sufficient to eliminate all non-
decaying resonant states, the problematic ones of course being those which are not

pure gauge modes. From this perspective, the introduction of δ̃∗ has the effect of
making it unnecessary to worry about the constraint equations—which are rather
delicate—being satisfied when solving the equation (1.8), and thus paves the way
for the application of the robust perturbative techniques developed in §5.

Remark 1.5. There are only three places where the result of the paper depends on
a computation whose result is not a priori ‘obvious.’ The first is UEMS itself in §7;
this is, on the one hand, well established in the physics literature, and on the other
hand its failure would certainly doom the stability of the Kerr–de Sitter family for
small a. The second is the subprincipal symbol computation at the trapped set, in
the settings of SCP in §8.2 and for the linearized gauged Einstein equation in §9.1,
which involves large (but finite!) dimensional linear algebra; its failure would break
our analysis in the DeTurck-type gauge we are using, but would not exclude the
possibility of proving Kerr–de Sitter stability in another gauge. (By contrast, the
failure of the radial point subprincipal symbol computation would at worst affect the
threshold regularity 1/2 in Theorem 4.4, and thus merely necessitate using slightly
higher regularity than we currently use.) The third significant computation finally
is that of the semiclassical subprincipal symbol at the zero section for SCP, in the
form of Lemma 8.18, whose effect is similar to the subprincipal computation at the
trapped set.

These are also exactly the ‘non-obvious’ computations to check if one wanted to
extend Theorem 1.4 to a larger range of angular momenta, i.e. allowing the initial
data h and k to be close to the initial data of a Kerr–de Sitter spacetime with
angular momentum in a larger range (rather than merely in a neighborhood of
0). The rest of our analysis does not change for large angular momenta, provided
the Kerr–de Sitter black hole one is perturbing is non-degenerate (in particular
subextremal) in a suitable sense; see specifically the discussions in [Vas13, §6.1]
and around [Vas13, Equation (6.13)].

Likewise, these are the computations to check for the stability analysis of higher-
dimensional black holes with Λ > 0; in this case, one in addition needs to extend
the construction of the smooth family of metrics in §3 to the higher-dimensional
case.

1.2. Further consequences. As an immediate consequence of our main theorem,
we find that Kerr–de Sitter spacetimes are the unique stationary solutions of Ein-
stein’s field equations with positive cosmological constant in a neighborhood of
Schwarzschild–de Sitter spacetimes, as measured by the Sobolev norms on their
initial data in Theorem 1.4. This gives a dynamical proof of a corresponding theo-
rem for Λ = 0 by Alexakis–Ionescu–Klainerman [AIK14] who prove the uniqueness
of Kerr black holes in the vicinity of a member of the Kerr family.

Moreover, our black hole stability result is a crucial step towards a definitive res-
olution of Penrose’s Strong Cosmic Censorship Conjecture for positive cosmological
constants. (We refer the reader to the introduction of [LO17] for an overview of
this conjecture.) In fact, we expect that ongoing work by Dafermos–Luk [DL17]
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on the C0 stability of the Cauchy horizon of Kerr spacetimes should combine with
our main theorem to give, unconditionally, the C0 stability of the Cauchy horizon
of Kerr–de Sitter spacetimes. The decay assumptions along the black hole event
horizon which are the starting point of the analysis of [DL17] are merely polyno-
mial, corresponding to the expected decay of solutions to Einstein’s equations in
the asymptotically flat setting; however, as shown in [HV17] for linear wave equa-
tions, the exponential decay rate exhibited for Λ > 0 should allow for a stronger
conclusion; a natural conjecture, following [HV17, Theorem 1.1], would be that the
metric has H1/2+α/κ regularity at the Cauchy horizon, where κ > 0 is the surface
gravity of the Cauchy horizon. (Indeed, the linear analysis in the present paper can
be shown to imply this for solutions of linearized gravity.) We refer to the work of
Costa, Girão, Natário and Silva [CGNS15a, CGNS15b, CGNS17] on the non-linear
Einstein–Maxwell–scalar field system under the assumption of spherical symmetry
for results of a similar flavor.

Lastly, we can make the asymptotic analysis of solutions to the (linearized)
Einstein equation more precise and thus study the phenomenon of ringdown. Con-
cretely, for the linear problem, one can in principle obtain a (partial) asymptotic
expansion of the gravitational wave beyond the leading order, linearized Kerr–
de Sitter, term; one may even hope for a complete asymptotic expansion akin to the
one established in [BH08, Dya12] for the scalar wave equation. For the non-linear
problem, this implies that one can ‘see’ shallow quasinormal modes for timescales
which are logarithmic in the size of the initial data. See Remark 11.3 for further
details. Very recently, the ringdown from a binary black hole merger has been
measured for the first time [LIG16].

1.3. Previous and related work. The aforementioned papers [Vas13, HV15,
HV16]—on which the analysis of the present paper directly builds—and our gen-
eral philosophy to the study of waves on black hole spacetimes, mostly with Λ > 0,
build on a host of previous works.

On Schwarzschild–de Sitter space, Bachelot [Bac91] set up the functional ana-
lytic scattering theory, and Sá Barreto–Zworski [SBZ97] and Bony–Häfner [BH08]
studied resonances and exponential wave decay away from the event horizon; Mel-
rose, Sá Barreto and Vasy [MSBV14b] proved exponential decay to constants across
the horizons.

The precise study of waves on rotating Kerr–de Sitter spacetimes requires an
analysis at normally hyperbolically trapped sets, which was first accomplished in
the breakthrough work of Wunsch–Zworski [WZ11]. This was later extended and
simplified by Nonnenmacher–Zworski [NZ09] and Dyatlov [Dya16]; see also [HV14].
This enabled Dyatlov to obtain full asymptotic expansions for linear waves on exact,
slowly rotating Kerr–de Sitter spaces into quasinormal modes (resonances) [Dya12],
following his earlier work on exponential energy decay [Dya11b, Dya11a]; see also
the more recent [Dya15a].

Using rather different, physical space, techniques, Dafermos–Rodnianski [DR07]
proved super-polynomial energy decay on Schwarzschild–de Sitter spacetimes. Such
techniques were also used by Schlue in his analysis of linear waves in the cosmological
part of Kerr–de Sitter spacetimes [Sch15], and by Keller for the Maxwell equation
[Kel17]. We furthermore mention Warnick’s physical space approach to the study
of resonances [War15].
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Regarding work on spacetimes without black holes, but in the microlocal spirit,
we mention specifically the works [Bas10, Bas13, BVW15, BVW16].

The general microlocal analytic and geometric framework underlying our global
study of asymptotically Kerr–de Sitter type spaces by compactifying them to mani-
folds with boundary, which are then naturally equipped with b-metrics, is Melrose’s
b-analysis [Mel93]. The considerable flexibility and power of a microlocal point of
view is exploited throughout the present paper, especially in §5, §8 and §9. We
specifically mention the ease with which bundle-valued equations can be treated,
as first noted in [Vas13], and shown concretely in [Hin17, HVb] where the au-
thors prove decay to stationary states for Maxwell’s (and more general) equations.
We also point out that a stronger notion of normal hyperbolicity, called r-normal
hyperbolicity—which is stable under perturbations [HSP77]—was proved for Kerr
and Kerr–de Sitter spacetimes in [WZ11, Dya15a], and allows for global results
for (non-)linear waves under very general assumptions [Vas13, HV16]. Since, as we
show, solutions to Einstein’s equations near Kerr–de Sitter always decay to an exact
Kerr–de Sitter solution (up to exponentially decaying tails), the flexibility afforded
by r-normal hyperbolicity is not used here.

Linear and non-linear wave equations on black hole spacetimes with Λ = 0,
specifically Kerr and Schwarzschild, have received more attention. They do not
directly fit into the general frameworks mentioned above; a fundamental differ-
ence is that waves decay at most at a fixed polynomial rate on general asymp-
totically flat (Λ = 0) spacetimes, which is in stark contrast to the exponential
decay rate on spacetimes with asymptotically hyperbolic (Λ > 0) ends. Directly
related to the topic of the present paper is the recent proof of the linear stability
of the Schwarzschild spacetime under gravitational perturbations without symme-
try assumptions on the data [DHR16], which we already discussed above; a less
quantitative version of this was obtained by simpler means by Hung, Keller, and
Wang [HKW17]. After pioneering work by Wald [Wal79] and Kay–Wald [KW87],
Dafermos, Rodnianski and Shlapentokh-Rothman [DR10, DRSR16] recently proved
polynomial decay for the scalar wave equation on all (exact) subextremal Kerr
spacetimes; Tataru and Tohaneanu [Tat13, TT11] proved Price’s law, i.e. pre-
cise polynomial decay rates, for slowly rotating Kerr spacetimes, and Marzuola,
Metcalfe, Tataru and Tohaneanu obtained Strichartz estimates [MMTT10, Toh12].
There is also work by Donninger, Schlag and Soffer [DSS11] on L∞ estimates on
Schwarzschild black holes, following L∞ estimates of Dafermos and Rodnianski
[DR09], and of Blue and Soffer [BS09] on non-rotating charged black holes giving L6

estimates. Apart from [DHR16], bundle-valued (or coupled systems of) equations
were studied in particular in the contexts of Maxwell’s equations by Andersson and
Blue [Blu08, AB15a, AB15b] and Sterbenz–Tataru [ST15], see also [IN00, DSS12],
and for Dirac equations by Finster, Kamran, Smoller and Yau [FKSY03]. Non-
linear problems on exterior Λ = 0 black hole spacetimes were studied by Dafermos,
Holzegel and Rodnianski [DHR13] who constructed backward solutions of the Ein-
stein vacuum equations settling down to Kerr exponentially fast (regarding this
point, see also [DSR16]); for forward problems, Dafermos [Daf03, Daf14] studied
the non-linear Einstein–Maxwell–scalar field system under the assumption of spher-
ical symmetry. We also mention Luk’s work [Luk13] on semi-linear equations on
Kerr, as well as the steps towards understanding a model problem related to Kerr
stability under the assumption of axial symmetry [IK15].
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A fundamental driving force behind a large number of these works is Klainer-
man’s vector field method [Kla85]; subsequent works by Klainerman and Christo-
doulou [Kla86, Chr86] introduce the ‘null condition’ which plays a major role in
the analysis of non-linear interactions near the light cone in particular in (3 + 1)-
dimensional asymptotically flat spacetimes—in the asymptotically hyperbolic case
which we study here, there is no analogue of this condition.

Using these and related techniques, a number of works prove the global non-linear
stability of Minkowski space as a solution to Einstein’s field equations coupled to
various matter models; we mention the works by Speck [Spe14] for the Einstein–
Maxwell system, LeFloch–Ma [LM15] for the Einstein equation coupled to a massive
scalar field, Taylor [Tay16] for Einstein–Vlasov, and references therein. There is
also a large amount of literature studying stability questions under symmetry as-
sumptions on the spacetime: we only mention the work by Choquet-Bruhat and
Moncrief [CBM01] in which they in particular solve for a (time-dependent) finite-
dimensional (Teichmüller) parameter, but we point out that this is unrelated to the
finite-dimensional gauge issues discussed in §1.1.

There is also ongoing work by Dafermos–Luk [DL17] on the stability of the
interior (‘Cauchy’) horizon of Kerr black holes; note that the black hole interior
is largely unaffected by the presence of a cosmological constant, but the a priori
decay assumptions along the event horizon, which determine regularity properties
at the Cauchy horizon, are vastly different: the merely polynomial decay rates on
asymptotically flat (Λ = 0) spacetimes, as compared to the exponential decay rate
on asymptotically hyperbolic (Λ > 0) spacetimes, is a low frequency effect, related
to the very delicate behavior of the resolvent near zero energy on asymptotically flat
spaces. A precise study in the spirit of [Vas13] and [DV12] is currently in progress
[HVa].

In the physics community, black hole perturbation theory, i.e. the study of lin-
earized perturbations of black hole spacetimes, has a long history. For us, the most
convenient formulation, which we use heavily in §7, is due to Ishibashi, Kodama and
Seto [KIS00, KI03, IK03], building on earlier work by Kodama–Sasaki [KS84]. The
study was initiated in the seminal paper by Regge–Wheeler [RW57], with extensions
by Vishveshwara [Vis70] and Zerilli [Zer70], analyzing metric perturbations of the
Schwarzschild spacetime; a gauge-invariant formalism was introduced by Moncrief
[Mon74], later extended to allow for coupling with matter models by Gerlach–
Sengupta [GS80] and Martel–Poisson [MP05]. A different approach to the study
of gravitational perturbations, relying on the Newman–Penrose formalism [NP62],
was pursued by Bardeen–Press [BP73] and Teukolsky [Teu73], who discovered that
certain curvature components satisfy decoupled wave equations; their mode sta-
bility was proved by Whiting [Whi89]. We refer to Chandrasekhar’s monograph
[Cha02] for a more detailed account.

For surveys of numerical investigations of quasinormal modes, often with the
goal of quantifying the phenomenon of ringdown discussed in §1.2, we refer the
reader to the articles [KS99, BCS09] and the references therein. We also mention
the paper by Dyatlov–Zworski [DZ13] connecting recent mathematical advances in
particular related to quasinormal modes with the physics literature.

1.4. Outline of the paper. We only give a broad outline and suggest ways to
read the paper; we refer to the introductions of the individual sections for further
details.



NON-LINEAR STABILITY OF KERR–DE SITTER 19

• In §2 we discuss in detail the constraint equations and hyperbolic formula-
tions of Einstein’s equations;
• in §3 we give a precise description of the Kerr–de Sitter family and its ge-

ometry as needed for the study of initial value problems for wave equations;
• in §4 we describe the key ingredients of the proof in detail, namely UEMS,

SCP and ESG, ‘essential spectral gap;’ the latter is the statement that so-
lutions of the linearized gauged Einstein equation, with our modification
that gives SCP, have finite asymptotic expansions up to exponentially de-
caying remainders. As mentioned before, the key element here is that the
subprincipal symbol of our linearized modified gauged Einstein equation
has the correct behavior at the trapped set;
• in §5 we recall the linear global microlocal analysis results both in the

smooth and in the non-smooth (Sobolev coefficients) settings, slightly ex-
tending these to explicitly accommodate initial value problems with non-
vanishing initial data. (Our earlier works considered only inhomogeneous
PDEs with vanishing initial conditions.) We also show how to modify the
PDE in a finite rank manner in order to ensure solvability on spaces of
decaying functions in spite of the presence of non-decaying modes (reso-
nances);
• in §6 we do some explicit computations for the Schwarzschild–de Sitter

metric that will be useful in the remaining sections;
• in §7 we show the mode stability for the (ungauged) linearized Einstein

equation (UEMS), in §8 we show the stable gauge propagation (SCP), while
in §9 we show the final key ingredient, the essential spectral gap (ESG) for
the linearized gauged Einstein equation;
• in §10 we put these ingredients together to show the linear stability of slowly

rotating Kerr–de Sitter black holes;
• in §11 we show their non-linear stability. (We also construct initial data

sets in §11.3.)

In order for the reader to see that the linear stability result is extremely simple
given the three key ingredients and the results of §5.1, we suggest reading §2–§4
and taking the results in §4 for granted, looking up the two important results in
§5.1 (Corollaries 5.8 and 5.12), and then reading §10. Following this, one may read
§11.2 for the proof of non-linear stability, which again uses the results of §4 as black
boxes together with the perturbative analysis of §5.2, in particular Theorem 5.14.
Only the reader interested in the (very instructive!) proofs of the key ingredients
needs to consult §6–§9.

Appendix A recalls basic notions of Melrose’s b-analysis. In Appendix B, we state
and prove a very general finite-codimensional solvability theorem for quasilinear
wave equations on (Kerr–)de Sitter-like spaces. In Appendix C finally, we illustrate
some of the key ideas of this paper by proving the non-linear stability of the static
model of de Sitter space; we recommend reading this section early on, since many
of the obstacles we need to overcome in the black hole setting are exhibited very
clearly in this simpler setting.

1.5. Notation. For the convenience of the reader, we list some of the notation used
throughout the paper, and give references to their first definition. (Some quantities
and sets will be shrunk later in the paper as necessary, but we only give the first
reference.)
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�CP
g . . . . . . . constraint propagation operator, see (2.13)

�̃CP
g . . . . . . . modified constraint propagation operator, see (4.4)
�Υ
g . . . . . . . . wave operator for arranging linearized gauge conditions, see (2.20)

α . . . . . . . . . . exponential decay rate, see §4.2
B . . . . . . . . . space of black hole parameters (⊂ R4), see (3.1)
b0 . . . . . . . . . fixed Schwarzschild–de Sitter parameters, b0 ∈ B, see (3.3)
Γ . . . . . . . . . . trapped set on Schwarzschild–de Sitter space, see (3.30)
δg . . . . . . . . . divergence, (δgu)i1...in = −ui1...inj;j
δ∗g . . . . . . . . . symmetric gradient, (δgu)ij = 1

2 (ui;j + uj;i)

δ̃ . . . . . . . . . . modified symmetric gradient, see (4.5)

Ḋ ′ . . . . . . . . . distributions, on a domain with corners, with supported character
at the boundary, see [Hör07, Appendix B]

Ds,α . . . . . . . space of data for initial value problems for wave equations, see Def-
inition 5.6

gb . . . . . . . . . Kerr–de Sitter metric with parameters b ∈ B, see §3.2
Gb . . . . . . . . dual metric of gb
g′b(b

′) . . . . . . linearized (around gb) Kerr–de Sitter metric, with linearized param-
eters b′ ∈ TbB, see Definition 3.7

g′Υb (b′) . . . . . linearized Kerr–de Sitter metric put into the linearized wave map
gauge, see Proposition 10.2

Gg . . . . . . . . . trace reversal operator, see (2.4)
Hp . . . . . . . . Hamilton vector field of the function p on phase space, see Appen-

dix A.1
H̄s . . . . . . . . Sobolev space of extendible distributions on a domain with bound-

ary or corners, see [Hör07, Appendix B]
Hs,α

b . . . . . . weighted b-Sobolev space, see (A.11)
Hs,α

b (Ω)•,− space of restrictions of elements of Hs,α
b (M) vanishing in the past

of Σ0 to the interior of Ω, see §A.2
H̄s,α

b . . . . . . weighted b-Sobolev space of extendible distributions on a domain
with corners, see (A.16)

Hs,α
b,~ . . . . . . semiclassical weighted b-Sobolev space, see Appendix A.3

Lb . . . . . . . . . b-conormal bundle of the horizons of (M, gb), see (3.23)
M . . . . . . . . . compactification of M◦ at future infinity, see (3.19)
M . . . . . . . . static coordinate chart ⊂ M◦ of a fixed Schwarzschild–de Sitter

spacetime, see (3.11)
M◦ . . . . . . . . open 4-manifold on which the metrics gb are defined, see (3.9)
M• . . . . . . . . black hole mass, see (3.1)
M•,0 . . . . . . mass of a fixed Schwarzschild–de Sitter black hole, see (3.3)
Ψb . . . . . . . . algebra of b-pseudodifferential operators, see Appendix A.2
Ψb,~ . . . . . . . algebra of semiclassical b-pseudodifferential operators, see Appen-

dix A.3
Rb . . . . . . . . (generalized) radial set of (M, gb) at the horizons, see (3.24)
Rg . . . . . . . . curvature term appearing in the linearization of Ric, see (2.9)
Res(L) . . . . set of resonances of the operator L, see (5.16)
Res(L, σ) . . linear space of resonant states of L at σ, see (5.17)
Res∗(L, σ) . linear space of dual resonant states of L at σ, see (5.19)
bS∗ . . . . . . . b-cosphere bundle, see Appendix A.1
Σ0 . . . . . . . . Cauchy surface of the domain Ω, see (3.33)
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Σb . . . . . . . . . characteristic set of Gb, see (3.20)
t . . . . . . . . . . static time coordinate, see (3.4), or Boyer–Lindquist coordinate, see

(3.12)
t∗ . . . . . . . . . timelike function, smooth across the horizons, see (3.6)
bT ∗ . . . . . . . b-cotangent bundle, see Appendix A.1
bT ∗ . . . . . . . radially compactified b-cotangent bundle, see (A.1)
UB . . . . . . . . small neighborhood of b0 (parameters of slowly rotating Kerr–

de Sitter black holes), see Lemma 3.3
Vb . . . . . . . . . space of b-vector fields, see Appendix A.1
X . . . . . . . . . boundary of M at future infinity, see (3.19)
X . . . . . . . . . spatial slice of the static chart M, see (3.11)
Y . . . . . . . . . boundary of Ω at future infinity, see §3.5
Υ . . . . . . . . . gauge 1-form, see (3.35)
Ω . . . . . . . . . . domain with corners ⊂ M on which we solve wave equations, see

(3.33)
ωΥ
b (b′) . . . . . 1-form used to put g′b(b

′) into the correct linearized gauge, see
Proposition 10.2.

Furthermore, we repeatedly use the following acronyms:

ESG . . . . . . . ‘essential spectral gap,’ see §4.3
SCP . . . . . . . ‘stable constraint propagation,’ see §4.2
UEMS . . . . . ‘ungauged Einstein mode stability,’ see §4.1
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2. Hyperbolic formulations of the Einstein vacuum equations

2.1. Initial value problems; DeTurck’s method. Einstein’s field equations
with a cosmological constant Λ for a Lorentzian metric g of signature (1, 3) on
a smooth manifold M take the form

Ric(g) + Λg = 0. (2.1)

The correct generalization to the case of (n+ 1) dimensions is Ein(g) = Λg, which
is equivalent to (Ric + 2Λ

n−1 )g = 0; by a slight abuse of terminology and for the
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sake of brevity, we will however refer to (2.1) as the Einstein vacuum equations also
in the general case. Given a globally hyperbolic solution (M, g) and a spacelike
hypersurface Σ0 ⊂ M , the negative definite Riemannian metric h on Σ0 induced
by g and the second fundamental form k(X,Y ) = 〈∇XY,N〉, X,Y ∈ TΣ0, of Σ0

satisfy the constraint equations

Rh + (trh k)2 − |k|2h = (1− n)Λ,

δhk + d trh k = 0,
(2.2)

where Rh is the scalar curvature of h, and (δhr)µ = −rµν;
ν is the divergence of the

symmetric 2-tensor r. We recall that, given a unit normal vector field N on Σ0,
the constraint equations are equivalent to the equations

Eing(N,N) =
(n− 1)Λ

2
, Eing(N,X) = 0, X ∈ TΣ0, (2.3)

for the Einstein tensor Eing = GgRic(g), where

Ggr = r − 1

2
(trg r)g. (2.4)

Conversely, given an initial data set (Σ0, h, k) with Σ0 a smooth 3-manifold, h a
negative definite Riemannian metric on Σ0 and k a symmetric 2-tensor on Σ0, one
can consider the non-characteristic initial value problem for the Einstein equation
(2.1), which asks for a Lorentzian 4-manifold (M, g) and an embedding Σ0 ↪→ M
such that h and k are, respectively, the induced metric and second fundamental
form of Σ0 in M . We refer to the survey of Bartnik–Isenberg [BI04] for a detailed
discussion of the constraint equations; see also §11.3.

As explained in the introduction, solving the initial value problem is non-trivial
because of the lack of hyperbolicity of Einstein’s equations due to their diffeomor-
phism invariance. However, as first shown by Choquet-Bruhat [CB52], the initial
value problem admits a local solution, provided (h, k) are sufficiently regular, and
the solution is unique up to diffeomorphisms in this sense; Choquet-Bruhat–Geroch
[CBG69] then proved the existence of a maximal globally hyperbolic development
of the initial data. (Sbierski [Sbi16] recently gave a proof of this fact which avoids
the use of Zorn’s Lemma.)

We now explain the method of DeTurck [DeT82] for solving the initial value
problem in some detail; we follow the presentation of Graham and Lee [GL91].
Given the initial data set (Σ0, h, k), we define M = Rx0 × Σ0 and embed Σ0 ↪→
{x0 = 0} ⊂ M ; the task is to find a Lorentzian metric g on M near Σ0 solving
the Einstein equation and inducing the initial data (h, k) on Σ0. Choose a smooth
non-degenerate background metric g0, which can have arbitrary signature. We then
define the gauge 1-form

Υ(g) := g(g0)−1δgGgg
0 ∈ C∞(M,T ∗M), (2.5)

viewing g(g0)−1 as a bundle automorphism of T ∗M . As a non-linear differential
operator acting on g ∈ C∞(M,S2T ∗M), the operator Υ(g) is of first order.

Remark 2.1. A simple calculation in local coordinates gives

Υ(g)µ = gµκg
νλ(Γ(g)κνλ − Γ(g0)κνλ). (2.6)

Thus, Υ(g) = 0 if and only if the pointwise identity map Id: (M, g)→ (M, g0) is a
wave map. Now, given any local solution g of the initial value problem for Einstein’s
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equations, we can solve the wave map equation �g,g0φ = 0 for φ : (M, g)→ (M, g0)
with initial data φ|Σ0 = IdΣ0 and Dφ|Σ0 = IdTΣ0 . Indeed, recalling that

(�g,g0φ)k = gµν
(
∂µ∂νφ

k − Γ(g)λµν∂λφ
k + Γ(g0)kij∂µφ

i∂νφ
j
)
, φ(x) = (φk(xµ)),

we see that �g,g0φ = 0 is a semi-linear wave equation, hence a solution φ is guar-
anteed to exist locally near Σ0, and φ is a diffeomorphism of a small neighborhood
U of Σ0 onto φ(U); let us restrict the domain of φ to such a neighborhood U .
Then gΥ := φ∗g is well-defined on φ(U), and φ : (U, g)→ (φ(U), gΥ) is an isometry;
hence we conclude that Id: (φ(U), gΥ)→ (φ(U), g0) is a wave map, so Υ(gΥ) = 0.
Moreover, by our choice of initial conditions for φ, the metric gΥ induces the given
initial data (h, k) pointwise on Σ0.

With (δ∗gu)µν = 1
2 (uµ;ν + uν;µ) denoting the symmetric gradient of a 1-form u,

the non-linear differential operator

PDT(g) := Ric(g) + Λg − δ∗gΥ(g) (2.7)

is hyperbolic. Indeed, following [GL91, §3], the linearizations of the various terms
are given by

DgRic(r) =
1

2
�gr − δ∗gδgGgr + Rg(r), (2.8)

where (�gr)µν = −rµν;κ
κ, and

Rg(r)µν = rκλ(Rg)κµνλ +
1

2

(
Ric(g)µ

λrλν + Ric(g)ν
λrλµ

)
, (2.9)

and

DgΥ(r) = −δgGgr + C (r)−D(r), (2.10)

where

Cκµν =
1

2
((g0)−1)κλ(g0

µλ;ν + g0
νλ;µ − g0

µν;λ), Dκ = gµνCκµν ,

C (r)κ = gκλC
λ
µνr

µν , D(r)κ = Dλrκλ,

so DgPDT(r) is equal to the principally scalar wave operator 1
2�gr plus lower order

terms. Therefore, one can solve the Cauchy problem for the quasilinear hyperbolic
system PDT(g) = 0, where the Cauchy data

γ0(g) := (g|Σ0
,L∂x0 g|Σ0

) = (g0, g1),

g0, g1 ∈ C∞(Σ0, S
2T ∗Σ0

M), are arbitrary. Moreover, we saw in Remark 2.1 that
every solution of the Einstein vacuum equations can be realized as a solution of
PDT(g) = 0 by putting the solution into the wave map gauge Υ(g) = 0. (On the
other hand, a solution of PDT(g) = 0 with general Cauchy data (g0, g1) will have
no relationship with the Einstein equation!)

We can now explain how to solve the initial value problem for (2.1). Given an
initial data set (Σ0, h, k), so h, k ∈ C∞(Σ0, S

2T ∗Σ0) (in local coordinates: 3 × 3
matrices), one first constructs g0, g1 ∈ C∞(Σ0, S

2T ∗Σ0
M) (in local coordinates: 4×4

matrices) with the following properties:

• g0 is of Lorentzian signature;
• the data on Σ0 induced by a metric g with γ0(g) = (g0, g1) are equal to

(h, k);
• Υ(g)|Σ0

= 0 as an element of C∞(Σ0, T
∗
Σ0
M).
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Note here that the metric induced on Σ0 (which we want to be equal to h) only
depends on g0, while the second fundamental form and gauge 1-form (which we
want to be k and Υ(g), respectively) only depend on (g0, g1); in other words, any
metric g with the same Cauchy data (g0, g1) induces the given initial data on Σ0 and
satisfies Υ(g) = 0 at Σ0. We refer the reader to [Tay96, §18.9] for the construction
of the Cauchy data, and also to §3.6 for a detailed discussion in the context of the
black hole stability problem.

Next, one solves the gauged Einstein equation

PDT(g) = 0, γ0(g) = (g0, g1) (2.11)

locally near Σ0. Applying Gg to this equation and using the constraint equations
(2.3), we conclude that (Ggδ

∗
gΥ(g))(N,N) = 0, where N is a unit normal to Σ0 ⊂M

with respect to the solution metric g, and (Ggδ
∗
gΥ(g))(N,X) = 0 for all X ∈ TΣ0.

It is easy to see [Tay96, §18.8] that Υ(g)|Σ0 = 0 and these equations together imply
L∂x0 Υ(g)|Σ0 = 0. The final insight is that the second Bianchi identity,3 written as
δgGgRic(g) = 0 for any metric g, implies a hyperbolic evolution equation for Υ(g),
which we call the (unmodified) constraint propagation equation, to wit

�CP
g Υ(g) = 0, (2.12)

where �CP
g is the (unmodified) constraint propagation operator defined as

�CP
g := 2δgGgδ

∗
g . (2.13)

The notation is justified: one easily verifies �CP
g u = �gu − Ric(g)(u, ·), with �g

the tensor Laplacian on 1-forms. The terminology is motivated by the following
fact: given a solution g of (2.11) with arbitrary initial data, and a spacelike surface
Σ1 (with unit normal N) at which Υ(g)|Σ1

= 0, the constraint equations (2.3) are
equivalent to (Υ(g)Σ1

,LNΥ(g)|Σ1
) = 0; it is in this sense that (2.12) governs the

propagation of the constraints.
Now, the uniqueness of solutions of the Cauchy problem for the equation (2.12)

implies Υ(g) ≡ 0, and thus g indeed satisfies the Einstein equation Ric(g) + Λg = 0
in the wave map gauge Υ(g) = 0, and g induces the given initial data on Σ0. This
justifies the terminology ‘gauged Einstein equation’ for the equation (2.11), since
its solution solves the Einstein equation in the chosen gauge.

2.2. Initial value problems for linearized gravity. Suppose now we have a
smooth family gs, s ∈ (−ε, ε), of Lorentzian metrics solving the Einstein equation
Ric(gs) + Λgs = 0 on a fixed (n+ 1)-dimensional manifold M , and a hypersurface
Σ0 ⊂M which is spacelike for g = g0. Let

r =
d

ds
gs|s=0.

Differentiating the equation at s = 0 gives the linearized (ungauged) Einstein equa-
tion

Dg(Ric + Λ)(r) = 0. (2.14)

The linearized constraints can be derived as the linearization of (2.2) around the
initial data induced by g0, hence they are equations for the linearized metric h′

and the linearized second fundamental form k′, with h′, k′ ∈ C∞(Σ0, S
2T ∗Σ0);

3The second Bianchi identity is in fact in a consequence of the diffeomorphism invariance
Ric(φ∗g) = φ∗Ric(g) of the Ricci tensor, see [CK04, §3.2].
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alternatively, we can use (2.3): if Ns is a unit normal field to Σ0 with respect
to the metric gs, so Ns also depends smoothly on s, then differentiating (Eings −
(n−1)Λ

2 gs)(Ns, Ns) = 0 at s = 0 gives(
DgEin(r)− (n− 1)Λ

2
r
)

(N,N) = 0, (2.15)

where we used (2.3) to see that the terms coming from differentiating either of
the Ns gives 0; on the other hand, using the Einstein equation, the derivative of
Eings(Ns, X) = 0 at s = 0 takes the form

DgEin(r)(N,X) +
(n− 1)Λ

2
g(N ′, X) = 0, N ′ =

d

ds
Ns|s=0;

now gs(Ns, X) = 0 yields g(N ′, X) = −r(N,X) upon differentiation, hence we
arrive at (

DgEin(r)− (n− 1)Λ

2
r
)

(N,X) = 0, X ∈ TΣ0. (2.16)

If moreover each of the metrics gs is in the wave map gauge Υ(gs) = 0, with Υ
given in (2.5) for a fixed background metric g0, then we also get

DgΥ(r) = 0;

therefore, in this case, r solves the linearized gauged Einstein equation

Dg(Ric + Λ)(r)− δ∗gDgΥ(r) = 0. (2.17)

As in the non-linear setting, one can use (2.17), which is a principally scalar wave
equation as discussed after (2.7), to prove the well-posedness of the initial value
problem for the linearized Einstein equation: given an initial data set (h′, k′) of
symmetric 2-tensors on Σ0 satisfying the linearized constraint equations, one con-
structs Cauchy data (r0, r1) for the gauged equation (2.17) satisfying the linearized
gauge condition at Σ0; solving the Cauchy problem for (2.17) yields a symmet-
ric 2-tensor r. The linearized constraints in the form (2.15)–(2.16) imply that
Ggδ

∗
gDgΥ(r) = 0 at Σ0, which as before implies L∂x0DgΥ(r) = 0 at Σ0. Finally,

since Ric(g) + Λg = 0, linearizing the second Bianchi identity in g gives

δgGgDg(Ric + Λ)(r) = 0,

and thus (2.17) implies the evolution equation �CP
g (DgΥ(r)) = 0, hence DgΥ(r) ≡

0, and we therefore obtain a solution r of (2.14).
Analogously to the discussion in Remark 2.1, one can put a given solution r of

the linearized Einstein equation (2.14), with g solving Ric(g) + Λg = 0, into the
linearized gaugeDgΥ(r) = 0 by solving a linearized wave map equation. Concretely,
the diffeomorphism invariance of the non-linear equation (2.1) implies thatDg(Ric+
Λ)(δ∗gω

′) = 0 for all ω′ ∈ C∞(M,T ∗M); indeed, δ∗gω
′ = 1

2L(ω′)]g is a Lie derivative.
Thus, putting r into the gauge DgΥ(r) = 0 amounts to finding ω′ such that

DgΥ(r + δ∗gω
′) = 0 (2.18)

holds, or equivalently
�Υ
g ω
′ = 2DgΥ(r), (2.19)

where we define
�Υ
g = −2DgΥ ◦ δ∗g , (2.20)

which agrees to leading order with the wave operator �g on 1-forms due to (2.10).
Thus, one can solve (2.19), with any prescribed initial data γ0(ω′), and then (2.18)
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holds. Taking γ0(ω′) = 0 ensures that the linearized initial data, i.e. the induced
linearized metric and linearized second fundamental form on Σ0, of r and r + δ∗gω

′

coincide.
We remark that if one chooses the background metric g0 in (2.5) to be equal to

the metric g around which we linearize, then DgΥ(r) = −δgGgr by (2.10) and thus
�Υ
g = �g + Λ, see also (2.13).

3. The Kerr–de Sitter family of black hole spacetimes

Let us fix the cosmological constant Λ > 0. The Kerr–de Sitter family of black
holes, which we will recall momentarily, is parameterized by the mass M• > 0
and the angular momentum a of the black hole. We shall only consider black
holes which are not ‘too large,’ 9ΛM2

• < 1, which for Schwarzschild–de Sitter black
holes ensures that the cosmological horizon is outside of the event horizon; and
the angular momentum will be small, |a| � 1, i.e. we only study slowly rotating
Kerr–de Sitter black holes.

Since the SO(3)-action on Kerr–de Sitter metrics (via pullback) degenerates at
a = 0, it will be useful to in fact use the larger, and hence redundant, parameter
space

B = {(M•,a) : M• > 0, a ∈ R3} ⊂ R4. (3.1)

This allows us to keep track of the rotation axis a/|a| of the black hole for a = |a| 6=
0. (Here, | · | denotes the Euclidean norm in R3.) The subfamily of Schwarzschild–
de Sitter black holes is then parameterized by elements (M•,0) ⊂ B, M• > 0.
As explained in the introduction, the relevance of Kerr–de Sitter spacetimes in
general relativity is that they are solutions of the Einstein vacuum equations with
a cosmological constant:

Ric(gb) + Λgb = 0.

In this section, we will define a manifold M◦ and the Kerr–de Sitter family gb
of smooth, stationary Lorentzian metrics on M◦; we proceed in two steps, first
defining Schwarzschild–de Sitter metrics in §3.1, and then Kerr–de Sitter metrics
§3.2, in particular proving the smoothness of the family. A key aspect of our
approach to the black hole stability problem is that we work on a compactification
of Kerr–de Sitter space at future infinity; we discuss this in §3.3. In §3.4 and §3.5,
we describe the geometric structure of these spacetimes in detail and explain how
to set up initial value problems for wave equations. In §3.6 finally, we construct
Cauchy data for hyperbolic formulations of the Einstein equation, in suitable wave
map gauges, out of geometric initial data.

3.1. Schwarzschild–de Sitter black holes. We fix a black hole mass M•,0 > 0
such that

9ΛM2
•,0 ∈ (0, 1), (3.2)

and let
b0 = (M•,0,0) ∈ B (3.3)

be the parameters for a non-rotating Schwarzschild–de Sitter black hole. In the
static coordinate patch M = Rt × Ir × S2, which covers the exterior region (also
known as the domain of outer communications) of the black hole, with the interval
I defined below, the metric is defined by

gb0 = µb0 dt
2 − µ−1

b0
dr2 − r2

/g, µb0(r) = 1− 2M•,0
r
− Λr2

3
, (3.4)
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where /g is the round metric on S2. The non-degeneracy condition (3.2) ensures
that µb0(r) has exactly two positive simple roots 0 < rb0,− < rb0,+ <∞, and then
the given form of the metric gb0 is valid for

r ∈ I := (rb0,−, rb0,+). (3.5)

See Figure 3.1.

t = 0

t = 1
H+H+

H−H−

i+

i−

Figure 3.1. Penrose diagram of Schwarzschild–de Sitter space.
The form (3.4) of the metric is valid in the shaded region. Here,
H± denotes the future/past event horizon, H± the future/past
cosmological horizon, and i± future/past timelike infinity. Also
indicated are two level sets of the static time coordinate t, and a
level set of r (dashed).

The singularity of the expression (3.4) at r = rb0,± is resolved by a change of
coordinates: we let

t∗ = t− Fb0(r), F ′b0(r) = ±(µb0(r)−1 + cb0,±(r)) near r = rb0,±, (3.6)

where cb0,±(r) is smooth up to r = rb0,±; then

gb0 = µb0 dt
2
∗ ± 2(1 + µb0cb0,±) dt∗ dr + (2cb0,± + µb0c

2
b0,±) dr2 − r2

/g. (3.7)

It is easy to see that one can choose cb0,± such that dt∗ is timelike up to r = rb0,±.
In fact, there is a natural choice of cb0,± making |dt∗|2Gb0 constant, which will be

convenient for computations later on:

Lemma 3.1. Denote by rc := 3
√

3M•,0/Λ the unique critical point of µb0 in

(rb0,−, rb0,+), and let ct∗ = µb0(rc)
−1/2 = (1− 3

√
9ΛM2

•,0)−1/2. Then

F ′b0(r) =

−µb0(r)−1
√

1− c2t∗µb0(r), r < rc,

µb0(r)−1
√

1− c2t∗µb0(r), r > rc
(3.8)

defines a smooth function Fb0(r) on I up to an additive constant. Let t∗ = t−Fb0(r).
Then the metric gb0 and the dual metric Gb0 are given by

gb0 = µb0 dt
2
∗ ± 2

√
1− c2t∗µb0 dt∗ dr − c

2
t∗ dr

2 − r2
/g,
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Gb0 = c2t∗ ∂
2
t∗ ± 2

√
1− c2t∗µb0 ∂t∗∂r − µb0 ∂

2
r − r−2 /G,

for ±(r − rc) ≥ 0, where /G is the dual metric on S2. In particular, |dt∗|2G ≡ c2t∗ .

Proof. For Fb0 as in (3.6), we have |dt∗|2Gb0 = −(2cb0,± + µb0c
2
b0,±). For this to be

constant, |dt∗|2Gb0 = c2t∗ , with ct∗ determined in the course of the calculation, the

smoothness of the functions cb0,± at rb0,± forces

cb0,± = µ−1
b0

(−1 +
√

1− c2t∗µb0).

In order for the two functions ±(µ−1
b0

+ cb0,±) to be real-valued and to match up,

together with all derivatives, at a point rc ∈ (rb0,−, rb0,+), we thus need to arrange

that the function defined as ±
√

1− c2t∗µb0 in ±(r − rc) > 0 is smooth and real-

valued. This forces rc to be the unique critical point of µb0 on (rb0,−, rb0,+), which
is a non-degenerate maximum, and c2t∗ = µb0(rc)

−1; this in turn is also sufficient
for the smoothness of (3.8), and the lemma is proved. �

Remark 3.2. Once we have chosen a function Fb0 , or rather its derivative F ′b0 , for
instance as in the above lemma, then one can define cb0,− ∈ C∞([rb0,−, rb0,+)), i.e.
up to but excluding rb0,+, and likewise cb0,+ ∈ C∞((rb0,−, rb0,+]), by (3.6); that is,

cb0,± = ±F ′b0 − µ
−1
b0

.

We can extend cb0,± in an arbitrary manner smoothly (with the choice given in
this lemma even uniquely by analyticity, but this is irrelevant) beyond r = rb0,±.
We can now define the smooth manifold

M◦ = Rt∗ ×X, X = Ir × S2, Ir = (rI,−, rI,+) := (rb0,− − 3εM , rb0,+ + 3εM ),
(3.9)

for εM > 0 small, and gb0 , defined by (3.7) up to and beyond r = rb0,±, is a smooth
Lorentzian metric on M◦ satisfying Einstein’s equations. See Figure 3.2 (and also
Figure 1.1). At the end of §3.2, we will compactify M◦ at future infinity, obtaining
a manifold M with boundary.

Using the polar coordinate map, we can also view the spatial slice X as

X = {p ∈ R3 : rI,− < |p| < rI,+} ⊂ R3. (3.10)

The static coordinate chart on M◦ (i.e. the dashed region in Figure 3.1) is the
region

M = Rt ×X ⊂M◦, X = I × S2, (3.11)

with I defined in (3.5).

3.2. Slowly rotating Kerr–de Sitter black holes. Given Schwarzschild–de Sit-
ter parameters b0 = (M•,0,0) ∈ B and the smooth manifold (3.9) with time function
t∗ ∈ C∞(M◦), we now proceed to define the Kerr–de Sitter family of metrics, de-
pending on the parameters b ∈ B, as a smooth family gb of stationary Lorentzian
metrics on M◦ for b close to b0.

Given the angular momentum a = |a| of a black hole of mass M• (spinning
around the axis a/|a| ∈ R3 for a 6= 0), the Kerr–de Sitter metric with parameters
b = (M•,a) in Boyer–Lindquist coordinates (t, r, φ, θ) ∈ R× Ib × S1

φ × (0, π), with
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r = 0 r =∞

t∗ = 0

t∗ = 1

i+

i−

M◦

Figure 3.2. The smooth manifold M◦ (shaded) within Schwarz-
schild–de Sitter space, and two exemplary level sets of the timelike
function t∗. The form (3.7) of the metric in fact extends beyond
the dashed boundary of M◦, r = r± ± 3εM , all the way up to
(but excluding) the black hole singularity r = 0 and the conformal
boundary r =∞ of the cosmological region.

Ib ⊂ R an interval defined below, takes the form

gb = −ρ2
b

(dr2

µ̃b
+
dθ2

κb

)
− κb sin2 θ

(1 + λb)2ρ2
b

(a dt− (r2 + a2) dφ)2

+
µ̃b

(1 + λb)2ρ2
b

(dt− a sin2 θ dφ)2,

(3.12)

where

µ̃b(r) = (r2 + a2)
(

1− Λr2

3

)
− 2M•r,

ρ2
b = r2 + a2 cos2 θ, λb =

Λa2

3
, κb = 1 + λb cos2 θ.

(3.13)

For a = 0, we have µ̃b(r) = r2µb(r), with µb defined in (3.4). For a 6= 0, the
spherical coordinates (φ, θ) are chosen such that the vector a/|a| ∈ S2 is defined
by θ = 0, and the vector field ∂φ generates counterclockwise rotation around a/|a|,
with R3 carrying the standard orientation. Thus, for a = (0, 0, a), a > 0, the
coordinates (φ, θ) are the standard spherical coordinates of S2 ↪→ R3. We note
that, using these standard spherical coordinates, the expression for g(M•,(0,0,−a))

is given by (3.12) with a replaced by −a: this simply means that reflecting the
angular momentum vector across the origin is equivalent to reversing the direction
of rotation.

Lemma 3.3. Let rb0,− < rb0,+ denote the unique positive roots of µ̃b0 . Then for b
in an open neighborhood b0 ∈ UB ⊂ B, the largest two positive roots

rb,− < rb,+

of µ̃b depend smoothly on b ∈ UB. In particular, for b near b0, we have

|rb,± − rb0,±| < εM ,



30 PETER HINTZ AND ANDRÁS VASY

and so rb,± ∈ I, with I defined in (3.9).

Proof. This follows from the simplicity of the roots rb0,± of µ̃b0 and the implicit
function theorem. �

The interval Ib in which the radial variable r of the Boyer–Lindquist coordinate
system takes values is then

Ib = (rb,−, rb,+).

The coordinate singularity of (3.12) is removed by a change of variables

t∗ = t− Fb(r), φ∗ = φ− Φb(r), (3.14)

where Fb,Φb are smooth functions on (rb,−, rb,+) such that

F ′b(r) = ±
( (1 + λb)(r

2 + a2)

µ̃b
+ cb,±

)
, Φ′b(r) = ±

( (1 + λb)a

µ̃b
+ c̃b,±

)
(3.15)

near r = rb,±, with cb,±, c̃b,± smooth up to rb,±. Here, for b = b0 we take cb0,− ∈
C∞((rI,−, rb0,+)) and cb0,+ ∈ C∞((rb0,−, rI,+)), with rI,± defined in (3.9), to be
equal to any fixed choice for the Schwarzschild–de Sitter space (M, gb0), e.g. the
one in Lemma 3.1.

Lemma 3.4. Fix radii r1, r2 with rb0,− + εM < r1 < r2 < rb0,+ − εM . Then there
exists a neighborhood b0 ∈ UB ⊂ B such that the following holds:

(1) There exist smooth functions

UB × (rI,−, r2) 3 (b, r) 7→ cb,−(r),

UB × (r1, rI,+) 3 (b, r) 7→ cb,+(r),

which are equal to the given cb0,± for b = b0, such that the two functions

±
( (1 + λb)(r

2 + a2)

µ̃b
+ cb,±

)
agree on (r1, r2).

(2) There exist functions

UB × (rI,−, r2) 3 (b, r) 7→ c̃b,−(r),

UB × (r1, rI,+) 3 (b, r) 7→ c̃b,+(r),

with a−1c̃b,± smooth, and c̃b0,± ≡ 0, such that the two functions

±
( (1 + λb)a

µ̃b
+ c̃b,±

)
agree on (r1, r2).

Proof. We can take cb,− ≡ cb0,− on (rI,−, r2); then, for a cutoff χ ∈ C∞(R), with
χ ≡ 1 on [r1, r2] and χ ≡ 0 on [rb0,+ − εM , rI,+), we put

cb,+ = −
(2(1 + λb)(r

2 + a2)

µ̃b
+ cb0,−

)
χ+ cb0,+(1− χ).

A completely analogous construction works for c̃b,±: we can take c̃b,− ≡ 0 and put

c̃b,+ = −2(1 + λb)a

µ̃b
χ.

Clearly, the functions a−1c̃b,± depend smoothly on b. �
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This lemma ensures that the definitions on F ′b and Φ′b in the two regions in (3.15)
coincide, hence making Fb and Φb well-defined up to an additive constant. Using
aF ′b−(r2+a2)Φ′b = ±(acb,±−(r2+a2)c̃b,±) and F ′b−a sin2 θΦ′b = ±

(
(1+λb)ρ

2
b/µ̃b+

cb,± − a sin2 θ c̃b,±
)

for r > r1 (‘+’ sign) or r < r2 (‘−’ sign), one now computes

gb = − κb sin2 θ

(1 + λb)2ρ2
b

(
a(dt∗ ± cb,± dr)− (r2 + a2)(dφ∗ ± c̃b,±dr)

)2
+

µ̃b
(1 + λb)ρ2

b

(
dt∗ ± cb,±dr − a sin2 θ (dφ∗ ± c̃b,± dr)

)2
± 2

1 + λb

(
dt∗ ± cb,±dr − a sin2 θ (dφ∗ ± c̃b,± dr)

)
dr − ρ2

b

κb
dθ2,

(3.16)

which now extends smoothly to (and across) rb,±. Since one can compute the
volume form to be4 |dgb| = (1 + λb)

−2ρ2
b sin θ dt∗ dr dφ∗ dθ, the metric gb in the

coordinates used in (3.16) is a non-degenerate Lorentzian metric, apart from the
singularity of the spherical coordinates at θ = 0, π, which we proceed to discuss:
first, we compute the dual metric to be

ρ2
bGb = −µ̃b(∂r ∓ cb,±∂t∗ ∓ c̃b,±∂φ∗)2

± 2a(1 + λb)(∂r ∓ cb,±∂t∗ ∓ c̃b,±∂φ∗)∂φ∗
± 2(1 + λb)(r

2 + a2)(∂r ∓ cb,±∂t∗ ∓ c̃b,±∂φ∗)∂t∗

− (1 + λb)
2

κb sin2 θ
(a sin2 θ ∂t∗ + ∂φ∗)

2 − κb ∂2
θ .

(3.17)

Smooth coordinates on S2 near the poles θ = 0, π are x = sin θ cosφ∗ and y =
sin θ sinφ∗, and for the change of variables ζ dφ∗ + η dθ = λ dx + ν dy, one finds
sin2 θ = x2 + y2 and ζ = νx− λy, that is,

∂φ∗ = y∂x − x∂y,
and thus the smoothness of ρ2

bGb near the poles follows from writing −κb times the
term coming from the last line of (3.17) as

(1 + λb)
2

sin2 θ
∂2
φ∗ + κ2

b∂
2
θ = (1 + λb)

2(sin−2 θ ∂2
φ∗ + ∂2

θ ) + (κ2
b − (1 + λb)

2)∂2
θ .

Indeed the first summand is smooth at the poles, since sin−2 θ ∂2
φ∗

+ ∂2
θ = /G is the

dual metric of the round metric on S2 in spherical coordinates; and we can rewrite
the second summand as

− (2 + λb(1 + cos2 θ))λb sin2 θ ∂2
θ (3.18)

and observe that sin2 θ ∂2
θ = (1 − x2 − y2)(x∂x + y∂y)2 is smooth at (x, y) = 0 as

well. Since the volume form is given by

|dgb| = (1 + λb)
−2(r2 + a2(1− x2 − y2))(1− x2 − y2)−1/2 dt∗ dr dx dy

and thus smooth at the poles, we conclude that gb indeed extends smoothly and
non-degenerately to the poles.

Using the map

(t∗, r, φ∗, θ) 7→ (t∗, r sin θ cosφ∗, r sin θ sinφ∗, r cos θ) ∈ Rt∗ ×X ⊂M◦,

4For these calculations, a convenient frame of TM◦ is v1 = ∂r ∓ cb,±∂t∗ ∓ c̃b,±∂φ∗ , v2 =

a sin2 θ ∂t∗ + ∂φ∗ , v3 = ∂t∗ , v4 = ∂θ.
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with X ⊂ R3 as in (3.10), we can thus push the metric gb forward to a smooth,
stationary, non-degenerate Lorentzian metric, which we continue to denote by gb,
on M◦, and gb0 is equal (pointwise!) to the extended Schwarzschild–de Sitter metric
defined in §3.1. The Boyer–Lindquist coordinate patch of the Kerr–de Sitter black
hole with parameters b ∈ B is the subset {rb,− < r < rb,+} ⊂M◦.

Since the choice of spherical coordinates does not depend smoothly on a near
a = 0, the smooth dependence of gb, as a family of metrics on M◦, on b is not
automatic; we thus prove:

Proposition 3.5. Let the neighborhood UB ⊂ B of b0 be as in Lemma 3.3. Then
the smooth Lorentzian metric gb on M◦ depends smoothly on b ∈ B.

Here, the smoothness of the family gb is equivalent to the statement that the
map

B × Rt∗ ×X 3 (b, t∗, p) 7→ gb(t∗, p),

with gb(t∗, p) on the right the matrix of gb at the given point in the global coordinate
system (t∗, p) ∈M◦, is a smooth map UB × Rt∗ ×X → R4×4.

Proof of Proposition 3.5. Given (M•,a) ∈ B with a = |a| 6= 0, let us denote the
spherical coordinate system on X with north pole θ = 0 at a/|a| by φb,∗, θb, so the
pushforwards of the functions in (3.13) to M◦ are simply obtained by replacing θ
by θb. Then, if (r, φb,∗, θb) are the polar coordinates of a point p ∈ X, we have

r = |p|, a cos θb =
〈
a,

p

|p|

〉
, a2 sin2 θb = |a|2 − a2 cos θ2

b ,

where | · | and 〈·, ·〉 denote the Euclidean norm and inner product on X ⊂ R3,
respectively. Since 0 /∈ X, this shows that r, a cos θb and a2 sin2 θb, and hence the
pushforwards of µ̃b, ρb, λb, and κb, are smooth (in b) families of smooth functions on
M◦, as are cb,± and a−1c̃b,± (which only depend on r), on their respective domains
of definition, by Lemma 3.4.

We can now prove the smooth dependence of the dual metric Gb on b: in light of
the expression (3.17) and the discussion around (3.18), all we need to show is that
the vector fields ∂t∗ , ∂r, a ∂φb,∗ and a sin θb ∂θb depend smoothly on a, in particular
near a where they are defined to be identically 0. (Note that the 2-tensor in (3.18)
is a smooth multiple of a2 sin2 θb ∂

2
θb

.) Indeed, this proves that Gb is a smooth

family of smooth sections of S2TM◦, and we already checked the non-degeneracy
of Gb at the poles, where the spherical coordinates are singular.

For ∂t∗ and for the radial vector field ∂r = |p|−1p∂p, which do not depend on b,
the smoothness is clear. Further, we have

a ∂φb,∗ = ∇a×p at p ∈ X,

i.e. differentiation in the direction of the vector a×p. Indeed, if a = a~e3 := (0, 0, a),
both sides equal a(x∂y − y∂x) on R3

x,y,z, and if a ∈ R3 is any given vector and R ∈
SO(3) is a rotation with Ra = a~e3, a = |a|, then (R∗(a∂φb,∗))|p = (a∂φa~e3,∗)|R(p),
which we just observed to be equal to ∇a~e3×R(p) = R∗∇a×p.

In a similar vein, one sees that

a sin θb ∂θb = |p|−1∇p×(p×a) at p ∈ X,

and the latter expression is clearly smooth in a, finishing the proof of the proposi-
tion. �
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Remark 3.6. If one were interested in analyzing the non-linear stability of Kerr–
de Sitter spacetimes for general parameters—i.e. dropping the assumption of small
angular momentum—one notes that the construction described in this section can
be performed in the neighborhood of any Kerr–de Sitter spacetime which is non-
degenerate in the sense that the two largest roots of µ̃b are simple and positive.

Given the smooth family of Kerr–de Sitter metrics gb on M◦ defined in the
previous section, we can define its linearization around any gb, b ∈ UB .

Definition 3.7. For b ∈ UB and b′ ∈ TbB, we define the element g′b(b
′) of the

linearized Kerr–de Sitter family, linearized around gb, by

g′b(b
′) =

d

ds
gb+sb′ |s=0.

Notice here that UB ⊂ B ⊂ R4 is an open subset of R4, and thus we can
identify TbB = R4. The linearization of the Kerr–de Sitter family around gb is the
4-dimensional vector space g′b(TbB) ≡ {g′b(b′) : b′ ∈ TbB}.

Remark 3.8. Define db to be the number of parameters needed to describe a lin-
earized Kerr–de Sitter metric modulo Lie derivatives (i.e. the number of ‘physical
degrees of freedom’); that is,

Γb =
g′b(TbB)

ran δ∗gb ∩ g
′
b(TbB)

, db = dim Γb.

Then one can show that db = 4 if a = 0, and db = 2 if a 6= 0. See also the related
discussion at the end of [DHR16, §6.2.2]. The reason for db = 4 for Schwarzschild–
de Sitter parameters b is that slowly rotating Kerr–de Sitter metrics with rotation
axes which are far apart are related by a rotation by a large angle. This is one of
the reasons to use the redundant (for non-zero angular momenta) parameterization
(3.1) of the Kerr–de Sitter family.

3.3. Compactification. In order to make full use of the asymptotic structure of
Kerr–de Sitter spaces, it is convenient to compactify the spacetime M◦, defined in
(3.9), at future infinity: we define

τ := e−t∗

and put
M =

(
M◦ t ([0,∞)τ ×X)

)
/ ∼, (t∗, x) ∼ (τ = e−t∗ , x),

which is a smooth manifold with boundary, where the smooth structure is defined
such that τ is a boundary defining function, i.e. τ ∈ C∞(M) vanishes simply at
τ = 0. Thus,

M ∼= [0,∞)τ ×X (3.19)

as manifolds with boundary. We often regard X as the boundary at infinity of M .
On M , we can now use the natural bundles bTM (the b-tangent bundle), bT ∗M (the
b-cotangent bundle), and their tensor powers. We refer the reader to Appendix A
for precise definitions of these objects. The bundles bTM and bT ∗M are naturally
isomorphic to the usual translation-invariant (in t∗) tangent/cotangent bundle on
M◦. Crucially, they extend smoothly to X; analysis on M near X, or b-microlocal
analysis in bT ∗M near bT ∗XM , is thus automatically (and necessarily) uniform, i.e.
gives uniform control on M◦ as t∗ →∞. Structures central to understanding waves
uniformly as t∗ →∞, such as horizons or trapping, arise naturally as submanifolds
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of bT ∗XM at which the null-geodesic flow (lifted to the cotangent bundle) has a
special structure (invariant manifolds, saddle points of the flow, etc).

The use of the compactification, a common technique in geometric analysis,
means that we do not need to repeatedly refer to the asymptotic structure when
making statements about t∗ → ∞, though one could equivalently do that without
introducing the compactification. Thus, to some extent, compactifying is a matter
of taste, but it provides a very convenient language.

Note that smooth functions on M are smooth functions of (τ, x) = (e−t∗ , x) down
to τ = 0, hence they have Taylor expansions at τ = 0 into powers of τ = e−t∗ ;
in particular, they are invariant under translations in t∗ up to a remainder which
decays exponentially fast as t∗ →∞. Since ∂t∗ = −τ∂τ and dt∗ = −dττ , and since
functions on M◦ which are constant in t∗ extend to smooth functions on M , we
can thus rephrase Proposition 3.5 as follows:

Proposition 3.9. With UB ⊂ B a neighborhood of b0 as in Lemma 3.4, the family
gb of Kerr–de Sitter metrics with b ∈ B is a smooth family of non-degenerate
signature (1, 3) sections of C∞(M ;S2 bT ∗M).

The stationary nature of gb can be recast in this setting as the invariance of gb
with respect to dilations in τ in the product decomposition (3.19) of M .

3.4. Geometric and dynamical aspects of Kerr–de Sitter spacetimes. The
dual metric function Gb ∈ C∞(bT ∗M) is defined by Gb(z, ζ) = |ζ|2(Gb)z for z ∈ M ,

ζ ∈ bT ∗zM , and the characteristic set is

Σb = G−1
b (0) ⊂ bT ∗M \ o, (3.20)

which is conic in the fibers of bT ∗M . We occasionally identify Σb with its closure
in the radially compactified (in the fibers) b-cotangent bundle, minus the zero

section o, so Σb ⊂ bT ∗M \ o. See (A.1) for the definition of bT ∗M . Sometimes,

we also identify Σb with its boundary at fiber infinity ∂Σb ⊂ bS∗M ⊂ bT ∗M .
Since by construction dt∗ = −dτ/τ is timelike everywhere on M , we can split the
characteristic set into its two connected components

Σb = Σ+
b t Σ−b ,

the future, resp. backward, light cone Σ+
b , resp. Σ−b , where

Σ±b =
{
ζ ∈ Σb : ±

〈
ζ,−dτ

τ

〉
Gb

> 0
}

(3.21)

The sign in the superscript will always indicate the future/past component of the
characteristic set.

We now discuss two main features of the null-geodesic flow on (M, gb): the saddle
point structure (corresponding to the red-shift effect) at the event and cosmological
horizons of Kerr–de Sitter spacetimes, and the trapped set for Schwarzschild–de Sit-
ter, i.e. the photon sphere. The global dynamics of the null-geodesic flow of slowly
rotating Kerr–de Sitter spacetimes were described in detail in [Vas13, §§6.3–6.4].
Here, we merely recall that for a future-causal null-bicharacteristic γ, i.e. an inte-
gral curve of the Hamilton vector field HGb within Σ+

b , one of the following three
possibilities must occur in the backward direction along γ: either

(1) γ tends to the trapped set (strictly speaking, the boundary of Γ, defined
in (3.30), within bT ∗M at future infinity), or
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(2) γ tends to one of the radial points Rb,− or Rb,+ (the b-conormal bundle of
the event or cosmological horizon at future infinity), defined in (3.24), or

(3) γ crosses the initial Cauchy hypersurface {t∗ = 0} in finite time.

We first describe the null-geodesic flow on (M, gb) near the horizons: defining t0
and φ0 near r = rb,± exactly like t∗ and φ∗ in (3.14), except with cb,± = c̃b,± ≡ 0
simplifies our calculations: introducing smooth coordinates on bT ∗M by letting
τ0 = e−t0 and writing b-covectors over the point (τ0, r, ω) ∈M as

σ
dτ0
τ0

+ ξ dr + ζ dφ0 + η dθ

the dual metric function can be read off from (3.17) by taking cb,± = c̃b,± = 0, and
replacing ∂t∗ , ∂r, ∂φ∗ and ∂θ by −σ, ξ, ζ and η, respectively, so

ρ2
bGb = −µ̃bξ2 ± 2a(1 + λb)ξζ ∓ 2(1 + λb)(r

2 + a2)ξσ

− (1 + λb)
2

κb sin2 θ
(a sin2 θ σ − ζ)2 − κbη2

(3.22)

Denote the b-conormal bundles of the horizons by

Lb,± := bN∗{r = rb,±} \ o = {(τ0, rb,±, φ0, θ; 0, ξ, 0, 0)} \ o ⊂ Σb. (3.23)

The sign in the subscript will always indicate the horizon at which one is working,
‘−’ denoting the event horizon at r = rb,− and ‘+’ the cosmological horizon at r =
rb,+. One easily checks that the vector field Hρ2

bGb
= ρ2

bHGb (equality holding on

Σb) is tangent to Lb,±, so Lb,± is invariant under the HGb -flow. Since 〈dr, dr〉Gb = 0
and ρ2

b〈dt∗, dr〉Gb = ±(1 + λb)(r
2
b,± + a2) at r = rb,±, dr is future lightlike at Lb,+

and past lightlike at Lb,−. This allows us to locate the components of Lb,± in the
two halves of the characteristic set. To wit, if

L+
b,± = Lb,± ∩ Σ+

b , L−b,± = Lb,± ∩ Σ−b ,

adhering to our rule that signs in superscript indicate being a subset of the fu-
ture/past light cone, then

L±b,− = {±ξ < 0} ∩ Lb,−, L±b,+ = {±ξ > 0} ∩ Lb,+.

Let

L+
b = L+

b,− ∪ L
+
b,+ ⊂ Σ+

b , L−b = L−b,− ∪ L
−
b,+ ⊂ Σ−b

be the components of L = Lb,+ ∪ Lb,− within the future/past light cone Σ±b .
Let us identify X with the boundary at future infinity {0}τ ×X ⊂M , see (3.19).

We then define the boundaries at future infinity of the above invariant manifolds
by

R(±)
b,(±) = L(±)

b,(±) ∩
bT ∗XM ; (3.24)

each of them itself is invariant under the HGb -flow. Moreover, we denote the bound-

aries of R(±)
b,(±) at fiber infinity by ∂R(±)

b,(±) ⊂
bS∗XM , likewise for L(±)

b,(±). See Fig-

ure 3.3.
We claim that the (generalized) radial sets ∂R±b are saddle points for (a rescaled

version of the) null-geodesic flow HGb . Concretely, ∂R+
b has stable manifold ∂L+

b ⊂
bS∗M transversal to bS∗XM , with unstable manifold Σ+

b ∩bT ∗XM within the bound-

ary at future infinity, i.e. it is a source within bT ∗XM ; on the other hand, ∂R−b has
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R+
b,−

L+
b,−

r = rb,−

R+
b,+

L+
b,+

r = rb,+

bT ∗XM \ o

Figure 3.3. The b-conormal bundles L+
± of the horizons as well

as their boundaries R+
± in bT ∗XM \ o. The arrows indicate the

Hamilton vector field HGb . In Γ−, the subscripts are replaced by
‘−’, and the directions of the arrows are reversed.

unstable manifold ∂L−b ⊂ bS∗M and stable manifold Σ−b ∩ bT ∗XM , i.e. it is a sink

within bT ∗XM . To verify this claim, let us introduce coordinates

ρ̂ = |ξ|−1, σ̂ = ρ̂σ, ζ̂ = ρ̂ζ, η̂ = ρ̂η (3.25)

of bT ∗M near ∂R±b , and define the rescaled Hamilton vector field

Hρ2
bGb

:= ρ̂Hρ2
bGb

, (3.26)

which is homogeneous of degree 0 with respect to dilations in the fibers of bT ∗M ,

hence extends to a smooth vector field on bT ∗M tangent to bS∗M . Let us consider

the HGb -flow near ∂R+
b first, where σ̂ = ζ̂ = η̂ = 0. There, with ‘±’ denoting the

component of the characteristic set (i.e. ±ξ > 0), one computes

ρ̂−1Hρ2
bGb

ρ̂ = Hρ2
bGb
|ξ|−1 = ±ξ−2∂r(ρ

2
bGb) = ∓µ̃′b(rb,+) = ±|µ̃′b(rb,+)|,

τ−1
0 Hρ2

bGb
τ0 = ρ̂∂σ(ρ2

bGb) = ∓2(1 + λb)(r
2
b,+ + a2).

The calculation at R−b is completely analogous. Defining

βb,±,0 :=
|µ̃′b(rb,±)|

ρ2
b

, βb,± :=
2(1 + λb)(r

2
b,± + a2)

|µ̃′b(rb,±)|
, (3.27)

and using that log τ0 − log τ is a function of r only, while HGbr = 0 at Lb,±, we
thus find

ρ̂−1HGb ρ̂ = βb,±,0, −τ−1HGbτ = βb,±,0βb,± at R+
b,±,

ρ̂−1HGb ρ̂ = −βb,±,0, −τ−1HGbτ = −βb,±,0βb,± at R−b,±.
(3.28)

We note that the functions βb,±,0 are functions on the 2-spheres τ = 0, r = rb,±;
if b ∈ B are Schwarzschild–de Sitter parameters, so a = 0, then they are in fact
constants.

In order to finish the proof of the saddle point structure of the flow in the normal
directions at ∂Rb, it suffices to note that, using (3.22), the function

ρ0 := ρ̂2
( (1 + λb)

2

κb sin2 θ
(a sin2 θ σ − ζ)2 + κbη

2 + σ2
)
,
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which is smooth on bT ∗M , satisfies HGbρ0 = ±2βb,±,0ρ0 at R±b by (3.28), i.e. with
the same sign as ρ̂HGb ρ̂; and ρ0 is a quadratic defining function of ∂Rb within
∂Σb ∩ bS∗XM . (See [HV17, §3.2] for further details.)

We next discuss the trapped set in the exterior region of a Schwarzschild–de Sitter
spacetime with parameters b0 = (M•,0,0). Writing covectors in static coordinates
as

− σ dt+ ξ dr + η, η ∈ T ∗S2, (3.29)

the dual metric function is given by

Gb0 = µ−1
b0
σ2 − µb0ξ2 − r−2|η|2,

so the Hamilton vector field equals

HGb0
= −2µ−1

b0
σ∂t − 2µb0ξ∂r − r−2H|η|2 + (µ−2

b0
µ′b0σ

2 + µ′b0ξ
2 − 2r−3|η|2)∂ξ.

Now, in µb0 > 0 and within the characteristic set Σb0 , we have HGb0
r = −2µb0ξ = 0

iff ξ = 0; for ξ = 0, hence µ−1
b0
σ2 = r−2|η|2, we then have H2

Gb0
r = −2µb0HGb0

ξ = 0

iff µ−2
b0
µ′b0σ

2 = 2r−3|η|2, which is equivalent to

0 = (µb0r
−2)′ = 2r−4(3M•,0 − r),

hence the radius of the photon sphere is rP = 3M•,0, and the trapped set in phase
space T ∗M◦ \ o is

Γ = {(t, rP , ω;σ, 0, η) : σ2 = µb0r
−2|η|2}, (3.30)

The trapped set has two components,

Γ = Γ− ∪ Γ+, Γ± = Γ ∩ Σ±b0 . (3.31)

At Γ, we have

HGb0
= −2µ−1

b0
σ∂t − r−2H|η|2 . (3.32)

3.5. Wave equations on Kerr–de Sitter spacetimes. Within M , we next sin-
gle out a domain Ω ⊂M on which we will solve various wave equations, in particular
Einstein’s field equations, in the course of our arguments. Concretely, let

Y = [rb0,− − εM , rb0,+ + εM ]r × S2 ⊂ X

be a smoothly bounded compact domain in the spatial slice X, and let

Ω = [0, 1]τ × Y ⊂M, Σ0 = {τ = 1} ∩ Ω. (3.33)

Then Ω is a submanifold with corners of M . We will often identify Y , which is
isometric to each spatial slice {τ = c} ∩ Ω, c ∈ [0, 1], with the boundary of Ω at
future infinity, so Y = {τ = 0} ∩ Ω. See Figure 3.4. We discuss function spaces on
domains such as Ω at the end of §A.2.

By a slight abuse of notation, we define the ‘finite part’ of Ω as

Ω◦ = [0,∞)t∗ × Y,

so Ω◦ still contains the initial hypersurface Σ0 = {t∗ = 0}.
By construction of the function t∗, the surface Σ0 is spacelike with respect to

all metrics gb, b ∈ UB . Furthermore, we claim that the lateral boundary Rt∗ × ∂Y ,
which has two components (one beyond the event and one beyond the cosmological
horizon), is spacelike: indeed, this follows from (3.17) and

ρ2
bGb(dr, dr) = −µ̃b > 0
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Ω

Σ0

Y

M

rb0,− rb0,+

X

Figure 3.4. The domain Ω (shaded), with its boundary Y =
Ω ∩X at future infinity, as a smooth domain with corners within
M . The Cauchy surface is Σ0, extending a bit beyond the horizons
of slowly rotating Kerr–de Sitter spacetimes.

there; more precisely, by (3.21), the outward pointing conormal ±dr is future time-
like at r = rb,± ± εM for sufficiently small εM .

The Cauchy data of a function u ∈ C∞(Ω◦;E), which is a section of some tensor

bundle E =
⊗k

T ∗Ω◦, are defined by

γ0(u) := (u|Σ0 , (L∂t∗u)|Σ0) ∈ C∞(Σ0;EΣ0)⊕ C∞(Σ0;EΣ0). (3.34)

Given a linear operator L ∈ Diff2(M◦;E), with smooth coefficients, whose prin-
cipal symbol is scalar and equal to Gb ⊗ Id for some parameters b ∈ UB , one can
then study initial value problems for L. Using energy estimates, see e.g. [Tay96,
§6.5] or [Hör07, §23], and also §5.2.1, one can show that{

Lu = f in Ω◦,

γ0(u) = (u0, u1) on Σ0,

with forcing f ∈ C∞(Ω◦;E) and initial data u0, u1 ∈ C∞(Σ0;EΣ0
), has a unique so-

lution u ∈ C∞(Ω◦;E). The future timelike nature of the outward pointing conormal
at the lateral boundary of Ω◦ ensures that no boundary data need to be specified
there.

3.6. Kerr–de Sitter type wave map gauges. Let us fix the background metric
for the wave map gauge 1-form (2.5) to be the fixed Schwarzschild–de Sitter metric
gb0 , so

Υ(g) = gg−1
b0
δgGggb0 . (3.35)

Now gb0 satisfies the gauge condition Υ(gb0) = 0, but the particular form of the
metrics gb, b 6= b0, we constructed is rather arbitrary, so in general we expect
Υ(gb) 6= 0 for b 6= b0. Therefore, we need to study more flexible gauges; a natural
candidate is Υ(g) − Υ(gb) = 0, but for the formulation of the non-linear stability
problem for the Einstein equation (2.1), one would like to have a fixed gauge near
Σ0 (we will choose the wave map gauge relative to gb0), yet a gauge relative to the
metric gb of the final state. To implement such gauges, fix a cutoff function

χ ∈ C∞(R), χ(t∗) ≡ 0 for t∗ ≤ 1, χ(t∗) ≡ 1 for t∗ ≥ 2, (3.36)

and define

gb1,b2 := (1− χ)gb1 + χgb2 , (3.37)
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which is a Lorentzian metric for b1, b2 ∈ UB smoothly interpolating between gb1
and gb2 . We will then consider the gauge condition

Υ(g)−Υ(gb1,b2) = 0.

For b1 = b2 = b, this becomes Υ(g)−Υ(gb) = 0.
Denote the Kerr–de Sitter initial data by

(hb, kb) ∈ C∞(Σ0;S2T ∗Σ0)⊕ C∞(Σ0;S2T ∗Σ0), (3.38)

that is, hb is the pullback of gb to Σ0, and kb is the second fundamental form of Σ0

with respect to the ambient metric gb. In the remainder of this section, we merely
study the initial gauge. In Proposition 3.10 below, we construct a map ib, taking
initial data on Σ0 into Cauchy data for the gauged Einstein equation with gauge
condition Υ(g)−Υ(gb) = 0, so that it maps the Kerr–de Sitter initial data to

ib(hb, kb) = γ0(gb) = (gb|Σ0
,L∂t∗ gb|Σ0

) = (gb|Σ0
, 0).

The point is that this guarantees that the metric gb itself, rather than a pullback
of it by some diffeomorphism, is the solution of the gauged Einstein equation with
gauge Υ(g)−Υ(gb) = 0 and initial data ib(hb, kb).

The flexibility in choosing the gauge in this manner is very useful in the proof of
linear stability of gb given in §10, which is naturally done with the global choice of
gauge Υ(g)−Υ(gb) = 0. For the full non-linear result, as indicated above, we will
use only a single gauge Υ(g) − Υ(gb0) = 0 near Σ0, which reads Υ(g) = 0 there;
thus, for non-linear stability, we shall only use Proposition 3.10 for b = b0.

Proposition 3.10. There exist neighborhoods H ⊂ C1(Σ0;S2T ∗Σ0) and K ⊂
C0(Σ0;S2T ∗Σ0) of hb0 and kb0 , respectively, so that, firstly, hb ∈ H and kb ∈ K for
all b ∈ UB (shrinking UB, if necessary); and secondly, for each b ∈ UB, there exists
a map

ib : (H ∩ Cm(Σ0;S2T ∗Σ0))× (K ∩ Cm−1(Σ0;S2T ∗Σ0))

→ Cm(Σ0;S2T ∗Σ0
M◦)× Cm−1(Σ0;S2T ∗Σ0

M◦),

smooth for all m ≥ 1 (and smoothly depending on b ∈ UB), with the following
properties:

(1) If ib(h, k) = (g0, g1), and g ∈ C1(M◦;S2T ∗M◦) is any symmetric 2-tensor
with γ0(g) = (g0, g1), then h and k are, respectively, the metric and the
second fundamental form of Σ0 induced by g, and Υ(g)−Υ(gb) = 0 at Σ0;

(2) for Kerr–de Sitter initial data (3.38), one has ib(hb, kb) = γ0(gb).

The constraint equations play no role in the construction of the map ib, as
expected following the discussion of the initial value problem in §2.1, and hence we
do not need to restrict the spaces H and K further here.

Proof of Proposition 3.10. If we define φb ∈ C∞(Σ0) and ωb ∈ C∞(Σ0, T
∗Σ0) by

writing

gb = φb dt
2
∗ + 2 dt∗ · ωb + hb,

then we can define g0 in (g0, g1) = ib(h, k) simply by

g0 = φb dt
2
∗ + 2 dt∗ · ωb + h;
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this will be a non-degenerate Lorentzian signature section of S2T ∗Σ0
M◦ if h is suffi-

ciently close in C0 to hb0 (and hence to hb). This choice of g0 fixes a future timelike
unit vector field N ⊥ TΣ0, and we now need to choose g1 so that

g0(∇g0+t∗g1

X Y,N) = k(X,Y ) X,Y ∈ TΣ0,

at Σ0 = {t∗ = 0}, and such that g1 = 0 if (h, k) = (hb, kb); here the superscript
denotes the metric with respect to which ∇ is the Levi-Civita connection. That is,
we want

g0

(
(∇g0+t∗g1

X −∇g0

X )Y,N) = k(X,Y )− g0(∇g0

X Y,N); (3.39)

by definition of g0, the right hand is identically zero for (h, k) = (hb, kb). The
difference of the two covariant derivatives on the left hand side is tensorial in X
and Y , and in a local coordinate system, one computes

2(∇g0+t∗g1
µ ∂ν −∇g0

µ ∂ν) = gκλ0

(
(∂µt∗)(g1)νλ + (∂νt∗)(g1)µλ − (∂λt∗)(g1)µν)∂κ

at t∗ = 0, hence, using Xt∗ = 0 = Y t∗, (3.39) is equivalent to

− (Nt∗)g1(X,Y ) = 2
(
k(X,Y )− g0(∇g0

X Y,N)
)
, (3.40)

which determines g1 on TΣ0×TΣ0, since Nt∗ > 0 by the future timelike nature of
dt∗ and N . Hence, the symmetric 2-tensor g1 ∈ Cm−1(Σ0;S2T ∗Σ0

M◦) is determined
uniquely once we fix the values of g1(N,N) and g1(X,N) for X ∈ TΣ0.

These values in turn are determined by the gauge condition, which reads Υ(g0 +
t∗g1)−Υ(gb) = 0 at t∗ = 0. Using (2.6) gives

Υ(g0 + t∗g1)µ = Υ(g0)µ +
1

2
(g0)νλ

(
(∂νt∗)(g1)λµ + (∂λt∗)(g1)νµ − (∂µt∗)(g1)νλ

)
at t∗ = 0, so the gauge condition is equivalent to(

Υ(gb)−Υ(g0)
)
(V ) =

(
Υ(g0 + t∗g1)−Υ(g0)

)
(V )

= g1(∇g0t∗, V )− 1

2
(V t∗) trg0

g1 = (Gg0
g1)(∇g0t∗, V )

(3.41)

for all V ∈ TΣ0M
◦. Now ∇g0t∗ ⊥ TΣ0 is a non-zero scalar multiple of the unit

normal vector N , hence (3.41) determines (Gg0g1)(N,X) = g1(N,X) for X ∈ TΣ0.
Since (3.40) determines g1(X,Y ) for X,Y ∈ TΣ0, we have sufficient information
to calculate the value of trg0

g1 − g1(N,N); and then we can solve g1(N,N) =
2(Gg0

g1)(N,N) + (trg0
g1 − g1(N,N)) for g1(N,N). Note that if (h, k) = (hb, kb),

this construction gives g1 ≡ 0.
This finishes the construction of g1 and hence of ib; the smoothness and mapping

properties follow from an inspection of the proof. �

As a consequence, we show that the linearization of ib yields correctly gauged
Cauchy data for the linearized gauged Einstein equation; we phrase this for smooth
data for simplicity:

Corollary 3.11. Let b ∈ UB. Suppose (h, k) are smooth initial data on Σ0 satisfy-
ing the constraint equations (2.2), let (g0, g1) = ib(h, k), and let g be a symmetric
2-tensor with γ0(g) = (g0, g1). Moreover, suppose (h′, k′) are smooth solutions of
the linearized constraint equations around (h, k), let (r0, r1) = D(h,k)ib(h

′, k′), and
let r be a smooth symmetric 2-tensor with γ0(r) = (r0, r1).

Then r induces the data (h′, k′) on Σ0, and DgΥ(r) = 0 at Σ0.

The case of main interest will be g = gb.
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Proof of Corollary 3.11. The first statement follows immediately from the defini-
tion of ib. Since Υ(ib(h + sh′, k + sk′)) = Υ(gb) at Σ0 for all small s ∈ R, the
linearized gauge condition DgΥ(r) = 0 at Σ0 follows by differentiation and evalua-
tion at s = 0. �

Since D(h,k)ib is a linear operator with smooth coefficients, the conclusion con-
tinues to hold even for distributional h′, k′.

4. Key ingredients of the proof

Throughout this section, we continue to use the notation of §3, so let

b0 = (M•,0,0) ∈ B, M•,0 > 0, (4.1)

be parameters for a Schwarzschild–de Sitter spacetime. We describe the three
main ingredients using which we will prove the non-linear stability of slowly rotat-
ing Kerr–de Sitter black holes: first, UEMS—the mode stability for the ungauged
Einstein equation, Dgb0

(Ric + Λ)(r) = 0—see §4.1; second, SCP—the existence
of a hyperbolic formulation of the linearized Einstein equation for which the con-
straint propagation equation exhibits mode stability, in a form which is stable under
perturbations—see §4.2; and third, ESG—quantitative high energy bounds for the
linearized Einstein equations which are stable under perturbations—see §4.3. We
recall that the key for the non-linear problem is to understand the linear stability
problem in a robust perturbative framework, and the ingredients SCP and ESG
will allow us to set up such a framework, which then also makes UEMS a stable
property.

Motivated by the discussion in §1.1 of our approach to the non-linear stability
problem, the linearized gauged Einstein equation which we will study to establish
the linear stability of slowly rotating Kerr–de Sitter spacetimes is

Lbr =
(
Dgb(Ric + Λ)− δ̃∗DgbΥ

)
r = 0, (4.2)

where Υ(g) is the gauge 1-form defined in (3.35), and where δ̃∗ is a modification
of δ∗gb which we define in (4.5) below. For proving the linear stability of the metric
gb, using the linearization of the gauge condition Υ(g) − Υ(gb) = 0 around g = gb
leads to the condition DgbΥ(r) = 0, hence the form of Lb given here.

4.1. Mode stability for the ungauged Einstein equation.

Theorem 4.1 (UEMS—Ungauged Einstein equation: Mode Stability). Let b0 be
the parameters of a Schwarzschild–de Sitter black hole as in (4.1).

(1) Let σ ∈ C, Imσ ≥ 0, σ 6= 0, and suppose that h(t∗, x) = e−iσt∗h0(x), with
h0 ∈ C∞(Y, S2T ∗Y Ω◦), is a mode solution of the linearized Einstein equation

Dgb0
(Ric + Λ)(h) = 0. (4.3)

Then there exists a 1-form ω(t∗, x) = e−iσt∗ω0(x), with ω0 ∈ C∞(Y, T ∗Y Ω◦),
such that

h = δ∗gb0
ω.

(2) For all k ∈ N0, and all generalized mode solutions

h(t∗, x) =

k∑
j=0

tj∗hj(x), hj ∈ C∞(Y, S2T ∗Y Ω◦), j = 0, . . . , k,
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of the linearized Einstein equation (4.3), there exist b′ ∈ Tb0B and ω ∈
C∞(Ω◦, S2T ∗Ω◦) such that

h = g′b0(b′) + δ∗gb0
ω.

Thus, (1) asserts that any mode solution h of the linearized Einstein equations
which is exponentially growing, or non-decaying and oscillating, is a pure gauge
solution h = δ∗gb0

ω = 1
2Lω]gb0 coming from an infinitesimal diffeomorphism (Lie

derivative), i.e. does not constitute a physical degree of freedom for the linearized
Einstein equation. On the other hand, (2) asserts that mode solutions with fre-
quency σ = 0, and possibly containing polynomially growing terms, are linearized
Kerr–de Sitter metrics, up to a Lie derivative. Thus, the only non-decaying mode
solutions of the linearized Einstein equation (4.3), up to Lie derivatives, are the lin-
earized Kerr–de Sitter metrics g′b0(b′), linearized around the Schwarzschild–de Sitter
metric gb0 .

Observe here that a small displacement of the center of a black hole with parame-
ters b = (M•,a), preserving its mass and its angular momentum vector, corresponds
to pulling back the metric gb on M◦ by a translation; the restriction of the pullback
metric to Ω◦ is well-defined. Therefore, on the linearized level, the change in the
metric due to an infinitesimal displacement of the black hole is given by the Lie
derivative of gb along a translation vector field. This justifies our restriction of the
space B of black hole parameters to only include mass and angular momentum, but
not the center of mass.

The particular form of the Kerr–de Sitter metrics gb and its linearizations used
here is rather arbitrary: if φb : M◦ → M◦ is a smooth family of diffeomorphisms
that commute with translations in t∗, then one obtains another smooth family
of Kerr–de Sitter metrics on the extended spacetime M◦ by setting g̃b := φ∗bgb.
Given a solution h of (4.3), we have Dg̃b0

(Ric + Λ)(φ∗b0h) = 0, and the conclusion

h = LXgb0 in (1) for X = ω] implies φ∗b0h = 1
2L(φ−1

b0
)∗X

g̃b0 . In order to see the

invariance of (2) under φb, we in addition compute

g̃′b0(b′) =
d

ds
g̃b0+sb′ |s=0 = φ∗b0g

′
b0(b′) + LX g̃b0 , X =

d

ds
φb0+sb′ |s=0,

hence the linearized metrics indeed agree under the diffeomorphism φb up to a Lie
derivative, as desired. In particular, UEMS is independent of the specific choice of
the functions cb,± and c̃b,± in (3.15).

We stress that Theorem 4.1 only concerns the mode stability of a (single)
Schwarzschild–de Sitter black hole; the assumption does not concern the mode
stability of nearby slowly rotating Kerr–de Sitter spacetimes. We give the proof of
the theorem in §7.

4.2. Mode stability for the constraint propagation equation. Recall from
(2.12), or rather its modification, taking the modification of δ∗g into account, that
for a solutions r of the linearized gauged Einstein equation (4.2) (with arbitrary
Cauchy data), the linearized gauge 1-form ρ = DgbΥ(r) solves the equation

�̃CP
gb
ρ ≡ 2δgbGgb δ̃

∗ρ = 0. (4.4)

The asymptotic behavior of general solutions ρ ∈ C∞(M◦, T ∗M◦) of this equation

depends on the specific choice of δ̃∗. We will show:
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Theorem 4.2 (SCP—Stable Constraint Propagation). One can choose δ̃∗, equal
to δ∗gb0

up to 0-th order terms, such that there exists α > 0 with the property that

smooth solutions ρ ∈ C∞(M◦, T ∗M◦) of the equation �̃CP
gb0
ρ = 0 decay exponentially

in t∗ with rate α, that is, ρ = O(e−αt∗).

In fact, we will give a very concrete definition of δ̃∗. Namely, we will show that

δ̃∗u := δ∗gb0
u+ γ dt∗ · u−

1

2
eγ〈u, dt∗〉Gb0 gb0 (4.5)

works, for e < 1 close to 1 and for sufficiently large γ > 0, for all b near b0. We give
the proof of Theorem 4.2 in §8.

We recall from §1.1 that the usefulness of SCP stems from the observation that
for a non-decaying smooth mode solution r of the equation Lb0r = 0, the constraint

propagation equation �̃CP
gb0
Dgb0

Υ(r) = 0 implies Dgb0
Υ(r) = 0, and hence r in

fact solves the linearized ungauged Einstein equation Dgb0
(Ric + Λ)r = 0. We

can then appeal to UEMS to obtain very precise information about r. Thus, all
non-decaying resonant states of Lb0 are pure gauge solutions, plus linearized Kerr–
de Sitter metrics g′b0(b′); and furthermore all non-decaying resonant states r satisfy
the linearized gauge condition Dgb0

Υ(r) = 0.
In fact, we will show in §10, using the additional ingredient ESG below, that

SCP is sufficient to deduce the mode stability, and in fact linear stability, of slowly
rotating Kerr–de Sitter black holes as well.

Note here that, as in §4.1, the above theorem only concerns a (fixed) Schwarz-
schild–de Sitter metric.

4.3. High energy estimates for the linearized gauged Einstein equation.
The final key ingredient ensures that solutions of the linear equations which appear
in the non-linear iteration scheme have asymptotic expansions up to exponentially
decaying remainder terms. Specifically, we need this to be satisfied for solutions of
the linearized gauged Einstein equation (4.2) for b = b0, and for perturbations of
this equation. Since the linear equations we will need to solve are always invariant
under translations in t∗ up to operators with exponentially decaying coefficients,
the following theorem suffices for this purpose:

Theorem 4.3 (ESG—Essential Spectral Gap for the linearized gauged Einstein

equation; informal version). For the choice of δ̃∗ in SCP, the linearized Einstein
operator Lb0 defined in (4.2) has a positive essential spectral gap; that is, there
exists α > 0 and integers NL ≥ 0, dj ≥ 1 for 1 ≤ j ≤ NL, and nj` ≥ 0 for
1 ≤ j ≤ NL, 1 ≤ ` ≤ dj, as well as smooth sections aj`k ∈ C∞(Y, S2T ∗Y Ω◦), such
that solutions r of the equation Lb0r = 0 with smooth initial data on Σ0 have an
asymptotic expansion

r =

NL∑
j=1

dj∑
`=1

rj`

( nj`∑
k=0

e−iσjt∗tk∗aj`k(x)

)
+ r′, (4.6)

in Ω◦, with rj` ∈ C and r′ = O(e−αt∗).
The same holds true, with possibly different NL, dj , nj`, aj`k, but the same con-

stant α > 0, for the operator Lb, with b ∈ UB.

In order to give a precise and quantitative statement, which in addition will
be straightforward to check, we recall from [Vas13] and, directly related to the
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present context, from [Hin17] that the only difficulty in obtaining an asymptotic
expansion (4.6) is the precise understanding of the operator Lb0 at the trapped set
Γ ⊂ T ∗M◦ \ o defined in (3.30); we discuss this in detail in §5. Concretely, one
is set if, for a fixed t∗-independent positive definite inner product on the bundle
S2T ∗M◦, one can find a stationary, elliptic ps.d.o. Q ∈ Ψ0(M◦; End(S2T ∗M◦)),
defined microlocally near Γ, with microlocal inverseQ−, such that in the coordinates
(3.29), we have

± |σ|−1σ1

( 1

2i

(
QLb0Q

− − (QLb0Q
−)∗
))

< αΓ Id (4.7)

in Γ± = Γ ∩ {±σ < 0} (recall (3.31)), where αΓ is a positive constant satisfying
αΓ < νmin/2, with νmin the minimal expansion rate of the HGb0

-flow in the normal

directions at Γ, defined in [Dya15b, Equation (5.1)] and explicitly computed for
Schwarzschild–de Sitter spacetimes in [Dya15a, §3] and [Hin17, §2]. If one arranges
the estimate (4.7), it also implies the same estimate at the trapped set for perturba-
tions of Lb0 within any fixed finite-dimensional family of stationary, second order,
principally scalar differential operators; in particular, it holds for Lb with b ∈ UB ,
where we possibly need to shrink the neighborhood UB of b0. (In the latter case,
one in fact does not need to use the structural stability of the trapped set, since
one can check it directly for Kerr–de Sitter spacetimes, see [Dya15a, §3], building
on [WZ11, §2] and [Vas13, §6]. See the discussion at the end of §9.1 for further
details.)

Observe that the condition (4.7) only concerns principal symbols; thus, check-
ing it amounts to an algebraic computation, which is most easily done using the
framework of pseudodifferential inner products, see [Hin17] and Remark 5.2.

Theorem 4.4 (ESG—Essential Spectral Gap for the linearized gauged Einstein
equation; precise version). Fix αΓ > 0. Then there exist a neighborhood UB of b0
and a stationary ps.d.o. Q such that (4.7) holds for Lb with b ∈ UB. Moreover, for
any fixed s > 1/2, there exist constants α > 0, CL < ∞ and C > 0 such that for
all b ∈ UB, the estimate

‖u‖Hs
〈σ〉−1

≤ C〈σ〉2‖L̂b(σ)u‖Hs−1

〈σ〉−1
(4.8)

holds for all u for which the norms on both sides are finite, provided Imσ > −α
and |Reσ| ≥ CL, as well as for Imσ = −α. Here, Hs

~ ≡ H̄s
~(Y, S2T ∗Y Ω) is the

semiclassical Sobolev space of distributions which are extendible at ∂Y (see Appen-
dix A.3), defined using the volume density induced by the metric gb0 , and using a
fixed stationary positive definite inner product on S2T ∗M◦.

Moreover, by reducing α > 0 if necessary, one can arrange that all resonances σ

of Lb0 , i.e. poles of the meromorphic family L̂b0(σ)−1, which satisfy Imσ > −α, in
fact satisfy Imσ ≥ 0.

Remark 4.5. The dependence of the decay rate α on the regularity s is very mild:
the inequality that needs to be satisfied is s > 1/2 + βα, with β the larger value
of βb0,± defined in (3.27). In particular, if this holds for some s and α as in
Theorem 4.4, then it continuous to hold for all larger values of s as well. The size
of α > 0 is thus really only restricted by the location of resonances in the lower half
plane.
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It is crucial here that there exists a choice of δ̃∗ which makes SCP hold and
for which at the same time ESG is valid as well; this turns out to be very easy to
arrange. We will prove this theorem in §9.

That Theorem 4.3 is a consequence of Theorem 4.4 follows from a representation
of solutions of the linear equation Lb0r = 0 in the t∗-Fourier domain, and shifting
the contour in the inverse Fourier transform from a line Imσ � 1 to Imσ =
−α, which is justified by the estimate (4.8). The asymptotic expansion is then a

consequence of the residue theorem: the exponents σj ∈ C are the poles of L̂b0(σ)−1,
nj` is one more than the order of the pole, and dj is the rank of the resonance;
see §5.1.1 for definitions, and the beginning of §5.2.2 for a sketch of the contour
shifting argument.

Under the assumptions of this theorem, the operators Lb have only finitely many
resonances σ, in the half space Imσ ≥ −α, and no resonances σ have Imσ = −α. By
general perturbation arguments discussed in §5, the total rank of the resonances
of Lb in Imσ > −α thus remains constant, see Proposition 5.11. The essential
spectral gap of Lb is, by definition, the supremum over all α̃ > 0 such that Lb has
only finitely many resonances in the half space Imσ > −α̃.

The regularity assumption in ESG, s > 1/2, which we will justify in §9.2, is due
to radial point estimates at the event and cosmological horizons intersected with
future infinity X (microlocally: near ∂Rb), as we explain in §5.1. The power 〈σ〉2
on the other hand is due to the loss of one power of the semiclassical parameter in
the estimate at the semiclassical trapped set, which for Lb0 can be identified with
Γ ∩ {σ = ∓1}.

5. Asymptotic analysis of linear waves

In this section, we discuss the global regularity and asymptotic analysis for so-
lutions to initial value problems for linear wave equations as needed for our proofs
of linear and non-linear stability: thus, we show how to quantitatively control so-
lutions (their asymptotic behavior, the unstable, i.e. exponentially growing, modes
and exponentially decaying tails) using methods which are stable under perturba-
tions. A crucial feature of the linear analysis is that we allow a modification of
the initial data and forcing terms by elements of a (fixed) finite-dimensional space
Z, as motivated in §1.1, and we show that for suitable choices of the space Z, one
can solve any given linear initial value problem for perturbations of a fixed operator
on decaying function spaces if one modifies the initial data and the forcing by a
suitable element z ∈ Z.

The analysis necessary for showing linear stability is presented in §5.1. Due to
the stationary nature of the Kerr–de Sitter metrics gb defined in §3.2, the linear
wave equations we need to study have smooth coefficients and are stationary, i.e.
they commute with t∗-translations; thus, we are in the setting of [Vas13] (addressing
initial value problems explicitly however), and one can perform the analysis on the
Mellin-transformed (in τ = e−t∗ ; equivalently: Fourier-transformed in −t∗) side.
Perturbative arguments then yield the continuous dependence of the global linear
solution operators on the wave operator one is inverting; these arguments will turn
out to be rather straightforward in the settings of interest, since one only needs to
consider a finite-dimensional family of operators, parameterized by b ∈ UB .

The proof of non-linear stability requires additional work. In §5.2, we thus study
the linear wave-type operators which appear naturally in the iteration scheme we
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will employ in §11 to solve the gauged Einstein equation: these operators have a
stationary part which depends only on the finite-dimensional parameter b ∈ UB , but
they are perturbed by a second order principally scalar operator which has small
and exponentially decaying but non-smooth (yet high regularity) coefficients. Such
operators were discussed in great detail in [Hin16, HV16]; we need to extend these
works slightly to incorporate initial data problems, as well as the finite-dimensional
modification space Z, which may also contain non-smooth elements. The forcing
terms we consider are of the same type as the non-smooth perturbations, thus in §5.2
we find exponentially decaying solutions to initial value problems with exponentially
decaying forcing modified by elements of the space Z. The motivation is that these
are precisely the linear equations we need to analyze in order to solve non-linear
equations in §11—that is, solving a non-linear equation for a quantity which is
exponentially decaying requires a study of stationary linear equations perturbed by
operators which have coefficients and forcing terms of the same form.

We reiterate that the proof of linear stability of slowly rotating Kerr–de Sitter
spacetimes only relies on the material in §5.1. Thus, the reader interested in the
latter can skip §5.2, which is only needed for the non-linear analysis. Moreover,
we point out that the technical details in the proof of non-linear stability in §11,
to the extent that they are related to the material of the present section, on a
conceptual level only rely on the ideas presented in §5.1 for the smooth, stationary
linear theory; the non-smooth extension of this theory, while necessary to justify our
non-linear iteration scheme, is primarily of technical nature, but does not introduce
substantially new ideas.

5.1. Smooth stationary wave equations. Let EX → X be a complex vector
bundle of finite rank, and define the vector bundle E = π∗XEX → M , where
πX : M → X is the projection πX(τ, x) = x onto the boundary at future infinity.
Then dilations in τ by c ∈ R× induce isomorphisms E(τ,x)

∼= E(cτ,x). Equivalently,
one can consider the restriction E◦ → M◦ of the bundle E to M◦, and then
translations in t∗ induce bundle isomorphisms of E◦. In particular, there is a well-
defined notion of stationary sections of E → M , which can also be thought of as
pullbacks of sections of EX → X along πX . We call E → M a stationary vector
bundle.

The easiest example is the trivial bundle EX = X × C, suited for the study
of scalar waves. The main examples of interest for the purposes of the present
paper are the cotangent bundle E◦ = T ∗M◦ and the bundle of symmetric 2-tensors
E◦ = S2T ∗M◦; in these cases, EX = T ∗XM

◦ (using X ∼= {t∗ = 0}, for example) and
EX = S2T ∗XM

◦ (or rather EX = bT ∗XM and EX = S2 bT ∗XM), and E = bT ∗M
and E = S2 bT ∗M , respectively. However, notice the natural inner products on the
bundles in these examples are not (positive or negative) definite and hence largely
irrelevant for the purposes of quantitative analysis; in fact one of the central guiding
principles of the linear analysis throughout this paper is that positive definite fiber
inner products only need to be chosen carefully at certain places—at radial points
at the horizons and at the trapping, discussed below —, and there the correct
choices can be read off directly from properties of the linear operator, specifically
the behavior of its subprincipal part.

Returning to the general setup, let L ∈ Diff2
b(M ;E) be a stationary, principally

scalar operator acting on sections of E; that is, L commutes with dilations in τ .
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(Equivalently, but less naturally from the point of view of non-stationary prob-
lems discussed in §5.2, one can view L ∈ Diff2(M◦;E◦), and L commutes with
translations in t∗.) We start by assuming:

(1) the principal symbol of L is

σb,2(L)(ζ) = |ζ|2Gb ⊗ Id, ζ ∈ bT ∗M, (5.1)

for some Kerr–de Sitter parameters b ∈ UB ; here Id is the identity operator
on π∗E → bT ∗M \ o, with π : bT ∗M \ o→M the projection. (This suffices
for our applications, however one can allow more general metrics; see in
particular [HV16, §1].)

Denote by ρ̂ the defining function (3.25) of fiber infinity in bT ∗M near the
(generalized) radial set ∂Rb,± at the horizon r = rb,±, defined in (3.24), and recall
the definition (3.28) of the dynamical quantities βb,± and βb,±,0. We define the
positive function

β ∈ C∞(∂Rb), β|∂Rb,± = βb,± > 0. (5.2)

Moreover, fix a positive definite inner product on E near r = rb,±, and write the
subprincipal symbol of L as

sρ̂σb,1

( 1

2i
(L− L∗)

)
= −βb,±,0β̂± (5.3)

at ∂Rsb,±, with s = ± specifying the future (‘+’) and past (‘−’) half of the radial set.

This defines β̂± ∈ C∞(∂Rb; End(π∗E)), with π : bT ∗M → M ; and β̂± is pointwise
self-adjoint with respect to the chosen inner product. We define

β̂ := inf
∂Rb

β̂± ∈ R (5.4)

to be the smallest eigenvalue of all β̂±(p), p ∈ ∂Rb. We further assume:

(2) denote by σ the dual variable of τ at X, so σ = σb,1(τDτ ) (this is in-
dependent of choices at X). Then for all αΓ > 0, there exists a ps.d.o.
Q ∈ Ψ0

b(M ;E), defined microlocally near the trapped set Γ (given explic-
itly for Schwarzschild–de Sitter metrics in (3.30)), and elliptic near Γ with
microlocal parametrix Q−, such that

± |σ|−1σb,1

( 1

2i

(
QLQ− − (QLQ−)∗

))
< αΓ Id (5.5)

on Γ± = Γ ∩ {±σ < 0}.
The scalar wave operator �gb is the simplest example; one has β̂± = 0, and the

left hand side of (5.5) is equal to 0, so indeed any αΓ > 0 works. For the tensor
wave operator on 1-forms and symmetric 2-tensors, one can still arrange (5.5) for
any αΓ > 0 by [Hin17, Theorem 4.8], and the calculations in §9.2 will imply that

one can choose a fiber inner product such that β̂ = 0.

Remark 5.1. All of our arguments in §5 go through with only minor modifications
if we merely assume that (5.5) holds for some fixed constant

αΓ <
νmin

2
, (5.6)

with νmin the minimal expansion rate of the Hamilton flow of Gb at Γ, see the
discussion following (4.7). When we turn to non-smooth perturbations of L in §5.2,
assuming that αΓ > 0 is any fixed small number will simplify the bookkeeping of
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regularity, which is the main reason for us to make this stronger assumption; in our
applications, it is always satisfied.

Remark 5.2. The quantities in (5.3)–(5.5) are symbolic. A convenient way of cal-
culating them involves pseudodifferential inner products, introduced in [Hin17] and
partially extending the scope of the partial connection for real principal type sys-
tems defined by Dencker [Den82]: first, one defines the subprincipal operator in a
local trivialization of E and using local coordinates on M by

Ssub(L) = −iHGb ⊗ Id +σsub(L).

(Here, we trivialize the half-density bundle bΩ
1
2 (M) using |dgb|

1
2 in order to define

the subprincipal symbol.) This in fact gives a well-defined operator

Ssub(L) ∈ Diff1
b(bT ∗M \ o;π∗E),

which is homogeneous of degree 1 with respect to dilations in the fibers of bT ∗M \o.
A pseudodifferential inner product (or Ψ-inner product) is then defined in terms of
a positive definite inner product k on the vector bundle π∗E → bT ∗M \ o which is
homogeneous of degree 0 in the fibers of bT ∗M \ o; equivalently, an inner product
on π∗SE → bS∗M , where πS : bS∗M → M . Thus, k can vary from point to point
in phase space. Now, fixing a positive definite inner product k0 on E → M , there
exists an elliptic symbol q ∈ S0

hom(bT ∗M \o, π∗ End(E)) intertwining the two inner
products, i.e. k(e, f) = k0(qe, qf) for e, f ∈ π∗ End(E), and for the quantization
Q ∈ Ψ0

b(M ;E) with parametrix Q−, we have

σb,1

( 1

2i

(
QLQ− − (QLQ−)∗k0

))
=q

1

2i

(
Ssub(L)− Ssub(L)∗k

)
q−1

∈ S1
hom(bT ∗M \ o, π∗ End(E)),

where the superscripts denote the inner product used to define the adjoints, and we
in addition use the symplectic volume density to define the adjoint of Ssub(L); see
[Hin17, Proposition 3.12]. Both sides are self-adjoint with respect to k0. Therefore,
the problem of obtaining (5.5) is reduced to finding an inner product k such that
the eigenvalues of ±|σ|−1 1

2i (Ssub(L) − Ssub(L)∗k) are bounded from above by αΓ.
(In our applications, the choice of k will be clear from an inspection of the form of
Ssub(L).)

An a priori different, dynamically more natural, statement is that the exponen-
tial map π∗E(x,ξ) → π∗Eexp(t∗HGb )(x,ξ) defined naturally from iSsub(L) has norm

growing slower than any exponential as t∗ → ∞. This statement is indeed an im-
mediate consequence of our bound. In the context of scalar equations, the converse
follows by averaging along the flow; in the present context it appears to be a bit
more subtle.

Remark 5.3. One could define β̂± in (5.3) for a conjugated version of L as in

(2), thereby possibly increasing the value of β̂, but this increase in generality is
unnecessary for our applications: the optimal choice for the pseudodifferential inner
product near the radial sets will turn out to be constant in the fibers of bT ∗M \ o.

Since L is stationary, we can analyze it by considering its Mellin-transformed

normal operator family L̂(σ), which is an entire family (depending on σ ∈ C) of
operators in Diff2(X;EX), defined by

L̂(σ)u = τ−iσLτ iσu, u ∈ C∞c (X;EX).
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The natural function spaces on which L̂(σ) acts are semiclassical Sobolev spaces, see
§A.2. In order to measure the size of sections of E, we equip E with any stationary
positive definite inner product; all such choices lead to equivalent norms since X

is compact. We state the estimates for L̂(σ) using spaces of extendible (and later
supported) distributions; we refer the reader to [Hör07, Appendix B] and the end
of Appendix A.2 for definitions. We then recall:

Theorem 5.4. Let C ∈ R, and fix s > s0 = 1/2 + sup(βC) − β̂. Let Ys−1 :=

H̄s−1(Y ;EY ) and X s := {u ∈ H̄s(Y ;EY ) : L̂(σ)u ∈ Ys−1}. (Note that the principal

symbol of L̂(σ) is independent of σ.) Then

L̂(σ) : X s → Ys−1, Imσ > −C,
is a holomorphic family of Fredholm operators. Furthermore, there exist constants
C,C1, α > 0 such that the high energy estimate

‖u‖H̄s
〈σ〉−1 (Y ;EY ) ≤ C‖L̂(σ)u‖H̄s−1

〈σ〉−1 (Y ;EY ), Imσ > −α, |Reσ| > C1, (5.7)

holds for any fixed s > 1/2 + α supβ − β̂. In particular, L̂(σ) is invertible there.
Moreover, changing α > 0 by an arbitrarily small amount if necessary, one can
arrange that (5.7) holds for all σ with Imσ = −α as well.

Lastly, for any fixed C2 > 0, the estimate

‖u‖H̄s
〈σ〉−1 (Y ;EY ) ≤ C〈σ〉−1‖L̂(σ)u‖H̄s−1

〈σ〉−1 (Y ;EY ), Imσ > C2, |Reσ| > C1, (5.8)

holds.

Proof. The proof is contained in the references [HV15, §2] (which uses Cauchy hy-
persurfaces beyond the horizons instead of the complex absorption used in [Vas13]),
[HV16, §4.4] (for the trapping analysis for bundle-valued operators under condi-
tion (5.5)) and [Hin17, §2] (for the verification of that condition for tensor-valued
equations on slowly rotating Kerr–de Sitter spacetimes).

In brief, the theorem combines the statements of [Vas13, Theorem 2.17] and the
extension of [Vas13, Theorem 7.5] to the case of semiclassical mild local trapping, see
[Vas13, Definition 2.16]. In fact, the first statement does not rely on the structure
of the trapped set. The quantitative high energy bounds on the other hand do use
the normally hyperbolic nature of the trapped set: condition (5.5) gives a bound on
the skew-adjoint part of L, or rather its conjugated version QLQ−, at the trapped
set, and likewise for the Mellin-transformed problem, and then Dyatlov’s result
[Dya16], see also [HV16, §4.4] and the remark after [Dya16, Theorem 1], proves the
semiclassical mild trapping, giving (5.7) in a half plane extending to a strip beyond
the real line, as well as (5.8) in the upper half plane. �

Remark 5.5. A slightly more natural way of writing the estimates in this theorem
is by means of the semiclassical rescaling L~,z := ~2L(~−1z), where ~ = 〈σ〉−1 and

z = ~σ. Replacing L̂(σ) by L~,z necessitates a factor of ~−2 on the right hand
side of (5.7), which ultimately comes from the main result of [Dya16], and a factor
of ~−1 on the right hand side of (5.8). Relating the estimate (5.7), resp. (5.8),
to weighted b-Sobolev spaces via the Mellin transform, see (A.12), shows that the
power of 〈σ〉0, resp. 〈σ〉1, on the right hand side corresponds to a loss of 2, resp. 1,
derivatives for the operator L−1 relative to elliptic estimates which would gain full
2 derivatives.
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Recall from Appendix A.2 the definition of b-Sobolev spaces H̄s,α
b (Ω;E) of dis-

tributions which are extendible at the boundary hypersurfaces of Ω. Elements of
H̄s,α

b (Ω;E) for s ∈ N0 are precisely those elements of e−αt∗L2
t∗,x (consisting of dis-

tributions which are equal to e−αt∗ times an L2 function) which remain in this
space upon applying up to s derivatives in the (t∗, x) variables. Let us then define
the space of data (Cauchy data and forcing) for initial value problems:

Definition 5.6. For s, α ∈ R, the space of data with regularity s and decay rate α
is

Ds,α(Ω;E) := H̄s,α
b (Ω;E)⊕ H̄s+1(Σ0;EΣ0)⊕ H̄s(Σ0;EΣ0),

with the norm ‖(f, u0, u1)‖Ds,α := ‖f‖H̄s,αb
+ ‖u0‖H̄s+1 + ‖u1‖H̄s .

We can now discuss the global behavior of the solution of the initial value problem

(L, γ0)u = (f, u0, u1) ∈ Ds,α(Ω;E), (5.9)

where s > s0 = 1/2 + α supβ − β̂ so that we have the Fredholm property of L̂(σ)
as well as the high energy estimate (5.7). Written in a more conventional manner,
this is equivalent to {

Lu = f in Ω,

(u|Σ0
, ∂t∗u|Σ0

) = (u0, u1) at Σ0.

It is convenient to rephrase this as a forcing problem: we can solve (5.9) until
t∗ = 3 using the standard local well-posedness theory, see also §5.2.1; denote the
local solution by u′ ∈ H̄s+1({0 < t∗ < 3};E). Then, with χ ∈ C∞(R) a cutoff,
χ ≡ 0 for t∗ ≤ 1 and χ ≡ 1 for t∗ ≥ 2, we write u = (1− χ)u′ + v; solving (5.9) is
then equivalent to solving the forward problem

Lv = φ := χf + [L, χ]u′ ∈ Hs,α
b (Ω;E)•,− (5.10)

for v, with v ≡ 0 near Σ0. Here, ‘•’ indicates vanishing in t∗ ≤ 0 (i.e. supported
distributions at Σ0, in particular meaning vanishing Cauchy data), while ‘−’ indi-
cates extendibility beyond the artificial spacelike hypersurfaces ∂Y × [0,∞)τ be-
yond the horizons; see also Appendix A.2. By global energy estimates, see [HV15,

Lemma 2.4], the problem (5.10) has a solution v ∈ Hs+1,r0
b (Ω;E)•,− for some large

negative r0. In order to analyze it (see also [Vas13, Lemma 3.5]), we Mellin trans-
form (see (A.3) for the definition) equation (5.10) in τ = e−t∗ , obtaining

v̂(σ) = L̂(σ)−1φ̂(σ)

in Imσ > −r0. The right hand side is finite-meromorphic in the half space Imσ >

−α. Defining Ξ to be the finite set of poles (resonances) of L̂(σ)−1 in this half
space. A contour shifting argument as in the proof of [HV15, Theorem 2.21], which
generalizes [Vas13, Proposition 3.5], then implies

v(τ) =
∑
σ∈Ξ

iχ resζ=σ
(
τ iζL̂(ζ)−1φ̂(ζ)

)
+ v′, v′ ∈ Hs,α

b (Ω;E)•,−, (5.11)

where the regularity of v′ is guaranteed by (5.7), see also §A.3. The terms in this
finite asymptotic expansion (often also called resonance expansion) are (generalized)
modes; they have the form

d∑
k=0

e−it∗σtk∗ak(x)
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for some ak ∈ C∞(Y ;EY ). We will discuss these in more detail in §5.1.1.
One can easily read off the asymptotic behavior of the solution of the original

problem (5.9) directly. Namely, let us view

f ∈ H̄s,α
b (Ω;E) ⊂ Ḣ0,α

b

(
[0, 1]τ ; H̄s(Y ;EY )

)
(5.12)

as a forcing term which is a supported distribution at Σ0; that is, we regard f
as a distribution with merely L2 regularity in t∗, which can then be viewed as a
supported distribution at Σ0. Similarly, denoting by u1 ∈ H̄s+1

loc (Ω◦;E◦) the solution

of Lu1 = 0, γ0(u1) = (u0, u1), we can view u1 ∈ Ḣ0
loc

(
(0, 1]τ ; H̄s+1(Y ;EY )

)
as

the solution of the forward problem Lu1 = [L,H]u1 =: f1, with H = H(t∗) the
Heaviside function; now [L,H] is a first order differential operator whose coefficients
are at most once differentiated δ-distributions supported at Σ0, so f1 only depends
on the Cauchy data (u0, u1), and

f1 ∈ Ḣ−3/2−0
(
(0, 1]τ ; H̄s(Y ;EY )

)
. (5.13)

By a slight abuse of notation, we define the operator [L,H] acting on Cauchy data
by

[L,H](u0, u1) := f1. (5.14)

Thus, if u solves (5.9), then u (interpreted as the supported distribution Hu) solves
the forcing problem Lu = f + f1 (with u vanishing identically in t∗ < 0). Solving
this using the Mellin transform as above yields the asymptotic expansion for u,
given by the same sum as in (5.11) with f + f1 in place of φ; however, a priori

the regularity of the remainder term u′ is only H
−3/2−,α
b . Since no non-zero linear

combination of terms in the asymptotic expansion lies in this space (due to the
weight α), we conclude that the asymptotic expansions of u thus obtained and of
v in (5.11) in fact agree, and we thus again obtain the Hs,α

b regularity of u′ near
τ = 0. In summary then, the solution u of (5.9) has the form

u(τ) =
∑
σ∈Ξ

iχ resζ=σ
(
τ iζL̂(ζ)−1(f̂(ζ) + f̂1(ζ))

)
+ u′, u′ ∈ H̄s,α

b (Ω;E). (5.15)

(Since f is a supported distribution in t∗ by (5.12), the Mellin transform of f here
is the same as the Fourier transform in t∗ of f(t∗, x), extended by 0 to t∗ < 0.)
This representation suggests the strategy of how to modify f or the initial data
(which determine f1) in order to ensure that the solution u of (5.9) is exponentially

decaying: one needs to ensure that L̂(ζ)−1 applied to the Mellin transform of f+f1

plus the modification is regular at ζ ∈ Ξ. We describe this in detail in the next
section.

5.1.1. Spaces of resonant states and dual states. As a consequence of Theorem 5.4,

the family L̂(σ)−1 is a meromorphic family of operators on C∞(Y ;EY ) for σ ∈ C.
We denote the set of resonances of L by

Res(L) =
{
σ ∈ C : L̂(ζ)−1 has a pole at ζ = σ

}
. (5.16)

For σ ∈ Res(L), let us denote by

Res(L, σ) =

{
r : ∃n ∈ N0, r =

n∑
k=0

e−iσt∗tk∗rk(x), Lr = 0, rk ∈ C∞(Y ;EY )

}
(5.17)
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the space of resonant states at σ, i.e. the space of all (generalized) mode solutions of
Lr = 0 with frequency σ in t∗. For a set Ξ ⊂ C containing finitely many resonances
of L, we put

Res(L,Ξ) :=
⊕
σ∈Ξ

Res(L, σ).

Given σ0 ∈ Res(L) and r ∈ Res(L, σ0), define f := L(χr), where χ ∈ C∞(Ω◦) is
a cutoff, χ = χ(t∗), χ ≡ 0 near Σ0 and χ ≡ 1 for large t∗; then f ∈ C∞c (Ω◦;E◦),
and the forward solution of Lu = f is of course u = χr. Hence, every element of
Res(L, σ0) is realized as the (one term) asymptotic expansion of a forward solution
of L with compactly supported smooth forcing. On the Mellin-transformed side,

we have û(σ) = L̂(σ)−1f̂(σ), and the asymptotic part of u with frequency σ0, as a

function of (t∗, x) ∈ Ω◦, is equal to i resσ=σ0

(
e−it∗σL̂(σ)−1f̂(σ)

)
. Since all poles of

L̂(σ)−1 have finite order, this shows that we can equivalently define

Res(L, σ) =

{
resζ=σ

(
e−it∗ζL̂(ζ)−1p(ζ)

)
: p(ζ) polynomial in ζ

with values in C∞(Y ;EY )

}
.

(5.18)

Taking the mapping properties of L̂(σ) on Sobolev spaces into account, we can
more generally allow p here to take values in H̄s−1(Y ;EY ) for any fixed s > 1/2−
inf(β Imσ)− β̂.

Fixing a stationary inner product on the bundle E—which for the present pur-
pose only needs to be non-degenerate, but not necessarily positive definite—we can

define the adjoints L∗ and L̂(σ)∗ = L̂∗(σ). For σ ∈ Res(L), the space of dual
resonant states is then

Res∗(L, σ) =

{
r =

n∑
k=0

e−iσt∗tk∗rk(x) : L∗r = 0, rk ∈ Ḋ ′(Y ;EY )

}
(5.19)

For a finite set Ξ ⊂ C, we put Res∗(L,Ξ) =
⊕

σ∈Ξ Res∗(L, σ). Analogously to
(5.18), we also have

Res∗(L, σ) =

{
resζ=σ

(
e−it∗ζL̂∗(ζ)−1p(ζ)

)
: p(ζ) polynomial in ζ

with values in Ḋ ′(Y ;EY )

} (5.20)

By the below threshold regularity radial point estimate [Vas13, Proposition 2.4],
and taking the contribution from the skew-adjoint part of L—defined using the
inner product used in (5.3)—into account as in [HV15, Footnote 5], one finds that
the restriction of a dual resonant state ψ ∈ Res∗(L, σ) to any t∗ = const. slice has

regularity Ḣ1/2+inf(β Imσ)+β̂−0(Y ;EY ); the norm of ψ(t∗) in this space is bounded
by e(− Imσ+0)t∗ as t∗ →∞.

We now prove a criterion which gives a necessary and sufficient condition on a
forcing term f for the solution u of Lu = f to not have contributions in its (formal)
asymptotic expansion coming from a given finite set of resonances:

Proposition 5.7. Let Ξ = {σ1, . . . , σN} ⊂ Res(L) be a finite set of resonances,
let R∗ = Res∗(L,Ξ), and fix r > max{− Imσj : 1 ≤ j ≤ N}. Suppose s > 1/2 +
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sup(βr)− β̂. Define the continuous linear map

λ : Ḣ−∞,rb

(
[0, 1]τ ; H̄s−1(Y ;EY )

)
3 f 7→ 〈f, ·〉 ∈ L(R∗,C)

mapping f to a C-antilinear functional on R∗. Then λ(f) = 0 if and only if

L̂(σ)−1f̂(σ) is holomorphic in a neighborhood of Ξ.

In particular, this gives a criterion for f ∈ C∞c (Ω◦;E◦); we allow more general f
to include the types of terms that arose in (5.12)–(5.13).

Proof of Proposition 5.7. Given f , we note that L̂(σ)−1f̂(σ) is holomorphic near

every σj iff this holds for the pairing 〈f̂(σ), (L̂(σ)∗)−1v〉 for every v ∈ Ḣ−s(Y ;EY ).

Using the definition of f̂(σ) =
∫∞

0
eiσt∗f(t∗) dt∗, this is equivalent to the holomor-

phicity of

〈f, e−iσt∗L̂∗(σ)−1v〉 (5.21)

near σj (where the pairing is the L2 pairing on the spacetime region Ω◦), or in
other words the vanishing of the principal part of (5.21) at σj . Now, for a fixed

v ∈ Ḣ−s(Y ;EY ), we have for σ near σj

e−iσt∗L̂∗(σ)−1v =

nj∑
k=1

(σ − σj)−kujk + v′(σ), (5.22)

with ujk ∈ e−(Imσj)t∗Ḣ1−s(Y ;EY ) (using 1 − s < 1/2 + inf(β Imσj) + β̂), and v′

holomorphic near σj with values in H̄∞,−rb ([0, 1]τ ; Ḣ1−s
b (Y ;EY )); here, nj ≥ 0, and

ujnj 6= 0 in case nj ≥ 1. Therefore, the holomorphicity of (5.21) at σj is equivalent
to the holomorphicity of

nj∑
k=1

(σ − σj)−k〈f, ujk〉,

at σj , which is equivalent to the condition 〈f, ujk〉 = 0 for all j = 1, . . . , N , k =
1, . . . , nj . This latter condition, for fixed j, is in turn equivalent to〈

f, c.c. resσ=σj (σ − σj)k−1e−iσt∗L̂∗(σ)−1v
〉

= 0,

with c.c. denoting complex conjugation, for all k = 1, . . . , nj . In view of (5.22), this
equality automatically holds for k > nj ; hence we arrive at the equivalent condition〈

f, c.c. resσ=σj e
−iσt∗L̂∗(σ)−1v(σ)

〉
= 0

for all polynomials v(ζ) in ζ with values in Ḣ−s(Y ;EY ). Comparing this with
(5.20) shows that the latter condition is equivalent to λ(f) = 0, as claimed. �

Following the discussion around (5.12), under the hypotheses of this proposition,
we can define more generally the map

λIVP : Ds−1,α(Ω;E)→ L(R∗,C) (5.23)

by

λIVP(f, u0, u1) := λ
(
Hf + [L,H](u0, u1)

)
with H = H(t∗); recall here the notation [L,H] from (5.14). Note here that we
can define λIVP on the larger space Ds−1,α due to the regularity properties of dual
resonant states; the only reason for assuming Ds,α for the data in the global analysis
of the initial value problem is the loss in the high energy estimates (5.7), which are
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of course irrelevant when one is merely studying resonances in relatively compact
subsets of C.

Corollary 5.8. Suppose α > 0 is as in Theorem 5.4, and let s > 1/2+α supβ− β̂.
Let Ξ be the set of all resonances of L with Imσ > −α, and let R∗ = Res∗(L,Ξ).
Suppose Z ⊂ Ds,α(Ω;E) is a finite-dimensional linear subspace. In terms of the
map (5.23), define the map λZ : Z → L(R∗,C) by restriction, λZ := λIVP|Z .

If λZ is surjective, then for all (f, u0, u1) ∈ Ds,α(Ω;E), there exists an element
z ∈ Z such that the solution of the initial value problem

(L, γ0)u = (f, u0, u1) + z

has an exponentially decaying solution u ∈ H̄s,α
b (Ω).

If moreover λZ is bijective, this z is unique, and the linear map (f, u0, u1) 7→ z
is continuous.

Proof. In view of Proposition 5.7 and formula (5.15), the task is to find z ∈ Z
such that λZ(z) = −λIVP(f, u0, u1) ∈ L(R∗,C). If λZ is surjective, this is certainly
possible, and in the case λZ is bijective, the map (f, u0, u1) 7→ z is given by the
composition λ−1

Z ◦λIVP of continuous linear maps, hence itself linear and continuous.
�

In other words, we can solve initial value problems for L in exponentially decaying
spaces if we are allowed to modify the forcing or the initial data by elements of a
fixed finite-dimensional space.

Remark 5.9. We can rephrase this also as follows: define the spaces Y = Ds,α(Ω;E)
and X = {u ∈ H̄s,α

b (Ω;E) : (L, γ0)u ∈ Y}, then (L, γ0) : X → Y is injective and has
closed range with codimension equal to dimR∗. From this perspective, the space
Z in Corollary 5.8 merely provides a complement of (L, γ0)(X ) within Y if λZ is
bijective, and in the more general case of surjectivity (L, γ0)(X ) + Z = Y. Thus,
adding the space Z is akin to setting up a Grushin problem for (L, γ0), see [Zwo12,
Appendix D].

We end this section by recalling the definition of further quantities associated
with resonances:

Definition 5.10. The order of a resonance σ ∈ Res(L) is defined to be the order

of the pole of the meromorphic function L̂(ζ)−1 at ζ = σ:

ordζ=σ L̂(ζ)−1 = min
{
` ∈ N0 : (ζ − σ)`L̂(ζ) is holomorphic near σ

}
.

We define the rank of σ ∈ Res(L) as

rankζ=σ L̂(ζ)−1 = dim Res(L, σ).

By convention, ordσ L̂(ζ)−1 = 0 and rankσ L̂(ζ)−1 = 0 for σ /∈ Res(L).

Expanding the exponential in (5.18) into its Taylor series around ζ = σ, one
easily sees using Smith factorization, see [GS71], [GL09, §4.3] and also [Hin15,
Appendix A], that one can equivalently define the rank as

rankζ=σ L̂(ζ)−1 = dim

{
q(ζ) =

ordσ L̂(ζ)−1∑
j=1

qj(ζ − σ)−j :
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L̂(ζ)q(ζ) is holomorphic near σ

}
=

1

2πi
tr

∮
σ

L̂(ζ)−1∂ζL̂(ζ) dζ, (5.24)

where
∮
σ

denotes the contour integral over a small circle around σ, oriented counter-
clockwise.

5.1.2. Perturbation theory. We now make the linear operator depend on a finite-
dimensional parameter w ∈ W ⊂ RNW , with W an open neighborhood of some
fixed w0 ∈ RNW . We then assume that for every w ∈W , we are given a stationary,
principally scalar operator Lw ∈ Diff2

b(M ;E) depending continuously on w, and
Lw0

= L satisfies the assumptions (1)–(2) of §5.1. For simplicity, we make the
additional assumption that the principal symbol is

σb,2(Lw)(ζ) = |ζ|2Gb(w)
⊗ Id, (5.25)

where b(w) ∈ UB depends continuously on w ∈ W ; this will be satisfied in our
applications.

Simple examples are W = UB , w0 = b0, and Lw = �gw for w ∈ UB is the tensor
wave operator on any tensor bundle over M . Linearizations of the gauged Einstein
equation will be the objects of interest for the linear stability problem, see §4 and
§10.

Returning to the general setup, note that the supremum and infimum of the

radial point quantity β as well as the real number β̃, defined in (5.2)–(5.4), depend
continuously on w; furthermore, if (5.5) (and (5.6), if one were working in the more
general setting) are satisfied for L = Lw0

for some fixed elliptic operator Q and
positive definite inner product on E, then it holds for L = Lw as well (with νmin

denoting the minimal expansion rate for the Hamilton flow of Lw at the trapped
set of Lw), provided w is near w0; in the more general setting, this follows from
the structural stability of the trapped set, see [HSP77] and [Dya15b, §5.2], but
under the assumption (5.25), this follows more simply by a direct computation
of the location of the trapped set and the minimal expansion rate, see [Dya15a,
§3.2]. Thus, the assumptions in §5.1 hold uniformly for Lw with w near w0, and
consequently Theorem 5.4 holds as well, with the constants C,C1, C2, α uniform in
w ∈W , shrinking W if necessary.

The estimate on L̂w(σ)−1 for Imσ > C2, with C2 > 0 sufficiently large, men-
tioned in the proof of Theorem 5.4 also holds uniformly in w; alternatively, the

global energy estimates for Lw on growing function spaces Hs,−C2

b (Ω;E) (increas-
ing C2 slightly if necessary) hold uniformly in w. Either way, it remains to study

the dependence of L̂w(σ) on w ∈ W for σ in the precompact set {−α < Imσ <

C2 + 1, |Reσ| < C1 + 1} ⊂ C, where L̂w(σ)−1 has only finitely many poles for any
fixed w ∈W by Theorem 5.4. This was first discussed in [Vas13, §2.7] and [Hin15,
Appendix A]; we prove a slight extension:

Proposition 5.11. Let V ⊂ C be a non-empty precompact open set such that

Res(Lw0
) ∩ ∂V = ∅, and fix s0 > 1/2− infσ∈V (β Imσ)− β̂. Then:

(1) The set I := {(w, σ) ∈W × V : L̂w(σ)−1 exists} is open.

(2) The map I 3 (w, σ) 7→ L̂w(σ)−1 ∈ Lweak(H̄s−1, H̄s) (the space of bounded
linear operators, equipped with the weak operator topology) is continuous for
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all s > s0, and also as a map into Lop(H̄s−1+ε, H̄s−ε) (i.e. equipped with
the norm topology) for s > s0 and all ε > 0. Here, H̄ρ ≡ H̄ρ(Y ;EY ).

(3) The set Res(Lw) ∩ V depends continuously on w in the Hausdorff distance
sense, and the total rank

D :=
∑

σ∈Res(Lw)∩V

rankζ=σ L̂w(ζ)−1

is constant for w near w0.
(4) The total space of resonant states Res(Lw, V ) ⊂ C∞(Ω◦;E◦) depends con-

tinuously on w in the sense that there exists a continuous map W ×CD →
C∞(Ω◦;E◦) such that Res(Lw, V ) is the image of {w} × CD.

(5) Likewise, fixing a smooth inner product on EY , the total space of dual states

Res∗(Lw, V ) ⊂ Ḣ1−s0
loc (Ω◦;E◦) depends continuously on w.

Proof. The main input of the proof is the fact that we have the estimates

‖u‖H̄s ≤ C
(
‖L̂w(σ)u‖H̄s−1 + ‖u‖H̄s0

)
,

‖v‖H̄1−s ≤ C
(
‖L̂w(σ)∗v‖H̄−s + ‖v‖H̄−N

)
,

(5.26)

with s > s0 and N > s − 1 arbitrary but fixed, uniformly for w ∈ W and σ ∈ V ,

and the invertibility of L̂w0(σ) at some point σ ∈ V . The statements (1) and
(2) then follow from a simple functional analysis argument, see [Vas13, §2.7]. We
remark that the first part of statement (2) is false if one uses instead the operator

norm topology since the characteristic set of L̂w(σ) varies with w, see also [Hin16,
Footnote 33].

In order to prove the remaining statements (3)–(5), it suffices to consider the
case that V is a small disc V = {|σ − σ0| < ε} around a resonance σ0 ∈ Res(Lw0),

with Res(Lw0
) ∩ ∂V = ∅ and Res(Lw0

) ∩ V = {σ0}. Now L̂w0
(σ0) has index 0 as

an operator L̂w0
(σ0) : X sw0

→ Ys−1
w0

, where X sw = {u ∈ H̄s : L̂w(σ0)u ∈ H̄s−1} and

Ys−1
w = H̄s−1; its kernel is a subspace of C∞(Y ;EY ), say with basis {u1, . . . , un},

and the range

Y1 = ranX s0 L̂w0(σ0) ⊂ H̄s−1,

being closed and of codimension n, has a complement Y2 ⊂ C∞(Y ;EY ) with basis
{f1, . . . , fn}. Now, let

Ru :=

n∑
k=1

〈u, uk〉fk,

where the pairing is the L2-pairing on Y , using any fixed positive definite inner
product on EY . Then the family of operators

Pw(σ) := L̂w(σ) +R : X sw → Ys−1
w

is invertible at w = w0, σ = σ0; moreover Pw(σ) also satisfies the estimates (5.26)
(with a different constant C), since the contribution of R : H̄−∞ → H̄∞ can be
absorbed into the error term. Therefore, parts (1) and (2) apply to the family
Pw(σ) as well; shrinking ε > 0 and the parameter space W if necessary, we may
thus assume that Pw(σ) : X sw → Ys−1

w is invertible on W ×V (note that for u ∈ X sw,
we have Pw(σ)u ∈ Ys−1

w indeed), with continuous inverse family in the sense of (2).
Writing

L̂w(σ) = Qw(σ)Pw(σ), Qw(σ) = Id−RPw(σ)−1 : H̄s−1 → H̄s−1,
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the invertibility of L̂w(σ) is thus equivalent to that of Qw(σ); but in the decompo-
sition H̄s−1 = Y1 ⊕ Y2, we have

Qw(σ) =

(
Id Qw,1(σ)
0 Qw,2(σ)

)
,

where

Qw,1(σ) = −RPw(σ)−1|Y2
∈ L(Y2,Y1), Qw,2(σ) = Id−RPw(σ)−1|Y2

∈ L(Y2).

Therefore, the invertibility of Qw(σ) is in turn equivalent to that of the operator
Qw,2(σ)—which depends continuously on w ∈W and holomorphically on σ ∈ V—
acting on the fixed, finite-dimensional space Y2. For fixed w, the contour integral

expression (5.24) yields rankσ L̂w(ζ)−1 = rankσ Qw,2(ζ)−1. Therefore, claim (3)
follows from ∑

σ∈Res(Lw)∩V

rankζ=σ L̂w(ζ)−1 =
1

2πi

∮
∂V

Qw,2(ζ)−1∂ζQw,2(ζ) dζ,

the latter expression being integer-valued and continuous in w.
For establishing claim (4), pick polynomials p1(ζ), . . . , pD(ζ) with values in

C∞(Y ;EY ) such that the sections

φj(0) :=

∮
∂V

L̂w0(ζ)−1pj(ζ) dζ ∈ C∞(Y ;EY )

span Res(Lw0 , σ0). For sufficiently small w ∈W , L̂w(ζ)−1 exists for ζ ∈ ∂V , hence
the contour integral

φj(w) :=

∮
∂V

L̂w(ζ)−1pj(ζ) dζ ∈ C∞(Y ;EY )

is well-defined. By (2), φj(w) depends continuously on w in the topology of
C∞(Y ;EY ); therefore {φ1(w), . . . , φD(w)} ⊂ C∞(Y ;EY ) is D-dimensional for small
w. On the other hand, we have φj(w) ∈ Res(Lw, V ) for all j, and Res(Lw, V ) is
D-dimensional as well, so we conclude that Res(Lw, V ) = span{φ1(w), . . . , φD(w)}.
The statement now follows for the map W × CD 3 (w, (c1, . . . , cD)) 7→

∑
cjφj(w).

The proof of the corresponding statement (5) for dual states proceeds in the
same manner. �

Part (5) of this proposition implies that Corollary 5.8 holds uniformly for all Lw
with Z fixed; we state a more general version, allowing the space Z of modifications
to depend on w ∈ W as well. In our applications, the space Z will naturally be
a sum of finite-dimensional spaces Zj each parameterized by vectors in some CNj ;
however, the sum of the Zj may not be direct, and its dimension may be different
for different values of w ∈ W . A robust description of Z therefore rather amounts
to parameterizing its elements by

⊕
CNj , with the parameterization possibly not

being one to one. This motivates the assumption in the following result:

Corollary 5.12. Under the assumptions stated at the beginning of this section, and
under the assumptions and using the notation of Corollary 5.8, let V be a small
open neighborhood of the set Ξ of resonances σ with Imσ > −α. Suppose NZ ∈ N0,
and suppose we are given a continuous map

z : W × CNZ → Ds,α(Ω;E)
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which is linear in the second argument; we will write zcw ≡ z(w, c). Define the map5

λw : CNZ → L(Res∗(Lw, V ),C),

c 7→ λIVP(zcw).

Then the bijectivity, resp. surjectivity, of λw0
implies the bijectivity, resp. surjectiv-

ity, of λw for w ∈W near w0.
Furthermore, assuming λw0

is surjective, there exists a continuous map

W ×Ds,α(Ω;E) 3 (w, (f, u0, u1)) 7→ c ∈ CNZ , (5.27)

linear in the second argument, such that the initial value problem

(Lw, γ0)u = (f, u0, u1) + zcw

has an exponentially decaying solution u ∈ H̄s,α
b (Ω), and this solution u depends

continuously on (w, f, u0, u1) as well. If λw0
is bijective, then c and u are unique

given w ∈W and the data (f, u0, u1).

Proof. We use Proposition 5.11 (5) and the parameterization of the family of spaces
Res∗(Lw, V ) by means of a continuous map with domain W × CD, linear in the
second argument; then λw is represented by a complex D × NZ matrix which
depends continuously on w ∈ W . The lower semicontinuity of the rank proves the
first part.

For the second part, we pick a D-dimensional subspace C ⊂ CNZ such that
λw0
|C (and hence λw|C) is bijective. Then we can define a map (5.27) with the

stated properties by (λw|C)−1 ◦ λIVP(f, u0, u1), composed with the inclusion C ↪→
CNZ . �

5.2. Non-smooth exponentially decaying perturbations. We now turn to
the linear analysis of wave-type operators with non-smooth coefficients; thus, we
will allow more general perturbations than those considered in §5.1.2. We aim
to prove an analogue of Corollary 5.12 together with tame estimates for the map
taking the Cauchy data and forcing term into the solution and the finite-dimensional
modification (encoded in the map z above); these will enable us to appeal to the
Nash–Moser iteration scheme when solving the Einstein vacuum equations in §11.
Recall here that a tame estimate is schematically of the form

‖u‖s ≤ Cs
(
‖f‖s+d + ‖`‖s+d‖f‖s0

)
,

where ‖ · ‖s are e.g. Sobolev norms, ` denotes the coefficients of the linear operator
L, and Lu = f , and ‖`‖s0 is assumed to have an a priori bound, while the constant
Cs is uniform for such bounded ` (thus, the estimate holds uniformly for suitable
perturbations of L); further, d ∈ R is the loss of derivatives, s ≥ s0, and s0 is some
a priori regularity. The point is that the right hand side contains high regularity
norms ‖ · ‖s+d only in the first power. A very simple example is if L is division by
a non-smooth function ` > 0 on a closed n-dimensional manifold; in this case, the
tame estimate is a version of Moser estimates for products of Hs-functions, and
one can take d = 0 and s0 > n/2; see e.g. [Tay96, §13.3] and Lemma 5.17 below. In
fact, since all our estimates are proved by (microlocal) energy methods, it is rather
clear that the tame bounds all come from such Moser estimates; therefore, if one is
content with having a tame estimate without explicit control on the loss d and the
minimal regularity s0, one can skip a number of arguments below. (See also the

5Thus, λw0 (c) = λZ(zcw0
) in the notation of Corollary 5.8 if Z = z(w0,CNZ ).
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discussion in [HV16, §4.1].) For the sake of completeness, and in order to show the
sufficiency of the regularity of the initial data assumed for Einstein’s field equations
in Theorem 1.4, we do prove explicit bounds, however we will be rather generous
with the number of derivatives in order to minimize the amount of bookkeeping
required.

Concretely then, extending the scope of the smooth coefficient perturbation the-
ory, we now consider a continuous family of second order differential operators

Lw,w̃ = Lw + L̃w,w̃. (5.28)

Here, Lw is as in §5.1.2, i.e. Lw has scalar principal symbol Gb(w), depending on
the parameter

w ∈W = {p ∈ RNW : |p− w0| < ε}, (5.29)

and L = Lw0
satisfies the conditions of §5.1. On the other hand, the parameter w̃

lies in a neighborhood

w̃ ∈ W̃ s = {ũ ∈ H̄s,α
b (Ω;E) : ‖ũ‖H̄14,α

b
< ε} ⊂ H̄s,α

b (Ω;E) (5.30)

of 0, where s ≥ 14. For w̃ ∈ W̃ s, we assume that

L̃w,w̃ ∈ H̄s,α
b (Ω)Diff2

b(Ω;E) (5.31)

is an operator with real-valued scalar principal symbol which is hyperbolic with

respect to the level sets of t∗; we also assume that the coefficients of L̃w,w̃ are
exponentially decaying with the rate α > 0 defined in Theorem 5.4. (Indeed,
in local coordinates (t∗, x) and a local trivialization of EY , the condition (5.31)

precisely means that L̃w,w̃ has coefficients lying in the space H̄s,α
b .) We assume that

L̃w0,0 = 0, and we require that L̃w,w̃ depends continuously on (w, w̃) ∈W × W̃ s in
a tame fashion, that is, for s ≥ 14,

‖L̃w1,w̃1
− L̃w2,w̃2

‖H̄s,αb Diff2
b
≤ Cs

(
|w1 − w2|+ ‖w̃1 − w̃2‖H̄s,αb

)
(5.32)

for a constant Cs <∞ depending only on s, where the norm on the left is the sum

of the H̄s,α
b (Ω;E) norms of the coefficients of L̃w,w̃ in a fixed finite covering of Ω

by stationary local coordinate charts. For s = 14, L̃w,w̃ is thus a bounded family

in H̄14,α
b Diff2

b(Ω;E).

Remark 5.13. Our assumptions are motivated by our application to the linear op-
erators one needs to invert in order to solve the Einstein vacuum equations in §11;
in this case, the parameter space W is a neighborhood UB ⊂ B of Schwarzschild–
de Sitter parameters b0 as before, together with additional finite-dimensional pa-

rameters related to modifications of the gauge, and W̃ s consists of the non-sta-
tionary, exponentially decaying part of the Lorentzian metric at some finite step in
the non-linear iteration scheme, while Lw,w̃ is the wave operator associated to the
metric gw + w̃, which therefore has coefficients with regularity s− 2; thus, when we
appeal to results of the present section in the application in §11, there will a shift
of 2 in the norm on w̃.

For brevity, we omit the function spaces from the notation of norms and only
keep the regularity and weight parameters; from the context it will always be clear
what function space is meant.

In this section, we shall prove:
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Theorem 5.14. Assume β̂ ≥ −1 in (5.4). Suppose we are given a continuous map

z : W × W̃ s × CNZ → Ds,α(Ω;E)

which is linear in the last argument; we shall often write zcw,w̃ ≡ z(w, w̃, c). With

Ξ = Res(Lw0,0) ∩ {Imσ > −α}, suppose moreover that the map

CNZ 3 c 7→ λIVP(zcw0,0) ∈ L(Res∗(Lw0,0,Ξ),C) (5.33)

is surjective, with λIVP defined in (5.23). Then, if ε > 0 in (5.29)–(5.30) is small
enough, there exists a continuous map

S : W × W̃∞ ×D∞,α(Ω;E) 3 (w, w̃, (f, u0, u1))

7→ (c, u) ∈ CNZ ⊕ H̄∞,αb (Ω;E),
(5.34)

linear in (f, u0, u1), such that the function u is a solution of

(Lw,w̃, γ0)u = (f, u0, u1) + zcw,w̃. (5.35)

Furthermore, the map S satisfies the tame estimates

‖c‖ ≤ C‖(f, u0, u1)‖13,α, (5.36)

‖u‖s,α ≤ Cs
(
‖(f, u0, u1)‖s+3,α + (1 + ‖w̃‖s+4,α)‖(f, u0, u1)‖13,α

)
(5.37)

for s ≥ 10. In fact, the map S is defined for any w̃ ∈ W̃ 14 and (f, u0, u1) for
which the norms on the right hand sides of (5.36)–(5.37) are finite, and produces
a solution (c, u) of (5.35) satisfying the tame estimates.

If the map (5.33) is bijective, then the map S with these properties is unique.

Remark 5.15. We make the assumption on β̂ for the sake of simplicity of presen-

tation; it is satisfied in our application, as we show in §9.2. For more general β̂,

put k = max(−1 − β̂, 0); then the same results hold true if we increase the regu-
larity parameters throughout the statement of this theorem by k; more precisely,
the number 14 in (5.30) is replaced by 14 + k, and all Sobolev regularities in the
estimates (5.36)–(5.37) are increased by k.

The assumption on the map (5.33) is precisely the surjectivity assumption we
made in Corollary 5.12, and in a less general form in Corollary 5.8; we stress that
this is an assumption only on Lw0,0 and z(w0, 0, ·), yet it guarantees the solvability
of linear wave-type operators which are merely close to Lw0,0 on decaying function
spaces after finite-dimensional modifications.

The continuity of the solution map S is not needed in order to prove the existence
of global solutions to Einstein’s field equations later on, only the uniformity of the
estimates (5.36)–(5.37) matters. However, it can be used to prove the smooth
dependence of these global solutions on the initial data, see Theorem 11.2.

5.2.1. Local Cauchy theory. Since we explicitly consider initial value problems, with
forcing terms which are extendible distributions at Σ0, rather than only forward
problems with supported forcing terms as in [Vas13, HV15, HV16], we need to get
the regularity analysis started using energy estimates near Σ0; once this is done,
the usual microlocal propagation of singularities on the spacetime M can be used
to propagate this, as in the cited papers. See §5.2.2 for details.

Let us fix T < ∞. We define the Banach space of data in a finite slab ΩT :=
Ω ∩ {0 ≤ t∗ ≤ T} by

Ds(ΩT ;E) = H̄s(ΩT ;E)⊕ H̄s+1(Σ0;EΣ0
)⊕ H̄s(Σ0;EΣ0

),
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equipped with its natural norm; since T <∞, this space has no index for a weight
in t∗. Then:

Proposition 5.16. For w̃ ∈ W̃∞, the initial value problem{
Lw,w̃u = f in ΩT ,

γ0(u) = (u0, u1) on Σ0

(5.38)

with data (f, u0, u1) ∈ D∞(ΩT ;E) has a unique solution u = ST (w, w̃, (f, u0, u1)) ∈
H̄∞(ΩT ;E) satisfying the tame estimate

‖u‖s+1 ≤ C
(
‖(f, u0, u1)‖s + (1 + ‖w̃‖s,α)‖(f, u0, u1)‖4

)
(5.39)

for s ≥ 4; the constant C depends only on s. In fact, for w̃ ∈ W̃ 14 and (f, u0, u1) for
which the right hand side is finite, there exists a unique solution u ∈ H̄s+1(ΩT ;E),
and the estimate holds.

Moreover, the solution map ST is continuous as a map

ST : W × W̃∞ ×D∞(ΩT ;E)→ H̄∞(ΩT ;E). (5.40)

We first recall basic tame estimates on Sobolev spaces, which we state on Rn
for simplicity; analogous results hold on closed manifolds and for supported or
extendible Sobolev spaces on manifolds with corners.

Lemma 5.17. (See [HV16, Corollary 3.2 and Proposition 3.4].)

(1) Let s0 > n/2, s ≥ 0. For u, v ∈ C∞c (Rn), we have

‖uv‖s ≤ C‖u‖max(s0,s)‖v‖s, (5.41)

‖uv‖s ≤ C(‖u‖s0‖v‖s + ‖u‖s‖v‖s0). (5.42)

(2) Let s, s0 > n/2 + 1, and let K b U ⊂ Rn, with U open. Suppose that
u,w ∈ C∞c (Rn), suppw ⊂ K and |u| ≥ 1 on U . Then

‖w/u‖s ≤ C(‖u‖s0)
(
‖w‖s + (1 + ‖u‖s)‖w‖s0

)
. (5.43)

(3) Let Λs = 〈D〉s. Then for s0 > n/2 + 1, s ≥ 1, and u, v ∈ C∞c (Rn),

‖[Λs, u]v‖0 ≤ C(‖u‖s0‖v‖s−1 + ‖u‖s‖v‖s0−1). (5.44)

Each estimate continues to hold for u, v, w ∈ H−∞(Rn) assuming only that the
norms on its right hand side are finite, with the additional assumption that |u| ≥ 1
on U for (5.43).

Proof. The estimates (5.41)–(5.43) are special cases of the cited statements. The
commutator estimate (5.44) is contained in the proof of [HV16, Proposition 3.4].6

�

Proof of Proposition 5.16. The vector bundle E is irrelevant for our arguments,
hence we drop it from the notation.

The last statement is an immediate consequence of the previous parts of the

proposition: indeed, for wj ∈ W , w̃j ∈ W̃ s+1 and (fj , uj,0, uj,1) ∈ Ds+1(ΩT ), the
solutions uj = ST (wj , w̃j , (fj , uj,0, uj,1)) ∈ H̄s+2(ΩT ) satisfy the equation

Lw1,w̃1
(u1 − u2) = f1 − f2 − (Lw1,w̃1

− Lw2,w̃2
)u2,

6There is a typo in the reference: the correct estimate reads ‖[Λs′ , u]v‖0 ≤ Cµν(‖u‖µ‖v‖s′−1+

‖u‖s‖v‖ν).
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and the estimate (5.39) with 4 replaced by s, together with the estimates (5.32)
and (5.41), gives

‖u1 − u2‖s+1 ≤ C(1 + ‖w̃1‖s,α)

×
(
‖f1 − f2‖s + (|w1 − w2|+ ‖w̃1 − w̃2‖s,α)‖u2‖s+2

)
,

which implies the continuity of ST , as desired.
In order to prove the existence of solutions of (5.38) and the tame estimate

(5.39), we follow the arguments presented in [Tay96, §16.1–16.3] and keep track
of the dependence of the estimates on the coefficients of the operator. First, we
will prove the existence of a solution u ∈ C0([0, T ], H̄s+1(Y )) ∩ C1([0, T ], H̄s(Y ))
for f ∈ C0([0, T ], H̄s(Y )), together with a tame estimate; it suffices to do this for
small T independent of the parameters and the data, since one can then iterate
the solution to obtain the result for any finite T . We let x0 = t∗ and x1, x2, x3 be
coordinates on X. We write

Lw,w̃ = ã00D2
0 − ãjkDjDk − b̃jD0Dj + c̃µDµ + d̃, (5.45)

where the coefficients depend on w, w̃, are uniformly bounded in H̄4, and in the

space H̄s, they depend continuously on w ∈ W and w̃ ∈ W̃ s. Moreover, ã00 6= 0,
since this is true for Lw0,0 by the construction of the Kerr–de Sitter metrics, see
§3.5. (This is simply the statement that Σ0 is non-characteristic.) When solving
(5.38), we can thus divide both sides by ã00; by Lemma 5.17, we have

‖f/ã00‖s ≤ Cs(‖f‖s + ‖ã00‖s‖f‖s0)

for s ≥ s0 > 3. Similar estimates hold for the coefficients of Lw,w̃/ã
00. We thus

merely need to establish the solvability of the initial value problem for an operator

L̃ := D2
0 − ajkDjDk − a0jD0Dj − aµDµ − a,

0 ≤ µ ≤ 3, 1 ≤ j, k ≤ 3, (ajk) symmetric, with coefficients in H̄s, and prove a tame
estimate

‖u‖C0H̄s+1∩C1H̄s ≤ C
(
‖(f, u0, u1)‖s + (1 + ‖a‖s)‖(f, u0, u1)‖4

)
(5.46)

for the solution of

L̃u = f, γ0(u) = (u0, u1), (5.47)

where the constant C = C(s) does not depend on the coefficients of L̃, in the sense

that the same constant works if one perturbs the coefficients of L̃ in the (weak!)

space H̄4; here, a = (aµν , aµ, a) is the collection of coefficients of L̃. (Of course,
there is a high regularity norm ‖a‖s in (5.46)!)

In a neighborhood of any given point on Σ0, we can perform a smooth coordinate
change, replacing xj by yj(xµ) and letting y0 = x0, so that ∂y0 is timelike. By
redefining our coordinates, we may thus assume that this is already the case for
the xµ coordinates, in which case the matrix (ajk) is positive definite. (Note that
the same, fixed, coordinate change accomplishes this for perturbations, in the sense

of the previous paragraph, of L̃.) The equation (5.47) is equivalent to a system of
equations for u and uµ := Dµu,

D0u = u0, D0u0 = ajkDjuk + bjDju0 + a0u0 + ajuj + au, D0uj = Dju0;



NON-LINEAR STABILITY OF KERR–DE SITTER 63

writing this in matrix form for (u, u0, · · · , u3) and multiplying from the left by the
symmetric, positive block matrix

A0 =

1 0 0
0 1 0
0 0 (akj)j,k=1,...,3

 ,

we obtain the symmetrizable hyperbolic system

A0∂0v =
∑

Aj(xµ)∂jv + g, v(0) = h, (5.48)

where the coefficients of the symmetric matrices A0, Aj are in Hs and uniformly
bounded in H4, while g ∈ Hs, and h ∈ Hs on x0 = 0. We now solve this system
and obtain a tame estimate for the solution v. Following [Tay96, §16.1], we first do
this assuming that x1, x2, x3 are global coordinates on the 3-torus T3.

Defining the mollifier Jε = φ(εD) for φ ∈ C∞c (R3), identically 1 near 0, we
consider the mollified equation

A0
ε∂0vε = JεA

j∂jJεvε + Jεg, vε(0) = Jεh, (5.49)

where A0
ε := JεA

0. This is an ODE for the Hs-valued function vε, and we will
prove uniform tame bounds for vε as ε → 0. To this end, define Λs = 〈D〉s for
s ∈ R; then, using the L2 pairing 〈·, ·〉, we write

∂0〈A0
εΛ

svε,Λ
svε〉 = 〈(∂0A

0
ε)Λ

svε,Λ
svε〉+ 2 Re〈[A0

ε ,Λ
s]∂0vε,Λ

svε〉
+ 2 Re〈ΛsJεAj∂jJεvε,Λsvε〉+ 2 Re〈ΛsJεg,Λsvε〉

(5.50)

In the bounds stated below, we write x . y if x ≤ Csy for a constant Cs only
depending on s and the H4 bounds on the coefficients Aµ. The first term is then
bounded by ‖(∂0A

0
ε)Λ

svε‖0‖vε‖s, which by (5.41) is bounded by ‖vε‖2s, using the
boundedness of A0

ε in H4. In order to estimate the second term, we first note that
(5.43) gives

‖∂0vε‖s−1 . ‖A0
ε∂0vε‖s−1 + ‖A0

ε∂0vε‖s0(1 + ‖A0
ε‖s−1)

for s− 1 ≥ s0 > 5/2, which using (5.49) and setting A = (A0, . . . , A3) gives

‖∂0vε‖s−1 .
∑
j

‖Aj‖s0‖vε‖s + ‖Aj‖s−1‖vε‖s0+1 + ‖g‖s−1

+
(
‖Aj‖s0‖vε‖s0+1 + ‖g‖s0−1

)
(1 + ‖A0‖s−1)

. ‖vε‖s + ‖g‖s−1 + ‖A‖s−1(‖vε‖s0+1 + ‖g‖s0−1);

this plugs into the estimate of the second term in (5.50), which by (5.44) (using
s0 > 3/2, s ≥ 1) is bounded by(

‖∂0vε‖s−1 + ‖A0
ε‖s‖∂0vε‖s0

)
‖vε‖s

. ‖vε‖2s + ‖g‖2s−1 + ‖A‖2s(‖vε‖2s0+1 + ‖g‖2s0).

The third term of (5.50) is

2 Re〈[Λs, JεAjJε]∂jvε,Λsvε〉 − 〈(∂jAj)JεΛsvε, JεΛsvε〉
≤
(
‖vε‖s + ‖A‖s‖vε‖s0+1

)
‖vε‖s + ‖vε‖2s

for s0 > 3/2, s ≥ 1; and the fourth term finally is bounded by ‖g‖2s + ‖vε‖2s.
Combining these four estimates gives

∂0〈A0
εΛ

svε,Λ
svε〉 . ‖vε‖2s + ‖g‖2s + ‖A‖2s

(
‖vε‖2s0 + ‖g‖2s0−1

)



64 PETER HINTZ AND ANDRÁS VASY

for s ≥ s0, s0 > 7/2. If we apply this for s = s0, the positive definiteness of A0 and
Gronwall’s lemma yield a uniform bound on ‖vε‖s0 by ‖g‖s0 + ‖h‖s0 , hence

∂0〈A0
εΛ

svε,Λ
svε〉s . ‖vε‖2s + ‖g‖2s + ‖A‖2s(‖g‖2s0 + ‖h‖2s0),

which implies that vε is uniformly bounded in C0([0, T ];Hs)∩ C1([0, T ];Hs−1) and
satisfies the tame estimate

‖vε‖C0Hs∩C1Hs−1 . ‖g‖C0Hs + ‖h‖Hs + ‖A‖s
(
‖g‖C0Hs0 + ‖h‖Hs0

)
.

Simplifying the strongest assumptions on s, s0 in the argument yielding this esti-
mate, we can take s ≥ s0 := 4 here. A standard weak limit argument then proves
the existence of a solution v of (5.48), see [Tay96, Theorem 1.2 and Proposition 1.4],
satisfying the same estimate. One can moreover prove a finite speed of propagation
result as in [Tay96, §5.6], and the argument there works in the present setting as
well under our present regularity assumptions, since it relies only on energy esti-
mates; thus, the local solutions of (5.47) can be patched together to give a solution
in a small slab 0 ≤ t∗ ≤ T , and a simple iterative argument allows us to remove
the smallness assumption on T .

Returning to the wave equation (5.47), we have now established the existence
of a solution u satisfying the tame estimate (5.46). A forteriori, we have u ∈
H̄γ([0, T ], H̄s+1−γ(Y )) for γ = 0, 1 together with the tame estimate (5.46), and
interpolation inequalities yield this for all γ ∈ [0, 1]. Now, writing s = bsc+γ, k ∈ Z,
γ ∈ [0, 1), one can use f ∈ H̄s(ΩT ) and the equation Lu = f ∈ H̄s(ΩT ), written in
the form (5.45), to deduce u ∈ H̄k+γ([0, T ], H̄s+1−k−γ(Y )) for k = 0, 1, . . . , bsc+ 1
inductively; to see that the norm of u in this space satisfies a tame estimate with
the same right hand side as (5.46), one uses Lemma 5.17. We conclude that

u ∈ H̄0([0, T ], H̄s+1(Y )) ∩ H̄s+1([0, T ], H̄0(Y )) = H̄s+1(ΩT )

satisfies the tame estimate (5.46), finishing the proof. �

5.2.2. Global regularity and asymptotic expansions. We now assume that the as-
sumptions of Theorem 5.14 are satisfied. In order to explain the main difficulty in
the proof of this theorem, we briefly recall from [Hin16, §7.2] and [HV16, §5.1] (see
also [Vas13, §3] for a version of this in the smooth category) the argument which es-
tablishes partial asymptotic expansions for exponentially decaying perturbations of
stationary operators, like Lw,w̃. We discuss the forward forcing problem and ignore
issues of regularity for simplicity: thus, given a forcing term f ∈ H∞,αb vanishing
near Σ0, the forward solution u satisfies u ∈ H∞,r0b , with r0 large, negative, and
independent of f , and with r0 < − Imσ for all σ ∈ Res(Lw).7 Then, we rewrite the
equation for u as

Lwu = f − L̃w,w̃u ∈ H∞,r0+α
b . (5.51)

Using the Mellin transform, we can then shift the contour in the inverse Mellin
transform

u(τ, x) =
1

2π

∫
Imσ=−r0

τ iσL̂w(σ)−1(f − L̃w,w̃u)̂(σ) dσ

7We recall the statement in Proposition 5.19 (1) below. Solvability in an exponentially weighted
L2-space follows by means of energy estimates; the conormality relies on microlocal propagation

estimates.
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from Imσ = −r0 to Imσ = −r1, with r1 ∈ (r0, r0 +α] chosen so that no resonance
of Lw has imaginary part equal to −r1; for instance, r1 = r0 + (1 − c)α works for
sufficiently small c > 0. If Lw has no resonances in the strip

S1 := {σ ∈ C : − r1 < Imσ < −r0},

i.e. if L̂w(σ)−1 is regular in S1, then we obtain u ∈ H∞,r1b ; see (A.12) for the
properties of the Mellin transform on b-Sobolev spaces. This improves the weight
from r0 to r1; we can then run the same argument again. If however Lw does have
resonances in S1, we obtain a partial asymptotic expansion u0 of u corresponding
to these, and a remainder term ũ ∈ H∞,r1b , so u = u0 + ũ. If the partial expansion
is trivial, i.e. u0 = 0, then u = ũ ∈ H∞,r1b , and we can repeat the argument as
before. Generically however, the partial expansion is non-trivial, i.e. u0 6= 0; in this
case, attempting to repeat this argument, equation (5.51) now reads

Lwu = f − L̃w,w̃u0 − L̃w,w̃ũ.

The issue is that L̃w,w̃u0 is merely an element of H∞,r0+ε+α
b (with ε > 0 depending

on the imaginary part of the resonances of Lw in S1), but in general with no

(partial) asymptotic expansion, since the coefficients of L̃w,w̃, lying in H∞,αb , have
no asymptotic expansion either. Thus, we cannot establish an asymptotic expansion
of u with an exponentially decaying remainder term in H∞,αb in this case.

Remark 5.18. If the coefficients of L̃w,w̃ did have a partial asymptotic expansion, we

could subtract off the corresponding terms of L̃w,w̃u0 and continue the argument,
deducing an expansion of u up to an error term with weight given by the sum of
the weight of u0 and the weight of the error term, i.e. the remainder of the partial

expansion, of L̃w,w̃. In the present setting, the lack of an expansion for L̃w,ww̃
means that we cannot proceed in this manner.

In particular, the solutions of the Cauchy problem

(Lw,w̃, γ0)ucw,w̃ = zcw,w̃ (5.52)

cannot be expected to have asymptotic expansions up to exponentially decaying
remainders, and therefore we cannot cancel all growing asymptotics of u at once
by matching them with the asymptotics of some ucw,w̃, as we did in the proof of
Proposition 5.7. Instead, motivated by the above argument, we proceed in steps;
the point is that cancelling asymptotics within an interval of size ≤ α can be
accomplished directly using the framework of Proposition 5.7.

Preparing the proof of Theorem 5.14, let us now choose a weight r0 < 0 with
−r0 > Imσ for all σ ∈ Res(Lw0); with α > 0 given in Theorem 5.4, fix an integer
N > (−r0 + α)/α+ 1 and weights

rN = α > rN−1 ≥ 0 > rN−2 > · · · > r0, 0 < rj+1 − rj ≤ α, (5.53)

such that for all resonances σ ∈ Res(Lw0
), one has Imσ 6= −rj , 0 ≤ j ≤ N . By

Proposition 5.11 and in view of the existence of a uniform essential spectral gap for
the operators Lw, w ∈ W , as discussed at the beginning of §5.1.2, we may assume
that these conditions are also satisfied for Lw, w ∈W .

We recall the regularity theory for Lw,w̃ from [HV16, §5.1], which we extend to
initial value problems using Proposition 5.16. For simplicity, we assume that α > 0
is so small that, say,

1 + α sup(β)− β̂ < 3 (5.54)
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to simplify the regularity arithmetic in the sequel; this condition ensures that the
threshold regularity at the radial sets for all operators Lw,w̃ is bounded from above

by the small absolute constant 3. This can certainly be arranged for β̂ ≥ −1; in the

case that β̂ < −1, all our arguments below go through if we increase the regularity

assumptions and thresholds by the amount −1 − β̂. Since in our applications the

assumption β̂ ≥ −1 will always be satisfied, we leave this more general case to the
reader.

Proposition 5.19. Let s ≥ 9. Consider the initial value problem Lw,w̃u = f ,

γ0(u) = (u0, u1), where w̃ ∈ W̃ s and (f, u0, u1) ∈ Ds−1,r, r ∈ R.

(1) (See [HV16, Lemma 5.2].) Suppose r ≤ r0 with r0 as above. Then there
exists a unique solution u ∈ H̄s,r

b (Ω;E) of the initial value problem, and u
satisfies

‖u‖H̄s,rb
≤ C

(
‖(f, u0, u1)‖Ds−1,r + (1 + ‖w̃‖s)‖(f, u0, u1)‖D5,r

)
. (5.55)

(2) (See [HV16, Corollary 5.4].) Suppose r ≤ rN−2, and suppose we have

u ∈ H̄5,r
b (Ω;E). Then in fact u ∈ H̄s,r

b (Ω;E), and u satisfies the tame
estimate

‖u‖H̄s,rb
≤ C

(
‖u‖H̄5,r

b
+ ‖(f, u0, u1)‖Ds−1,r + (1 + ‖w̃‖s)‖(f, u0, u1)‖D5,r

)
(3) (See [HV16, Theorem 5.6].) Suppose r ≤ rN−2+j, j = 1, 2, and suppose we

have u ∈ H̄5,r
b (Ω;E). Then in fact u ∈ H̄s−2j,r

b (Ω;E), and u satisfies the
tame estimate

‖u‖H̄s−2j,r
b

≤ C
(
‖u‖H̄5,r

b
+ ‖(f, u0, u1)‖Ds−1,r + (1 + ‖w̃‖s)(‖(f, u0, u1)‖D5,r

)
.

In all three cases, C is a uniform constant only depending on s.

Note that for w̃ ∈ W̃ s̃, the coefficients of the operator Lw,w̃ have H s̃ regular-
ity, hence Lw,w̃ satisfies the assumption [HV16, Equation (5.1)]. The regularity
assumptions here are stronger than what is actually needed, but they will simplify
the arithmetic below.

Proof of Proposition 5.19. The estimates do not explicitly include a low regularity
norm of the coefficients of Lw,w̃ due to the uniform boundedness assumption (5.30)

of w̃ in the norm of W̃ 9 (cf. the norm on v in the line below [HV16, Equation (5.3)]).
Using Proposition 5.16, we first find a local solution u′ ∈ H̄s(ΩT ;E); we can

then rewrite the Cauchy problem for u as a forcing problem as in (5.10), for which
[HV16, Lemma 5.2] produces the solution, together with the stated tame estimate.
The only slightly subtle point here is the radial point estimate, which however does
apply at this weight and regularity level due to assumption (5.54); see in particular
the proof of [HV16, Corollary 5.4].

For part (2), we proceed similarly, noting that we have Hs regularity for u
near the Cauchy surface Σ0 by Proposition 5.16, and b-microlocal estimates yield
the global regularity as in [HV16]. Part (3) follows by first using part (2) with
r = rN−2, which gives u ∈ H̄

s,rN−2

b (Ω;E), and then using the contour shifting
argument explained above, together with Lemma 5.17 (1) for obtaining b-regularity

of L̃w,w̃u: since we are assuming u ∈ H̄5,r
b (Ω;E), the partial asymptotic expansion

of u corresponding to resonances σ with Imσ ≥ max(−r,−rN−1) must be trivial;
since the high energy estimate (5.7) of Lw loses two powers of σ (see Remark 5.5),
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the contour shifting argument gives u ∈ H̄s−2,min(r,rN−1)
b (Ω;E). If r > rN−1, we

repeat this argument once more, losing 2 additional derivatives.
In fact, the reference only gives these results in case the elliptic ps.d.o. Q ∈

Ψ0
b(M ;E) in assumption (2) of §5.1, concerning the subprincipal operator at the

trapped set, is equal to the identity, or more generally a smooth section of End(E)→
M , which is equivalent to choosing a different inner product in (5.5). For general Q,
we merely need to check that the proof of b-estimates at the normally hyperbolic
trapping on growing function spaces presented in [HV16, §4.3] goes through with
Q present. This in turn is a consequence of the observation that the form of Lw,w̃
implies for w̃ ∈ W̃ s:

QLw,w̃Q
− = Lw,w̃ + L′, L′ ∈ Diff1

b +Hs
bDiff2

b +Hs−1
b Ψ1

b + Ψ0;0
b Hs−2

b ,

with Q− a parametrix of Q; see [HV16, §3] for the definition of the space of opera-

tors Ψ0;0
b Hs−2

b . Indeed, this follows from the regularity of the symbols appearing in
the partial expansion of the symbol of a composition of two operators, see [Hin16,
Theorem 3.12 (2)]; or more directly by analyzing a partial expansion of the commu-
tator of Q with a section of E with (high) b-Sobolev regularity, the commutators of
Q with smooth differential operators being understood using the smooth b-calculus.
Since the remainder term Ψ0;0

b Hs−2
b is one order less regular relative to the leading

order term than what is assumed in [HV16, §5.1], we use the regularity assumption
s ≥ 9 here. In fact, much less would suffice, but we are assuming H14 regularity of
w̃ already anyway. �

Define the spaces of dual states in each strip

Ik = {σ ∈ C : − rk < Imσ < −rk−1}

by

R∗w;k := Res∗(Lw, Ik).

We have R∗w;k ⊂ H
1/2+inf(α Imσ)+β̂−1/2,−rk−1

b (Ω;E)−,•, the inf taken over σ ∈ Ik
and the radial set ∂R of Lw0

(see the discussion at the beginning of §5.1.2); this
makes use of the discussion following (5.20). We reduce however the regularity by
1/2 to give ourselves some room to ensure the validity of the inclusion for small
w ∈W . A forteriori, in view of (5.54), we have

R∗w;k ⊂ H
−2,−rk−1

b (Ω;E)−,•.

Set

D′k := dimR∗w;k, Dk :=

k∑
j=1

D′j , D0 := 0, D := DN ; (5.56)

these are constants independent of w. See Figure 5.1. Note that

D = dim Res(Lw, {Imσ > −α}) ≤ NZ ,

withNZ the number of parameters in the modification map z, due to the surjectivity
assumption (5.33).

For c ∈ CNZ , we recall the notation ucw,w̃ from (5.52). For w ∈ W , w̃ ∈ W̃ 14,
and k = 0, . . . , N , we then define

Cw,w̃;k := {c ∈ CNZ : ucw,w̃ ∈ H̄
14−sk,rk
b (Ω;E)},
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Imσ = −rN

Imσ = −rN−1

Imσ = −r1

Imσ = −r0

INR∗w;N , D
′
N

I1R∗w;1, D
′
1

Figure 5.1. Illustration of two strips Ik ⊂ C, and the associ-
ated spaces of dual resonant states R∗w;k and their dimensions D′k.
Crosses schematically indicate resonances.

with sk given below. Thus, Cw,w̃;k is the space of all c ∈ CNZ for which the as-
ymptotic expansion of the solution ucw,w̃ of the corresponding initial value problem
does not contain any terms corresponding to resonances in Imσ > −rk. By Propo-
sition 5.19 (3), the regularity which we can obtain for ucw,w̃ under the assumption
that it decays exponentially at rate rk is 14− sk as stated, with

sk =


0, k ≤ N − 2,

2, k = N − 1,

4, k = N.

(5.57)

Clearly, Cw,w̃;k ⊆ Cw,w̃;` for k ≥ `. For c ∈ Cw,w̃;k−1, we have L̃w,w̃u
c
w,w̃ ∈

H̄
12−sk−1,rk
b (Ω;E) ⊂ H̄8,rk

b (Ω;E), hence the map

λw,w̃;k : Cw,w̃;k−1 → L(R∗w;k,C),

c 7→ λIVP

(
zcw,w̃ − (L̃w,w̃, γ0)(ucw,w̃)

)
,

(5.58)

is well-defined and linear; recall here the map λIVP from (5.23). The argument of
λIVP in this definition is the analogue of (5.51) for f = zcw,w̃ and u = ucw,w̃, now
also taking the initial data into account.

Lemma 5.20. The spaces Cw,w̃;k have the following properties:

(1) We have Cw,w̃;0 = CNZ , and inductively

Cw,w̃;k = {c ∈ Cw,w̃;k−1 : λw,w̃;k(c) = 0}

for k ≥ 1.
(2) The space Cw,w̃;k ⊂ Cw,w̃;k−1 has codimension D′k.

(3) Cw,w̃;k ⊂ CNZ depends continuously on (w, w̃) ∈W ×W̃ 14 in the sense that
it has a basis with each basis vector depending continuously on (w, w̃) ∈
W × W̃ 14.

(4) There exist spaces

C ′w,w̃;k := span{cDk−1+1
w,w̃ , . . . , cDkw,w̃} ∼= CD

′
k , (5.59)
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with each c`w,w̃ ∈ CNZ depending continuously on (w, w̃) ∈ W × W̃ 14, so
that

Cw,w̃;k−1 = Cw,w̃;k ⊕ C ′w,w̃;k. (5.60)

By property (1), λw,w̃;k induces a map on the quotient Cw,w̃;k−1/Cw,w̃;k

and hence induces a map

[λw,w̃;k] : CD
′
k ∼= C ′w,w̃;k → L(R∗w;k,C) ∼= CD

′
k

on the fixed vector space CD′k , where for the second isomorphism, we use
Proposition 5.11 to find a parametrization of R∗w;k which depends continu-
ously on w ∈W . Then the map

W × W̃ 14 3 (w, w̃) 7→ [λw,w̃;k] ∈ CD
′
k×D

′
k

is continuous. See Figure 5.2.
(5) The map [λw,w̃;k] is invertible for all k = 1, . . . , N .
(6) If NZ = D, then Cw,w̃;N = 0.

−rk−1

−rk

Cw,w̃;k−1

C ′w,w̃;k

Cw,w̃;k

=
⊕
λw,w̃;k−−−−→∼= L(R∗w;k,C)

Figure 5.2. Illustration of the spaces Cw,w̃;k and C ′w,w̃;k in
Lemma 5.20; the crosses indicate resonances, the total rank of
which in the displayed strip is equal to D′k.

Proof of Lemma 5.20. (1) follows from the above discussion, and (6) follows from
(2) and (5.56).

We first prove (2)–(5) in the special case (w, w̃) = (w0, 0), so L̃w0,0 ≡ 0. In this
case, λw0,0;k is well-defined on the full space CNZ for all k = 1, . . . , N ; we denote
the thus extended map by λk. Then we have Cw0,0;k =

⋂
j≤k kerλj . If we let

R∗ :=

N⊕
k=1

R∗0;k = Res∗(Lw0
, {Imσ > −α}),

then the map CNZ 3 c 7→ λIVP(zcw0,0) ∈ L(R∗,C), which we are assuming is sur-
jective, is equal to (λ1, . . . , λN ); its kernel equals Cw0,0;N by definition. Therefore,
each restriction λk|Cw0,0;k−1

is onto, hence its kernel Cw0,0;k has codimension D′k,

and λk induces an isomorphism Cw0,0;k−1/Cw0,0;k → L(R∗0;k,C). We can then de-

clare a set {cDk−1+1
w0,0

, . . . , cDkw0,0
} of vectors in Cw0,0;k−1 whose equivalence classes in

Cw0,0;k−1/Cw0,0;k give a basis of the quotient to be a basis of C ′w0,0;k. Lastly, we

pick a basis {cD+1
w0,0

, . . . , cNZw0,0
} of Cw0,0;N .



70 PETER HINTZ AND ANDRÁS VASY

For general (w, w̃), we can now establish (2)–(5) by induction on k. We will use
subscripts to refer to claims (2)–(5) for any fixed k. We introduce the notation

{ψ1
w;k, . . . , ψ

D′k
w;k} ⊂ R

∗
w;k

for a basis of R∗w;k, with each ψjw;k depending continuously on w ∈ W in the

topology of H̄
−2,−rk−1

b (Ω;E)−,•.
Let us assume now that (2)m holds for m ≤ k− 1 for some 1 ≤ k ≤ N , and that

{c1
w,w̃, . . . , c

NZ
w,w̃}, with each c`w,w̃ equal to the element of CNZ for (w, w̃) = (w0, 0)

chosen in the first part of the proof, is a basis of CNZ , with continuous dependence

on (w, w̃) ∈ W × W̃ 14 as in (3), so that (4)m and (5)m hold for m ≤ k − 1, and

so that moreover Cw,w̃;m = span{cDm+1
w,w̃ , . . . , cNZw,w̃} for m ≤ k − 1. (Note that for

k = 1, these assumptions are satisfied for the choice c`w,w̃ = c`w0,0, ` = 1, . . . , NZ .)

We will show how to update the c`w,w̃, ` = Dk+1, . . . , NZ , so as to arrange (2)k–(5)k
to hold.

To this end, put C ′w,w̃;k = span{cDk−1+1
w,w̃ , . . . , cDkw,w̃}. We contend that the re-

striction

λw,w̃;k : C ′w,w̃;k → L(R∗w;k,C)

is injective and hence (by dimension counting) an isomorphism; this implies (2)k
and (5)k. Injectivity holds by construction for (w, w̃) = (w0, 0); the contention
therefore follows once we prove the continuity of the map

W × W̃ 14 3 (w, w̃) 7→
〈
z
c`w,w̃
w,w̃ − (L̃w,w̃, γ0)(u

c`w,w̃
w,w̃ ), ψjw;k

〉
for ` = Dk−1 + 1, . . . , Dk and j = 1, . . . , D′k; we will in fact establish this for
` = Dk−1 +1, . . . , NZ . (Note that for such `, j, this map is indeed well-defined.) To

show the latter, it suffices to prove the continuous dependence of u
c`w,w̃
w,w̃ on (w, w̃) ∈

W × W̃ 14 in the topology of H̄
4,rk−1

b (Ω;E). This in turn follows by an argument
similar to the one used in the proof of the continuity part of Proposition 5.16: let

(wp, w̃p) ∈ W × W̃ 14, p = 1, 2, and write cp = c`wp,w̃p , zp = z`wp,w̃p and up =

u
cp
wp,w̃p

∈ H14−sk−1,rk−1

b (Ω;E), then we have

(Lw1,w̃1
, γ0)(u1 − u2) = z1 − z2 − (Lw1,w̃1

− Lw2,w̃2
, 0)(u2).

Now z1 − z2 is small in D14,α(Ω;E) for (w1, w̃1) close to (w2, w̃2), while the last
term is small in D12−sk−1,rk−1(Ω;E); by Proposition 5.19 (2) and (3), this implies

that u1 − u2 is small in H
13−2sk−1,rk−1

b (Ω;E) ⊂ H
9,rk−1

b (Ω;E), as desired. Thus,
statement (4)k is well-defined now, and we just proved that it holds.

We also obtain (3)k; indeed, the projection map

πw,w̃;k : Cw,w̃;k−1 3 c 7→ c− (λw,w̃;k|C′
w,w̃;k

)−1(λw,w̃;k(c)) ∈ kerλw,w̃;k = Cw,w̃;k

is surjective, and πw0,0;k is the identity map on span{cDk+1
w0,0

, . . . , cNZw0,0
}. Thus,

{πw,w̃;k(c`w,w̃) : ` = Dk + 1, . . . , NZ}

provides a basis of Cw,w̃;k which depends continuously on (w, w̃) ∈ W × W̃ 14. By
an abuse of notation, we may replace c`w,w̃ by πw,w̃;k(c`w,w̃) for ` = Dk + 1, . . . , NZ ;

then Cw,w̃;k = span{cDk+1
w,w̃ , . . . , cDw,w̃}. Therefore, we have arranged (2)k–(5)k. The

proof is complete. �
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We now have all ingredients for establishing the main result of this section:

Proof of Theorem 5.14. We fix the basis {c`w,w̃ : 1 ≤ ` ≤ D} of CNZ constructed

in the above lemma. Suppose (w, w̃) ∈ W × W̃ 14, and suppose we are given data

(f, u0, u1) ∈ D13,α(Ω;E). For c ∈ CNZ , we denote by uc ∈ H̄14,r0
b (Ω;E) the

solution of the Cauchy problem (5.35). We first find c ∈ CNZ for which uc ∈
H̄10,α

b (Ω;E) is exponentially decaying; by part (6) of the previous lemma, this c is
unique if the map (5.33) is bijective. In order to do so, we will inductively choose

c′k ∈ C ′w,w̃;k such that for ck :=
∑k
j=1 c′j , we have uck ∈ H̄14−sk,rk

b (Ω;E). Suppose

we have already chosen c′m, m ≤ k − 1 (with 1 ≤ k ≤ N) with this property, then
writing zk−1 = z

ck−1

w,w̃ , the element c′k is determined by the equation

λIVP

(
(f, u0, u1) + zk−1 − (L̃w,w̃, γ0)uck−1

+ z
c′k
w,w̃ − (L̃w,w̃, γ0)u

c′k
w,w̃

)
= 0 ∈ L(R∗w;k,C);

the fact that λIVP does map the argument into L(R∗w;k,C) uses the inductive as-

sumption uck−1 ∈ H14−sk−1,rk−1

b (Ω;E). This equation, rewritten as

λw,w̃;k(c′k) = −λIVP

(
(f, u0, u1) + zk−1 − (L̃w,w̃, γ0)uzk−1

)
∈ L(R∗w;k,C),

has a unique solution c′k ∈ Z ′w,w̃;k by part (5) of the previous lemma, finishing the
inductive step and thus the construction of c := cN .

Since we are assuming that w̃ is uniformly bounded in W̃ 14, an inspection of
the argument implies that the norm of c in CNZ is bounded by ‖(f, u0, u1)‖D13,α ,
proving the estimate (5.36), and the solution u = uc of the Cauchy problem (5.35)
satisfies the estimate

‖u‖10,α . ‖(f, u0, u1)‖13,α.

To obtain a tame estimate for higher Sobolev norms of u, we use Proposition 5.19
(3), which gives

‖u‖s,α . ‖(f, u0, u1)‖s+3,α + (1 + ‖w̃‖s+4)‖(f, u0, u1)‖13,α

for s ≥ 10, proving (5.37).
Lastly, we prove the continuity of the solution map S, defined in (5.34); this

follows by the usual argument, noting that for dj = (fj , uj,0, uj,1), (wj , w̃j) ∈
W × W̃∞, (cj , uj) = S(wj , w̃j , dj) and zj = z

cj
wj ,w̃j

for j = 1, 2, we have

u1 − u2 = S
(
w1, w̃1, d1 − d2 + z1 − z2 − (Lw1,w̃1

− Lw2,w̃2
, 0)(u2)

)
which implies the continuity in view of our estimates on S(w1, w̃1, ·). This finishes
the proof of Theorem 5.14. �

6. Computation of the explicit form of geometric operators

In the following four sections of the paper, we will only consider natural linear
operators related to the fixed Schwarzschild–de Sitter metric gb0 ; hence, we drop
the subscript b0 from now on, so

g ≡ gb0 , M• ≡M•,0, r± ≡ rb0,±,
R ≡ Rb0 , L ≡ Lb0 , β±,0 ≡ βb0,±,0, β± ≡ βb0,±,

(6.1)

where we recall the radial point quantities (3.27).
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6.1. Warped product metrics. We start by considering a general metric

g = q2 dt2 − h, q = q(x), h = h(x, dx)

on a manifold
M = Rt ×Xx

of arbitrary dimension ≥ 2. It is natural to define

e0 := q−1∂t, e0 := q dt;

setting Ω := log q, we compute for v ∈ C∞(M, TX ), w ∈ C∞(M, T ∗X )

∇e0e0 = −dΩ, ∇e0w = e0w − w(∇hΩ)e0,

∇ve0 = 0, ∇vw = ∇hvw,
(6.2)

where ∇h denotes the Levi-Civita connection of the metric h, so in particular ∇hΩ
is the gradient of Ω with respect to h. We define decompositions of the bundles
T ∗M and S2T ∗M adapted to the form of the metric, separating the normal (‘N ’)
and the tangential (‘T ’) components: we let

T ∗M = WN ⊕WT , S2T ∗M = VNN ⊕ VNT ⊕ VTT , (6.3)

where

WN = 〈e0〉, WT = T ∗X ,
VNN = 〈e0e0〉, VNT = {2e0w : w ∈WT }, VTT = S2T ∗X ,

where we write ξη ≡ ξ · η = 1
2 (ξ ⊗ η + η ⊗ ξ) for the symmetrized product. We

trivialize WN
∼=M×R via the section e0, VNN ∼=M×R via e0e0, and we moreover

identify VNT ∼= WT by means of WT 3 w 7→ 2e0w ∈ VNT . One then easily computes
the form of the operators δg (divergence), δ∗g (symmetric gradient, formal adjoint
of δg), and Gg, see (2.4):

Lemma 6.1. In the bundle splittings (6.3), we have

δ∗g =

 e0 −∇hΩ
1
2qdX q

−1 1
2e0

0 δ∗h

 , δg =

(
−e0 −q−2δhq

2 0
(dXΩ) −e0 −q−1δhq

)
,

and

Gg =

 1
2 0 1

2 trh
0 1 0

1
2h 0 1− 1

2h trh

 .

Since we need it for computations of gauge modifications, we also note

2δgGg =

(
−e0 −2q−2δhq

2 −e0 trh
q−2dX q

2 −2e0 −2q−1δhq − dX trh

)
. (6.4)

6.2. Spatial warped product metrics. Next, we specialize to the case X =
Ir ×S, where I ⊂ R an open interval, S is an /n-dimensional Riemannian manifold,
/n ∈ N0, and the spatial metric h is of the form

h = q−2 dr2 + r2
/g, q = q(r),

where /g = /g(y, dy) is a Riemannian metric on S. All operators with a slash are

those induced by /g and its Levi-Civita connection /∇. We write

e1 := q ∂r, e1 := q−1 dr;
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then for v ∈ C∞(X , TS), w ∈ C∞(X , T ∗S), we compute

∇he1e
1 = 0, ∇he1w = e1w − qr−1w,

∇hve1 = rqiv/g, ∇hvw = /∇vw − qr−1w(v)e1,
(6.5)

where we extend /g to a bilinear form on TX by declaring /g(v, e1) = 0 for all v ∈ TX .
If we let

T ∗X = WTN ⊕WTT , S2T ∗X = VTNN ⊕ VTNT ⊕ VTTT , (6.6)

where

WTN = 〈e1〉, WTT = T ∗S,

VTNN = 〈e1e1〉, VTNT = {2e1w : w ∈WTT }, VTTT = S2T ∗S,

Similar to before, we trivialize WTN , resp. VTTN , via e1, resp. e1e1, and identify
WTT

∼= VTNT via w 7→ 2e1w. (If dimS = 0, then WTT , VTNT and VTTT are trivial,
i.e. have rank 0.) Then one easily checks:

Lemma 6.2. In the bundle splittings (6.6), we have

dX =

(
e1

/d

)
, δh =

(
−r−/ne1r/

n r−2/δ
)
,

with /δ here the co-differential C∞(X , T ∗X )→ C∞(X ), hence

dXΩ =

(
q′

0

)
, ∇hΩ =

(
q′ 0

)
∈ Hom(T ∗X ,R);

moreover

h =

 1
0
r2/g

 , trh =
(
1 0 r−2 /tr

)
∈ Hom(S2T ∗X ,R),

and

δ∗h =

 e1 0
1
2
/d 1

2r
2e1r

−2

rq/g /δ∗

 , δh =

(
−r−/ne1r/

n r−2/δ r−3q /tr
0 −r−/ne1r/

n r−2/δ

)
. (6.7)

Putting the two decompositions (6.3) and (6.6) together, we have

T ∗M = WN ⊕WTN ⊕WTT ,

S2T ∗M = VNN ⊕ (VNTN ⊕ VNTT )⊕ (VTNN ⊕ VTNT ⊕ VTTT ),
(6.8)

where we wrote

VNT = VNTN ⊕ VNTT ,

by means of the identification VNT ∼= WT = WTN ⊕WTT , i.e. VNTN and VNTT are
the preimages of WTN and WTT , respectively, under this isomorphism. Thus, we
trivialize WN via e0, and WTN via e1, further VNN via e0e0, and VNTN via 2e0e1,
as well as VTNN via e1e1, and identify

T ∗S = VNTT , w 7→ 2e0w; T ∗S = VTNT , w 7→ 2e1w; S2T ∗S ∼= VTTT .
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6.3. Specialization to the Schwarzschild–de Sitter metric. Now, we special-
ize to the Schwarzschild–de Sitter metric, for which S = S2 is equipped with the
round metric, and

q2 = 1− 2M•
r
− Λr2

3
= µ,

where µ = µb0 was defined in (3.4). We compute the subprincipal operator

Ssub(�g) = −i∇π
∗T∗M
HG

at the trapped set Γ defined in (3.30), where π : T ∗M → M the projection and
∇π∗T∗M the pullback connection induced by the Levi-Civita connection onM; see
[Hin17, §3.3 and §4] for details. We can compute the form of this in the (par-
tial) trivialization (6.8) of the bundle T ∗M using (3.32), (6.2) and (6.5), with the
coordinates on T ∗M given by

− σ dt+ ξ dr + η, η ∈ T ∗S2 (6.9)

as in (3.29); so we have σ1(2q′e0) = −2ir−1σ at r = rP , hence

Ssub(�g) = −2µ−1σDt + ir−2

H|η|2 0 0
0 H|η|2 0

0 0 ∇π
∗
S2T
∗S2

H|η|2


+ i

 0 −2r−1σ 0
−2r−1σ 0 −2qr−3iη

0 2qr−1η 0


(6.10)

at Γ, where πS2 : M→ S2 is the projection map (t, r, ω) 7→ ω, and ∇π
∗
S2T
∗S2

is the
pullback connection on π∗S2T ∗S2 induced by the Levi-Civita connection on S2. For

the details of this calculation, we refer the reader to8 [Hin17, Proposition 4.7].
In order to compute regularity thresholds at the radial set R, we will also need

to compute the subprincipal operator of �g, acting on symmetric 2-tensors, at R;

up to a factor of −i, this is given by ∇π∗S2T∗M◦

HG
. We first calculate the form of

∇π∗T∗M◦HG
at R. To simplify our calculations, we use the change of coordinates

t0 := t− F, F ′ = ±µ−1

near r = r±, so ∂t = ∂t0 and dt0 = q−1e0 ∓ q−1e1; this change of coordinates
amounts to taking cb0,± ≡ 0 in (3.6), see also the related discussion in §3.4. Fur-
thermore, writing covectors as

− σ dt0 + ξ dr + η, η ∈ T ∗S2, (6.11)

the dual metric function is G = ∓2σξ − µξ2 − r−2|η|2. Hence, at the conormal
bundle of the horizon at r = r±, given in coordinates by

L± = {(t0, r±, ω; 0, ξ, 0) ∈ Σ}, (6.12)

the Hamilton vector field is HG = ±2ξ∂t0 + µ′ξ2∂ξ − 2µξ∂r. We kept only those
terms here which are not the product of a smooth function vanishing at L± with a
vector field tangent to L±. Now ∂t0 = ∂t = qe0; using (6.2), (6.5) and Lemma 6.2,
we find

∇π
∗T∗M◦

e0 (ue0) = (e0u)e0 − q′ue1,

8Our σ differs from the σ in [Hin17] by a sign.
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∇π
∗T∗M◦

e0 (ue1) = (e0u)e1 − q′ue0,

∇π
∗T∗M◦

e0 (w) = e0w,

where w ∈ C∞(T ∗M◦, π∗T ∗S2) in the last line; therefore, in the static splitting
(6.8) of T ∗M◦, we have

∇π
∗T∗M◦

∂t0
=

 ∂t − 1
2µ
′ 0

− 1
2µ
′ ∂t 0

0 0 ∂t

 .

Since the partial frame used to define the splitting (6.8) ceases to be smooth at
r = r±, we use, near r = r±, the smooth splitting

u = ũN dt0 + ũTN dr + ũTT ; (6.13)

for smooth sections u of the bundle π∗T ∗M◦ → T ∗M◦ near r = r±, with ũN , ũTN
smooth functions on T ∗M◦ near r±, and ũTT a smooth section of π∗T ∗S2 → T ∗M◦.
We have

u = uN e
0 + uTN e

1 + uTT

with  uN
uTN
uTT

 = C
[1]
±

 ũN
ũTN
ũTT

 , C
[1]
± =

 q−1 0 0
∓q−1 q 0

0 0 1

 .

Therefore, the matrix of ∇π∗T∗M◦∂t0
in the splitting (6.13) at L± (where in particular

µ = 0) is given by

∇π
∗T∗M◦

∂t0
= (C

[1]
± )−1

 ∂t − 1
2µ
′ 0

− 1
2µ
′ ∂t 0

0 0 ∂t

C
[1]
± =

∂t0 ± 1
2µ
′ 0 0

0 ∂t0 ∓ 1
2µ
′ 0

0 0 ∂t0

 .

(6.14)
We therefore have

∇π
∗T∗M◦

HG = ±2ξ∂t0 ∓ 2κ±ξ
2∂ξ − 2µξ∂r ± 2κ±ξ

−1 0 0
0 1 0
0 0 0

 (6.15)

at L±, where we use the surface gravities

κ± = ∓1

2
µ′(r±) > 0

of the horizons, κ± = β−1
± with β± as in (6.1). Note that 0-th order terms of

∇π∗T∗M◦∂r do not contribute at L± due to the extra factor of µ; the ∂r-derivative is

needed to calculate the skew-adjoint part of ∇π∗T∗M◦HG
in §9.1.

The smooth splitting of sections u of π∗S2T ∗M◦ → T ∗M◦ induced by (6.13) is,
analogously to (6.8),

u = ũNN dt
2
0 + 2ũNTN dt0 dr+ 2dt0 ũNTT + ũTNNdr

2 + 2dr ũTNT + ũTTT , (6.16)

with ũNN , ũNTN , ũTNN functions on T ∗M◦, ũNTT , ũTNT sections of π∗T ∗S2 →
T ∗M◦, and ũTTT a section of π∗S2T ∗S2 → T ∗M◦. The change of frame from this
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partial frame to the partial frame used in (6.8) is given by C
[1]
± lifted to symmetric

2-tensors, i.e. by
uNN
uNTN
uNTT
uTNN
uTNT
uTTT

 = C
(2)
±


ũNN
ũNTN
ũNTT
ũTNN
ũTNT
ũTTT

 , C
(2)
± =


q−2 0 0 0 0 0
∓q−2 1 0 0 0 0

0 0 q−1 0 0 0
q−2 ∓2 0 q2 0 0
0 0 ∓q−1 0 q 0
0 0 0 0 0 1

 ;

changing the frame in the other direction uses the inverse matrix

(C
(2)
± )−1 =


q2 0 0 0 0 0
±1 1 0 0 0 0
0 0 q 0 0 0
q−2 ±2q−2 0 q−2 0 0
0 0 ±q−1 0 q−1 0
0 0 0 0 0 1

 . (6.17)

Computing the second symmetric tensor power of the operator (6.15) in the
splitting (6.16), we find

∇π
∗S2T∗M◦

HG = ±2ξ∂t0 ∓2κ±ξ
2∂ξ−2µξ∂r±2κ±ξ


−2 0 0 0 0 0
0 0 0 0 0 0
0 0 −1 0 0 0
0 0 0 2 0 0
0 0 0 0 1 0
0 0 0 0 0 0

 (6.18)

at L±, and thus at R± as a b-differential operator, writing ∂t0 = −τ0∂τ0 for the
boundary defining function τ0 = e−t0 of M .

7. Mode stability for the Einstein equation (UEMS)

In this section, we prove Theorem 4.1.9 We recall the mode stability results on
Schwarzschild–de Sitter space from previous physics works by Ishibashi, Kodama
and Seto [KIS00, KI03, IK03]. These are not stated in the form we need them, but
it is easy to put them into the required form.

These works rely on a decomposition of tensors into scalar and vector parts, as
discussed in [KIS00]; we restrict our discussion here to the case of interest in the
present paper, namely we work in 3 spatial dimensions, so the spherical metric
is the round metric on S2, corresponding to taking n = 2 in [KI03]. (For higher
dimensional spheres there would be a tensor part as well.) In brief, if h is a (gener-
alized) mode solution of the linearized Einstein equation (4.3), we shall expand h
into spherical harmonics; since h is a symmetric 2-tensor, this can be accomplished
by means of the formulas (7.2) and (7.5) (for scalar perturbations) and (7.4) (for
vector perturbations) below. Now, the Schwarzschild–de Sitter metric is rotation-
ally invariant, hence so is the linearized Einstein equation; therefore, each spherical

9In the follow-up work [Hin], the first author gives a detailed self-contained proof of UEMS

for the Einstein–Maxwell system, linearized around a spherically symmetric Reissner–Nordström–

de Sitter spacetime. A forteriori, this gives UEMS for Schwarzschild–de Sitter spacetimes, Theo-
rem 4.1, as the special case when both the black hole charge and the electromagnetic perturbation

vanish.
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harmonic component by itself solves the linearized Einstein equation. The calcu-
lations in the rest of the section analyze each of these components and show that
each is a sum of a pure gauge term and a linearized Kerr–de Sitter metric.

Let us describe this in more detail. First, one considers a decomposition of ten-
sors into aspherical (dr, dt), mixed and spherical parts. Then scalar perturbations
arise from non-constant scalar eigenfunctions of the (negative) spherical Laplacian
/∆ on S2,

( /∆ + k2)S = 0, k > 0, (7.1)

via considering /dS as well as /δ∗/dS and S/g, namely

h = f̃S− 2r

k
(f ⊗s /dS) + 2r2

[
HLS/g +HT

( 1

k2
/δ∗/d+

1

2
/g
)
S
]
, (7.2)

where f̃ is valued in aspherical 2-tensors, f in aspherical one-forms, and HL, HT

are functions, all independent of the spherical variables; see [KI03, Equation (2·4)],
or [KIS00, §3] in a more general setting.

On the other hand, vector perturbations arise from eigen-1-forms of the (nega-
tive) tensor Laplacian /∆,

( /∆ + k2)V = 0, /δV = 0, (7.3)

via considering /δ∗V, namely

h = 2r(f ⊗s V)− 2

k
r2HT /δ

∗V, (7.4)

where f is an aspherical one-form and HT a function, all independent of the spher-
ical variables; see [KI03, §5.2] or [KIS00, Equation (29)].

Together with the rotationally invariant (k = 0) scalar case, when there is only

h = f̃S + 2r2HLS/g, S ≡ 1, (7.5)

(7.2) and (7.4) give a Hilbert basis of the L2 space of 2-tensors on Schwarzschild–
de Sitter space. Indeed, this decomposition is a consequence of the well-known
scalar–vector–tensor decomposition on S2, after tensoring the latter with the L2

space in the non-spherical variables (t∗, r). We briefly recall the decomposition on

S2: aspherical 2-tensors are captured by f̃S in (7.2) and (7.5); next, the Helmholtz
decomposition of 1-forms on S2 together with the fact that ( /∆ + k2) preserves
the divergence-free condition in (7.3) show that the f ⊗s /dS and f ⊗s V terms in
(7.2) and (7.4) capture all symmetric products of aspherical 1-forms with spherical
1-forms. Spherical pure trace tensors are described by HLS/g in (7.2) and (7.5).

Lastly, the space of traceless tensors on S2 can be decomposed into an orthogonal
sum of the space of traceless and divergence-free tensors, and the space of tensors
of the form (/δ∗ + 1

2/g/δ)W (the operator here is the adjoint of /δ acting on tracefree

symmetric 2-tensors), with W a 1-form on S2. Now on S2, there are no non-trivial
traceless and divergence-free 2-tensors (see for example [Hig87, section III] for a
proof), and the Helmholtz decomposition for W then yields the last terms in (7.2)
and (7.4), respectively.

One also considers possible gauge changes. In the scalar case these correspond
to 1-forms

ξ = TS + rL /dS, (7.6)
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where T is an aspherical one-form, L a function, both independent of the spherical
variables, and S as in (7.1); see [KIS00, Equation (47)]. In the vector case, they
are

ξ = rLV,

where L is a function, independent of the spherical variables, with V as in (7.3);
see [KIS00, Equation (31)].

It is convenient to also introduce the angular momentum variable, which is re-
lated to k by

k2 = l(l + 1), l ∈ N0,

in the scalar case, and
k2 = l(l + 1)− 1, l ∈ N+

in the vector case.

7.1. Perturbations with l ≥ 2. There are special cases corresponding to l = 0, 1
in the scalar case and l = 1 in the vector case, which we discuss below, so we
first consider l ≥ 2. Then [KI03, IK03] show that certain gauge-invariant quantities
constructed in [KIS00] necessarily vanish for any (temporal, i.e. with fixed frequency
σ in t) mode solution of the linearized ungauged Einstein equation (linearized at
Schwarzschild–de Sitter) with Imσ ≥ 0 (in our notation). In the scalar case, for h
as in (7.2), introducing

X =
r

k

(
f +

r

k
dHT

)
,

these quantities are

F = HL +
1

2
HT +

1

r
G(dr,X), F̃ = f̃ + 2δ∗gAS

X, (7.7)

where
gAS = q2 dt2 − q−2 dr2

is the aspherical part of the metric; see [KI03, Equations (2·7a)–(2·8)] or [KIS00,
Equations (57)–(59)]. By (6.7), we have δ∗gAS

X = δ∗gX− rG(X, dr)/g. Now if F = 0

and F̃ = 0 then h can be written as

h = δ∗g

(
−2XS + 2

r2

k2
HT /dS

)
,

where we use Lemma 6.2 to compute δ∗g(r2/dS) = r2/δ∗/dS; therefore, the mode h is
a pure gauge mode.

In the vector case, with h given by (7.4), the gauge invariant quantity is

F = f +
r

k
dHT , (7.8)

see [KI03, Equation (5·10)] or [KIS00, Equation (33)], and if it vanishes then

h = −2

k
δ∗g(r2HTV),

so again the mode is a pure gauge mode.
We remark that both in the scalar and the vector cases, the gauge 1-form is also

a temporal mode 1-form, with the same frequency σ as h.
Note that one in fact has a more precise result here: the gauge 1-forms are well-

behaved even on the extension of the spacetime across the horizons. This is due
to the fact that the vanishing of the gauge invariant quantities, constructed from a
scalar or vector perturbation satisfying the linearized Einstein equation, follows by
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reducing to a ‘master equation’ satisfied by a ‘master variable’ Φ. For the precise
definition of Φ, we refer the reader to [KI03, §3] (and [KI03, §4] for the discussion
of stationary perturbations, i.e. σ = 0); here, we merely remark that Φ is a suitable

linear combination (with r-dependent coefficients) of components of F and F̃ in the
scalar case, and F is the vector case. This master equation is a (time-harmonic,
i.e. stationary) Schrödinger equation with a positive potential: the corresponding
Schrödinger operator is of the form

(µDr)
2 + VS , (7.9)

see [KI03, Equation (3·5)]. A simple coordinate change x = x(r) transforms this
into the Schrödinger operator D2

x + VS , x ∈ R, on the real line with VS(x) expo-
nentially decaying as |x| → ∞;10 thus, this operator is essentially self-adjoint. The
vanishing of the master variable for mode solutions then follows from

• the spectrum of this Schrödinger operator being non-negative: this excludes
Imσ > 0;
• the absence of embedded eigenvalues and, more generally, of real non-zero

resonance: this is proved via a boundary pairing formula (see [Mel95, §§2.3
and 2.5] for the case of embedded eigenvalues) and a unique continuation
at infinity for Schrödinger operators on the real line with exponentially
decaying potentials;11

• the absence of a 0-eigenvalue and, more generally, of a 0-resonance, due to
the positivity of the potential.

Moreover, the Schrödinger operator (7.9) is well-behaved even on the extended
space; the resonances of the extended problem (corresponding to these modes)
correspond to resonances of the asymptotically hyperbolic problem described by this
Schrödinger operator, see for instance [HVb, Lemma 2.1] and [Vas13, Footnote 58].
Thus, the vanishing of Φ at first in the exterior of the event and cosmological
horizons in fact guarantees its vanishing globally (across the horizons); then the
gauge invariant quantities are reconstructed from this and thus vanish; and finally
the above arguments then show that the metric perturbations under consideration
are all pure gauge modes. This completes the proof of UEMS for modes if l ≥ 2;
see Lemma 7.1 for the case of generalized modes.

7.2. Spherically symmetric perturbations. Next, the case l = 0 exists only in
the scalar case, and it corresponds to spherical symmetry. In this case, we do not
need to assume the metric perturbation h to be a generalized mode; we shall show
that any spherically symmetric perturbation arises by an infinitesimal change of
the black hole mass.

The extension of Birkhoff’s theorem on the classification of solutions of Ein-
stein’s equations with spherical symmetry—namely, that the only such solutions
are Schwarzschild spacetimes—to positive cosmological constants was done in a
particularly simple manner by Schleich and Witt [SW10]. One needs to check that
their arguments work already at the linear level—a priori there may be solutions

10Roughly, at µ = 0, the Schrödinger operator is essentially (µDµ)2 + VS , which with x =

− log µ equals D2
x + VS , with VS = O(µ) = O(e−x) exponentially decaying.

11See also the arguments around [HVb, Equations (3.29) and (3.32)] for a discussion in the

context of asymptotically hyperbolic spaces—the present problem can be regarded as living on
1-dimensional hyperbolic space, given as the interval (r−, r+)r with the metric µ−2 dr2, whose

Laplacian is (µDr)2 as in (7.9)
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of the linearized equation that do not correspond to solutions of the non-linear
equation—but this is straightforward, as we show in the remainder of this section.

The proof in [SW10] proceeds by writing the Lorentzian metric, with the negative
of our sign convention, in the form

g = F du2 + 2X du⊗s dv + Y 2
/g, (7.10)

with F,X, Y independent of the spherical variables, which one may always do by a
diffeomorphism; on the linearized level, one can similarly bring a metric perturba-
tion into this form by adding a δ∗g term. Note in particular that the Schwarzschild–
de Sitter metric is locally in r, but globally otherwise, in this form for an appropriate
choice of t∗ (in terms of the definition (3.6) of t∗, with cb0,± ≡ 0) with u = t∗, v = r,

and then X = ±1, Y = v, F = Λ
3 v

2 + 2M
v − 1. Notice that by spherical symmetry

a priori g is of the form

g = F̃ dũ2 + 2X̃ dũ⊗s dṽ + Z̃ dṽ2 + Ỹ 2
/g,

with coefficients independent of the spherical variables, i.e. g simply has an addi-

tional Z̃ dṽ2 term; in our near-Schwarzschild–de Sitter regime one may even as-

sume (for convenience only) that Z̃ is small; then the coordinate change is v = ṽ,

u = U(ũ, ṽ), and conversely ṽ = v, ũ = Ũ(u, v), which gives the dv2 component

F̃ (∂vŨ)2 + 2X̃∂vŨ + Z̃, which is easily solvable for ∂vŨ whether F̃ vanishes (since

X̃ is near 1) or not (since Z̃ is assumed small, so the discriminant of the quadratic

equation is positive). Note that with δŨ denoting linearized change in Ũ (relative

to Ũ = u, corresponding to the trivial coordinate change ṽ = v, ũ = u needed in

the case of the Schwarzschild–de Sitter metric with Z̃ = 0), δZ̃ the change in Z̃

(relative to Z̃ = 0), we get at X̃ = 1 the equation 2∂vδŨ+δZ̃ = 0 for the linearized
gauge change, which in particular preserves the u-modes.

The gauge term for the linearized equation around Schwarzschild–de Sitter can be
seen even more clearly by considering δ∗g0,±

, where g0,±, is the Schwarzschild–de Sit-

ter metric in the above form (7.10), thus with v = r, u = t∗ with an appropriate
choice of t∗, corresponding to taking cb0,± ≡ 0 in (3.6). See Figure 7.1.

H+ H+

i+

Figure 7.1. Level sets of u for which (u, v = r) gives coordinates
near the event horizon, away from the cosmological horizon, in
which the Schwarzschild–de Sitter metric takes the form (7.10).
Analogous coordinates can be chosen near the cosmological hori-
zon, away from the even horizon.

Then, acting on aspherical 1-forms (the only ones for l = 0, see (7.6)), written in
the basis du, dr, and with output written in terms of the basis du⊗ du, 2du⊗s dr,
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dr⊗dr, /g, and moreover writing µ = µ(r) for the du2 component of Schwarzschild–
de Sitter, we compute

δ∗g0,±
=


∂u + 1

2µ
′ − 1

2µµ
′

1
2∂r

1
2∂u −

1
2µ
′

0 ∂r
r −rµ

 ,

and thus, with tangent vectors written in terms of the basis ∂u, ∂r,

δ∗g0,±
g0,± =


µ∂u ∂u + 1

2µ
′

1
2µ∂r + 1

2∂u
1
2∂r

∂r 0
0 r

 ,

where the second g0,± on the left is the isomorphism from the tangent to the
cotangent bundle. This shows that, given an l = 0 symmetric 2-tensor, its dr2

component, say Ż dr2, can be removed by subtracting δ∗g0,±
g0,± applied to an ap-

propriate multiple f∂u of ∂u; one simply solves Ż = ∂rf . Notice that this gauge
change preserves mode expansions.

Einstein’s equations12 Ric(g)−Λg = 0 for the metric (7.10) are stated in [SW10,
Equations (6)–(9)]; for us the important ones are

−∂vX∂vY +X∂2
vY = 0, (7.11)

X2 + Y ∂vF∂vY + F (∂vY )2 − 2X∂uY ∂vY − 2XY ∂u∂vY = −ΛX2Y 2, (7.12)

X∂uF∂vY + 2XF∂u∂vY − 2F∂uX∂vY −X∂vF∂uY
+ 2X∂uX∂uY − 2X2∂2

uY = 0.
(7.13)

(Equation (7.11) is the dv2 component of the Einstein equation, equation (7.12)
the spherical part, simplified using (7.11), and lastly13 (7.13) is the du2 component,
simplified by plugging in the expression for Λ from (7.12).)

Now, the linearized version of (7.11), linearized around Schwarzschild–de Sitter,
so X = 1, Y = v, with dotted variables denoting the linearization, is

− ∂vẊ + ∂2
v Ẏ = 0, (7.14)

so

Ẋ − ∂vẎ = ξ(u),

with ξ independent of v. With this in mind it is convenient to further arrange
that in g, one has Y = v, as one always may do by a diffeomorphism, and thus
infinitesimally at Schwarzschild–de Sitter by a δ∗g0,±

term. Indeed, we are assuming
that Y is near v by virtue of considering deformations of Schwarzschild–de Sitter, so
Y can be used as a coordinate in place of v, and thus the inverse function theorem
is applicable at least locally. Thus v = V (u, Y ) and the form of the metric (with
no dv2 term) is preserved. Arranging this directly on the linearized level can in
fact be done globally (except in r, since our Schwarzschild–de Sitter metric is only

12Recall that the sign conventions in [SW10], which we are using presently, are the opposite

of what we use in the rest of the paper.
13There seem to be two typos in [SW10, Equation (9)]: a missing factor F in the second term,

and the differentiations in the fifth term are with respect to u rather than v. This does not affect
the argument in [SW10] however, since this equation is only used once one has arranged Y = v

and X = ±1, hence ∂uX = ∂vX ≡ 0 and ∂u∂vY ≡ 0.
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local in r): one can remove the Ẏ component (appearing as a coefficient of /g in

the linearized metric) by subtracting δ∗g0,±
g0,±(2r−1Ẏ ∂r), which preserves mode

expansions. Having arranged Ẏ = 0, we conclude that Ẋ = ξ(u).
In fact, we can use this additional information to further simplify the metric

by a simple change of variables to fix the coefficient of du ⊗s dv as 2. Indeed,
the du ⊗s dv term is 2X du ⊗s dv = 2ξ(u) du ⊗s dv, so changing u appropriately,

namely by doing a change of variables ũ = Ũ(u) with Ũ ′ = ξ, arranges this. In

the linearized version, we note that solving ∂uf = 2Ẋ with f independent of r,
and subtracting δ∗g0,±

g0,±(f ∂u) from the symmetric 2-tensor removes its du ⊗s dr
component as well. Note that this uses strongly that Ẋ = ξ(u): this is what ensures
that the ∂r derivative in δ∗g0,±

g0,± does not give a dr2 component. Again, notice
that this gauge change keeps the u-modes unchanged except the 0-mode, in which
case a linear in u term is generated.

But now, with Ẋ = 0, Ẏ = 0, the linearization of (7.12) is

v∂vḞ + Ḟ = 0. (7.15)

This says ∂v(vḞ ) = 0, and hence

Ḟ = M(u)v−1.

Finally (7.13) becomes

∂uḞ = 0, (7.16)

and thus M(u) = M is independent of u. Comparing with (3.4), this is exactly the
infinitesimal Schwarzschild–de Sitter deformation corresponding to changing the
mass. Thus, one concludes that locally in r, but globally in t∗, the only solution,
without fixing a frequency σ in t∗, i.e. not working on the Fourier-transformed (in
t∗) picture, is linearized Schwarzschild–de Sitter—which is a 0-mode—up to gauge
terms, which are mode gauge terms, with possibly linear growth in t∗, as described
above.

Now, this argument applies separately in two regions of the form r−−δ < r < r2

and r1 < r < r+ + δ, with r± as in (6.1), where r− < r1 < r2 < r+. Thus, in the
overlap r1 < r < r2, we can write the linearized solution as

ġ = δ∗g θ̇1 + ġ0,− = δ∗g θ̇2 + ġ0,+,

where ġ0,± are the linearized Schwarzschild–de Sitter solutions in the two regions,
and where we are using the global Schwarzschild–de Sitter metric g, so the θ± differ
from the ones constructed above by pull-back by the diffeomorphism that puts g
into the form considered above, with vanishing dr2 term; notice that this again
preserves the u-mode expansions. This in particular implies that the ġ0,± have the
same mass parameter M , thus they are equal, that is ġ0,± = ġ0. Then one concludes

that δ∗g(θ̇− − θ̇+) = 0, i.e. θ̇− − θ̇+ is the one-form corresponding to a local Killing
vector field which is spherically symmetric. This is necessarily a constant multiple
of ∂t = ∂t∗ = ∂u, and is thus globally defined. Adding this multiple of the 1-form

g(∂t) to θ̇+ to get θ̇′+ we then have θ̇− = θ̇′+ in the overlap, and thus the one-form

θ̇, equal to θ̇− and θ̇′+ in the domains of definition of these two one-forms, is a
well-defined global one-form. This proves the l = 0 case of UEMS.
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7.3. Scalar perturbations with l = 1. In the scalar l = 1 case one proceeds
differently. Namely in this case the quantities (7.7) discussed for l ≥ 2 are not
gauge-invariant anymore as /δ∗/dS = −S/g for S as in (7.1), that is ( 1

k2 /δ
∗/d+ 1

2/g)S ≡ 0

(recalling k2 = l(l + 1) = 2), so the HT component in (7.2) is no longer defined;
one simply puts HT := 0. Moreover, they do not solve the full set of equations
from l ≥ 2 a priori, but it is shown in [KI03] that the additional equations can be
regarded as gauge conditions. The extra gauge equations one gets are linear wave
equations, thus solvable, with remaining gauge freedom given by the corresponding
initial data, and thus these extra gauge equations can be assumed to hold. In fact,
since we are working in (2 + 1) spatial dimensions, the extra gauge equation is
exactly the scalar wave equation, see [KI03, Equation (B·3)],

�g(L/r) ≡ r−2δgASr
2dAS(L/r) = −1

k
ĖT , (7.17)

where L is the coefficient of the gauge 1-form rL /dS (i.e. the special case T = 0 of the

expression (7.6)),14 and where ĖT is the (non-existing) component of the linearized
Einstein tensor that would correspond to HT in (7.2) if l ≥ 2 were the case;15 here

it is directly defined in terms of F and F̃ from (7.7) as 2r2

k2 ĖT = − tr F̃ , see [KI03,
Equation (A·1d)]. Now, for fixed temporal frequency σ one still has an ODE system,
[KI03, Equation (2·24)], which has a 2-dimensional space of solutions as a linear
ODE in the exterior of the black hole/cosmological horizon, without imposing any
conditions at the horizons. On the other hand, for fixed temporal frequency, again
without imposing any conditions at the horizon, the ODE corresponding to the

gauge wave equation (7.17) also has a 2-dimensional space of solutions L̂. Now the

map from L̂ to changes in the scalar quantities (X,Y, Z̃) of [KI03, Equation (2·24)]
can be thought of, via lowering an index by the metric and multiplying by k (recall
k2 = 2), as the map

L̂ 7→ −2δ̂∗gAS
r2d̂AS(L̂/r) + 2rG(dr, d(L̂/r))gAS +

k2

r
L̂gAS, (7.18)

with ̂ denoting the Fourier transform in −t. (Here, we regard (X,Y, Z), with

Z̃ defined in terms of Z by [KI03, Equation (2·23)], as the components of the

aspherical tensor F̃ − 2FgAS; see [KI03, Equation (2·20)].) We thus need that on
the 2-dimensional space of time-harmonic solutions of the aspherical �gAS

, i.e. on

the space of L̂ satisfying

(∂rq
2r2∂r + σ2q−2r2)(L̂/r) = 0, (7.19)

this map is injective. This is straightforward to check: on the kernel of the Fourier-
transformed version of the map (7.17) (with right hand side ĖT = 0), the trace of
the first term in (7.18) vanishes, so the pure trace component of the map (7.18),

with L̃ = L̂/r, is 2gAS times

L̃ 7→ rq2∂rL̃+
k2

2
L̃.

14The notation here is that of [KIS00, Equation (47)], not the slightly different one used in
[KI03, Appendix B].

15In this case, the linearized Einstein tensor can be decomposed in the same manner as the

linearized metric perturbation, i.e. in the present context as (7.2). For l = 1 however, as discussed

above, the coefficient of HT , or ĖT for the linearized Einstein tensor, vanishes.
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Assuming L̃ is in the kernel of this map and solves (7.19), we can rewrite ∂rL̃ in

terms of L̃ itself and obtain

∂rr
(
−k

2

2
L̃
)

+ σ2q−2r2L̃ = 0;

expanding the derivative and substituting again, we get (using k2 = 2)

(−q2 + 1 + σ2r2)L̃ =
(2M•

r
+

Λr2

3
+ σ2r2

)
L̃ = 0.

For any value of σ ∈ C, the factor here does not vanish for all but at most 3 values

of r, so we obtain L̃ = 0, hence L̂ = 0, as desired.

Since such a gauge change by L̂ still gives a solution of the ODE system satisfied

by (X,Y, Z̃), we conclude that all solutions of the ODE system are given by a gauge
change from the 0 solution; see the related discussion in [KIS00, Appendix E]. Thus,
one may assume that the no-longer gauge invariant quantities constructed in fact
vanish. In this case, with16

X =
r

k
f,

these quantities take the form

F = HL +
1

r
G(dr,X), F̃ = f̃ + 2δ∗gAS

X,

and the vanishing of F and F̃ (which as we said can be assumed up to gauge terms)
implies

δ∗g(−2XS) = f̃S− 2
r

k
f ⊗s /dS + 2r2HLS/g = h,

as desired. Note that as the ODE analysis in [KI03] is done in the exterior of
the black hole/cosmological horizon, this is not quite yet the statement we want:
we want to express the metric perturbation as a Lie derivative also beyond the

horizons. The only potential problem is that the gauge transformation L̂ above
could be non-smooth at the horizons. But note that the mode (which we set out
to show is pure gauge) is smooth at the horizons, and the result of adding to it
the pure gauge solution according to (7.18) is identically 0 between the horizons.
However, by direct substitution one can check that the non-smooth asymptotics
which could a priori be present for the solution of (7.17) are not annihilated by

the map (7.18), and therefore L̂ cannot have non-smooth asymptotics, as desired.
This establishes UEMS in this case for mode solutions; for the case of generalized
modes, see Lemma 7.1 below.

7.4. Vector perturbations with l = 1. We now consider the l = 1 vector case,
i.e. k = 1 in (7.3). One can again proceed as in the scalar l = 1 case; now
the HT component in (7.4) does not exist, since for k = 1, we have /δ∗V = 0,
i.e. V is the one-form corresponding to a Killing vector field on S2. If one sets
HT = 0 in the formula (7.8), one gets the non-gauge invariant quantity F = f .
However, rdAS(f/r) becomes a gauge-invariant quantity in this case, see [KIS00,
Equation (34)]. The linearized Einstein equation, with gAS the aspherical part of
the metric, then becomes

r−3δgASr
3
(
rdAS(f/r)

)
= 0,

16This is the 1-form, denoted Xa in [KI03, Equation (2·8)], not the scalar quantity X from
the previous paragraph.
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see [KIS00, Equation (37)], which gives (as dAS(f/r) is a top degree, i.e. degree 2,
aspherical form) that

rdAS(f/r) = Cr−3(?gAS
1) (7.20)

for a constant C, where ?gAS
is the Hodge-star operator. (Note that this does not

require the actual solution to be a mode solution, just like in the l = 0 case there was
no such requirement in our argument!) In particular, this gauge-invariant quantity
is static, and in fact is the image of an infinitesimal Kerr–de Sitter solution: indeed,
recall from (7.4) that the actual solution is h = 2rf⊗sV, which for a rotation vector
field V on S2 gives an infinitesimal Kerr–de Sitter solution rotating around the same
axis as V if we take f = (Λr

3 + 2M•
r2

)
dt (which indeed satisfies (7.20) with C = 6M•);

this follows from differentiating the metric (3.12) in the parameter a at a = 0.
Therefore, subtracting the corresponding infinitesimal Kerr–de Sitter solution,

we may assume that rdAS(f/r) = 0. Now, δ∗g(r2ψV) = r2dASψ⊗sV; thus we want

to have 2rf = r2dASψ, i.e. dASψ = f/2r. But this can be arranged as dAS(f/r) = 0
and the cohomology of the (t, r) region is trivial; indeed it is easy to write down
such a ψ explicitly, simply integrating f/r. Notice that this gives, if f had an
expansion in powers of t∗, one higher power in terms of t∗. This establishes UEMS,
and completes the proof of Theorem 4.1.

7.5. Generalized modes. We finally bridge the gap between the modes consid-
ered in Theorem 4.1 (1), which do not contain powers of t∗, and the modes appearing
in the expansion (4.6):

Lemma 7.1. Let σ ∈ C, Imσ ≥ 0, σ 6= 0, and suppose

h(t∗, x) =

k∑
j=0

e−iσt∗tj∗hj(x), (7.21)

with hj ∈ C∞(Y, S2T ∗Y Ω◦), is a generalized mode solution of Dgb0
(Ric + Λ)(h) = 0.

Then there exists a 1-form ω ∈ C∞(Ω◦, S2T ∗Ω◦) such that h = δ∗gb0
ω. In fact, ω

is a generalized mode as well, ω(t∗, x) =
∑k
j=0 e

−iσt∗tj∗ωj(x), with the same k, and

with ωj ∈ C∞(Y, S2T ∗Y Ω◦).

Proof. For k = 0 and l = 0 scalar or l = 1 vector perturbations, this was already
shown above. In the remaining cases, we have already shown this result for k =
0. Let us now assume that the lemma holds for k − 1 ≥ 0 in place of k, and
let h, of the form (7.21), be a solution of Dgb0

(Ric + Λ)(h) = 0. Since gb0 is

a stationary metric, the operator Dgb0
(Ric + Λ) has t∗-independent coefficients;

therefore Dgb0
(Ric + Λ)(h) = 0 implies that

0 = tk∗Dgb0
(Ric + Λ)(e−iσt∗hk) +O(e(Imσ)t∗tk−1

∗ ),

hence Dgb0
(Ric + Λ)(e−iσt∗hk) = 0, and UEMS gives hk = δ∗gb0

ω with ω(t∗, x) =

e−iσt∗ω0(x), where ω0 ∈ C∞(Y, T ∗Y Ω◦). Let now h′ = h− δ∗gb0 (tk∗ω), then we have

h′ =

k−1∑
j=0

e−iσt∗tj∗h
′
j(x),

i.e. the leading term of h involving tk∗ is eliminated, and moreover Dgb0
(Ric +

Λ)(h′) = 0; by the inductive hypothesis, h′ = δ∗gb0
ω′, with ω′ a generalized mode
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only including powers of t∗ up to tk−1
∗ , and we conclude

h = δgb0 (tk∗ω + ω′),

as claimed. �

8. Stable constraint propagation (SCP)

We continue to drop the subscript ‘b0’ as in (6.1) and work only with the fixed
Schwarzschild–de Sitter metric g = gb0 .

We now aim to modify δ∗g by suitable stationary 0-th order terms, producing the

operator δ̃∗, so as to move the resonances of δgGg δ̃
∗ into the lower half plane, thus

establishing SCP. (Note that the principal symbol of δ∗g , σ1(δ∗g)(ζ) = iζ ⊗s (·), is

independent of the metric; we will later on use the same modification δ̃∗, irrespective
of the metrics we will be dealing with when solving linearized or non-linear gauged
Einstein-type equations.)

Using the stationary structure of the spacetime, two natural modifications of δ∗g
that leave the principal symbol unchanged are the conjugated version e−γt∗δ∗ge

γt∗

and the conformally weighted version δ∗e−2γt∗g, where γ is a real parameter. The

general form of a linear combination of these two for which the principal symbol is
iζ ⊗s (·) takes the form

δ̃∗u := δ∗gu+ γ1 dt∗ · u− γ2(i∇t∗u)g, γ1, γ2 ∈ R. (8.1)

We will prove:

Theorem 8.1. Let t∗ be the timelike function on Schwarzschild–de Sitter space

(M, gb0) constructed in Lemma 3.1, and define δ̃∗ by (8.1). Then there exist pa-
rameters γ1, γ2 > 0 and a constant α > 0 such that all resonances σ of the constraint

propagation operator �̃CP
g = 2δgGg δ̃

∗ satisfy Imσ < −α.

Rather than excluding the presence of resonances in Imσ ≥ −α by direct means,
for example integration by parts and boundary pairings as in [HVb], we will take

γ1, γ2 ∼ ~−1, with the semiclassical parameter ~ > 0 small, and study ~2�̃CP
g as

a semiclassical b-differential operator on the spacetime domain Ω. In principle, a
direct computation in the spirit of §7 would show this directly and provide concrete
values of γ1, γ2 for which the conclusion holds; we proceed in a more systematic (and
less computational) manner, at the marginal cost of not obtaining such concrete
bounds. In the simpler setting of de Sitter space however, we can exactly compute
the values of γ1, γ2 for which SCP holds; see §C.3.

In §8.1, we discuss the semiclassical reformulation in some detail, preparing the
high frequency analysis of §8.2 and the low frequency analysis of §8.3. For simplicity,
we use standard energy estimates beyond the horizons, proved in §8.4, to cap off
the global estimates; we will obtain the latter in §8.5, and use them to finish the
proof of Theorem 8.1.

We give a brief overview of the proof of Theorem 8.1. A good model operator

to think about (in place of the more complicated operator of interest, ~2�̃CP
g ,

which is discussed in §8.1) is the scalar operator P~ = ~2�g − iL~, where g is a
Schwarzschild–de Sitter metric and −iL~ = −~ i∇t∗du is a first order semiclassical
differential operator.
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• For (semiclassical) microlocal propagation estimates (away from the artifi-
cial boundaries beyond the horizons), we need to determine the semiclassi-
cal characteristic set. Lemma 8.5 shows that this is the union of the zero
section and the intersection of fiber infinity with the light cone.
• §8.2 deals with fiber infinity. The analysis there is similar to that of [Vas13];

the operator −iL~ has a favorable sign and can thus be treated as a com-
plex absorbing operator. (While L~ is lower order in the sense of differential
orders, it is a principal term in the semiclassical sense, i.e. it does affect
the overall principal symbol at finite semiclassical frequencies.) Concretely,
Proposition 8.9 gives real principal type propagation of singularities, Propo-
sition 8.11 provides the radial point estimate, and Proposition 8.12 gives
the estimate at the trapped set. Because of the extra damping −iL~, these
estimates (in particular the one at the trapping) work in all weighted b-
Sobolev spaces, including those with very fast exponential decay. This is
different from the operator ~2�g where estimates only work on spaces with
exponential decay rate ρ < α where α > 0 is the size of the essential spectral
gap.
• §8.3 deals with the zero section of the b-cotangent bundle. Here we use the

operator iP~ to deduce propagation estimates: L~ is its real part, and i~2�g
becomes the complex absorption. The Hamiltonian flow of the principal
symbol of L~ is the symplectic lift of the gradient flow of t∗. There is a
critical set for this flow at the zero section intersected with the boundary
at future infinity, located at r = rc = 3

√
3M•/Λ (see Lemma 3.1) and thus

between the two horizons. All Hamiltonian trajectories either tend to this
critical set or escape to t∗ = 0 in the backward direction. This is used to
set up the propagation of singularities: by Proposition 8.19, one can reduce
to a neighborhood of the critical set; in this neighborhood then, we use a
radial point type estimate, Proposition 8.21. The latter is the only part of
the proof which restricts the amount of exponential decay to ρ < α, where
α > 0 is explicitly given in Remark 8.22.
• Beyond the horizons, we use standard energy estimates, proved in §8.4,

which allow us to propagate our estimates all the way up to the artificial
hypersurfaces located there.
• In §8.5, we show how to combine the results of the preceding sections to ob-

tain global semiclassical estimates on P~ on spaces of exponentially decaying
functions. This implies the invertibility of P~ on such spaces when one fixes
~ > 0 to be small enough; thus, P~ has no resonances in Imσ > −α.

The actual operator is a tensorial operator acting on 1-forms. A considerable
technical complication in §8.3 is then that the principal symbol of L~, defined below,
is not a scalar matrix.

Remark 8.2. Using definition (8.1), the form of �̃CP
g is the same as [GCHMG05,

Equation (13)]. (See also the paper by Pretorius [Pre05] for impressive numeri-
cal results obtained using such techniques.) Thus, Theorem 8.1 rigorously proves
that (8.1) leads to constraint damping, justifying in the setting of Schwarzschild–
de Sitter spacetimes and its (asymptotically) stationary perturbations the heuristic
analysis of [GCHMG05, §III]. Moreover, we point out the connection of the discus-

sion of δ̃∗ vs. δ∗g around (1.8) to numerical investigations of Einstein’s equations:
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introducing the modification δ̃∗ removes the otherwise very sensitive dependence
of the solution of the gauged Einstein equation (1.8) on the constraint equations
being satisfied.

8.1. Semiclassical reformulation. With δ̃∗ defined in (8.1), we now let e > 0
and take

γ1 = γ, γ2 =
1

2
eγ. (8.2)

The constraint propagation operator is thus

�̃CP
g = 2δgGgδ

∗
g + γ

(
−i∇t∗du+ (dt∗)δgu+ (�gt∗)u− e d(i∇t∗u)

)
. (8.3)

We view ~ = γ−1 as a semiclassical parameter; then

P~ := ~2�̃CP
g (8.4)

is a semiclassical b-differential operator. Occasionally, we will indicate the parame-
ter e by writing Pe,~. We will show that Theorem 8.1 follows from purely symbolic
microlocal arguments; the energy estimates we use for propagation in the r-direction
beyond the horizons are rather crude, and also symbolic (albeit for differential oper-
ators) in character. (We will sketch an alternative, completely microlocal symbolic
argument using complex absorption in Remark 8.29.) The relevant operator algebra
is the semiclassical b-algebra, which is described in Appendix A.3.

In order to analyze P~ ∈ Diff2
b,~(M), we first calculate the form of the second

term in (8.3). We now work with the coordinate t∗ of Lemma 3.1, which simplifies
computations significantly: the metric g and the dual metric G take the form

g = µdt2∗ − 2ν dt∗ dr − c2 dr2 − r2
/g,

G = c2 ∂2
t∗ − 2ν ∂t∗∂r − µ∂2

r − r−2 /G,
(8.5)

where c = ct∗ in the notation of Lemma 3.1, and

ν = ∓
√

1− c2µ, ±(r − rc) > 0, (8.6)

with rc = 3
√

3M•/Λ given in Lemma 3.1. See Figure 8.1.

r
r− rc r+

0

ν

Figure 8.1. The graph of the function ν defined in (8.6).

We will also make use of the boundary defining function τ = e−t∗ of M .
Using the identities

ν2 + c2µ = 1, 2νν′ + c2µ′ = 0,

one can then compute the connection coefficients and verify:
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Lemma 8.3. For w ∈ C∞(M◦, T ∗S2) and v ∈ C∞(M◦, TS2), we have

∇∂t∗dt∗ = −1

2
νµ′dt∗ −

1

2
c2µ′dr, ∇∂t∗dr = −1

2
µµ′dt∗ +

1

2
νµ′dr, ∇∂t∗w = ∂t∗w,

∇∂rdt∗ = −1

2
c2µ′dt∗ + c2ν′dr, ∇∂rdr =

1

2
νµ′dt∗ − νν′dr, ∇∂rw = ∂rw − r−1w,

∇vdt∗ = rνiv/g, ∇vdr = rµiv/g, ∇vw = /∇vw − r−1w(v)dr.

Splitting the bundle

T ∗M◦ = 〈dt∗〉 ⊕ 〈dr〉 ⊕ T ∗S2 (8.7)

and using ∇t∗ = c2∂t∗ − ν∂r, we then calculate:

Lemma 8.4. In the bundle decomposition (8.7), we have

−i∇t∗d =

 ν∂r −ν∂t∗ 0
c2∂r −c2∂t∗ 0
c2/d −ν/d −c2∂t∗ + ν∂r

 ,

further

(dt∗)δg =

−c2∂t∗ + ν∂r ν∂t∗ + µ∂r −r−2/δ
0 0 0
0 0 0

+

ν′ + 2r−1ν µ′ + 2r−1µ 0
0 0 0
0 0 0

 ,

and

d(i∇t∗(·)) =

c2∂t∗ −ν∂t∗ 0
c2∂r −ν∂r − ν′ 0
c2/d −ν/d 0

 .

Lastly, we have
�gt∗ = ν′ + 2r−1ν.

The part of P~ corresponding to the second term in (8.3) is given by

−iL~u := −i∇t∗~du+ (dt∗)~δgu+ ~(�gt∗)u− e ~d(i∇t∗u)

= ~

−(1 + e)c2∂t∗ + 2ν∂r eν∂t∗ + µ∂r −r−2/δ
(1− e)c2∂r −c2∂t∗ + eν∂r 0
(1− e)c2/d (e− 1)ν/d −c2∂t∗ + ν∂r


+ ~

2ν′ + 4r−1ν µ′ + 2r−1µ 0
0 (1 + e)ν′ + 2r−1ν 0
0 0 ν′ + 2r−1ν

 .

Thus, L~ ∈ Diff1
b,~(M ; bT ∗M); the first term here is semiclassically principal, the

second one subprincipal due to the extra factor of ~. We will sometimes indicate
the parameter e by writing Le,~. We denote the principal symbol of Le,~ by

`e = σb,~(Le,~).

We decompose L~ in the coordinates (t∗, r, ω) as

L~ = Mt∗~Dt∗ +Mr~Dr +Mω + i~S, (8.8)

with Mω capturing the /d and /δ components, and S the subprincipal term (not
containing differentiations); the bundle endomorphisms Mt∗ , Mr and S of bT ∗M
have real coefficients.

Since
P~ = �CP

g,~ − iL~, �CP
g,~ := ~2�CP

g = ~2δgGgδ
∗
g ,
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see (2.13), we see directly that P~ is not principally scalar due to the non-scalar
nature of L~; of course, the principal part in the sense of differentiable order is
scalar and equal to G Id, with G the dual metric function.

Lemma 8.5. For e ≤ 1 sufficiently close to 1, the semiclassical principal symbol

of Pe,~ is elliptic in bT ∗M \
(
o ∪ (Σ ∩ bS∗M)

)
, where Σ = G−1(0) ⊂ bT ∗M is the

characteristic set, and bS∗M is the boundary of bT ∗M at fiber infinity.

Proof. At a point ζ ∈ bS∗M , the ellipticity of P~ is equivalent to G(ζ) 6= 0, proving
Ellb,~(P~) ∩ bS∗M = bS∗M \ Σ.

Next, working away from fiber infinity, we note that σb,~(�CP
g,~) = G is real, while

σb,~(iL~) has purely imaginary eigenvalues; this follows from (8.10) below for e = 1,
and either by direct computation or from Lemma 8.13 below for 0 < e < 1. We thus
only need to show that σb,~(L~) is elliptic on the part of the light cone Σ∩(bT ∗M\o)
away from fiber infinity and the zero section. Moreover, `e, as a smooth section
of π∗ End(bT ∗M) over bT ∗M (with π : bT ∗M → M), is homogeneous of degree 1
in the fibers of bT ∗M ; since Σ ∩ bS∗M is precompact (the non-compactness only
being due to the boundaries r = r± ± 3εM being excluded in the definition of M),
the set of e for which `e is elliptic on Σ ∩ (bT ∗M \ o) is therefore open. Thus, it
suffices to prove the lemma for e = 1. Writing b-covectors as

ζ = −σ dt∗ + ξ dr + η, η ∈ T ∗S2, (8.9)

we have

`1 =

−2(c2σ + νξ) νσ − µξ −r−2iη
0 −(c2σ + νξ) 0
0 0 −(c2σ + νξ)

 . (8.10)

But −(c2σ + νξ) = G(dt∗, ζ), which by the timelike nature of dt∗ is non-zero for
ζ ∈ Σ ∩ (bT ∗M \ o). �

The last part of the proof shows:

Corollary 8.6. For e close to 1, the symbol σb,~(Le,~) is elliptic in the causal
double cone {ζ ∈ bT ∗M \ o : G(ζ) ≥ 0}.

Schematically, the principal symbol of P1,~ is

G− i

2∇t∗ ∗ ∗
0 ∇t∗ 0
0 0 ∇t∗

 ,

viewing ∇t∗ as a linear function on the fibers of bT ∗M . Since in a conical neigh-
borhood of the two components Σ± of the light cone, see (3.21), we have ±∇t∗ > 0,
the imaginary part has the required sign for real principal type propagation of reg-
ularity along the (rescaled) null-geodesic flow generated by HG in the forward, resp.
backward, direction within Σ+ ∩ bS∗M , resp. Σ− ∩ bS∗M ; see §8.2 for details.

Near the zero section, one would like to think of L1,~ as a coupled system of
first order ordinary differential operators, transporting energy along the orbits of
the vector field ∇t∗. See Figure 8.2.

Remark 8.7. We explain the structure of Le,~ in a bit more detail. We first note
that one can check that the conclusion of Lemma 8.5 in fact holds for all e > 0,
but fails for e = 0. Indeed, for e = 0, one can easily compute the eigenvalues of
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τ = 0
r− rc r+

Figure 8.2. The flow of the vector field ∇t∗, including at the
boundary at infinity.

`0(ζ), ζ ∈ bT ∗M \ o as in (8.9), to be −(c2σ+ ξν) with 2-dimensional eigenspace,17

and c2σ + ξν ±
√
ξ2 + c2r−2|η|2 with 1-dimensional eigenspaces, respectively; the

vanishing of any one of the latter two eigenvalues implies G = 0. Thus, for e = 0, L~
can roughly be thought of as transporting energy in phase space along the flow of
∇t∗ for a corank 2 part of L~, and along the flows of two other vector fields, whose
projections to M are null, on two rank 1 parts. As soon as 0 < e < 1 however,
the projections to M of these two vector fields become future timelike, as we will
discuss in Lemma 8.15 and Remark 8.14 below, and `e is still diagonalizable due
to Lemma 8.13 below; for e = 1 on the other hand, all three vector fields coincide
(up to positive scalars), with projection to M equal to a positive multiple of ∇t∗,
but `1 is no longer diagonalizable as it is nilpotent with non-trivial Jordan block
structure when evaluated on (dt∗)

⊥ \ o ⊂ bT ∗M \ o.
In summary, ellipticity considerations force us to use e > 0, while the structure

of Le,~ is simplest for e = 1, with the technical caveat of non-diagonalizability,
which disappears for e < 1; this is the reason for us to work with e < 1 close to 1.

8.2. High frequency analysis. We now analyze P~ near fiber infinity ∂bT ∗M .
By Lemma 8.5, we only need to study the propagation of regularity within ∂Σ =
G−1(0) ∩ bS∗M along the flow of the rescaled Hamilton vector field

HG = ρ̂HG ∈ Vb(bS∗M),

see (3.26); here ρ̂ is a boundary defining function of fiber infinity bS∗M ⊂ bT ∗M .
Note that HG is equal to the Hamilton vector field of the real part of σb,~(P~).

Let ` = σb,~(L1,~), so the eigenvalues of ±ρ̂` are positive near ∂Σ±. In order
to prove the propagation of regularity (i.e. of estimates) in the future direction,
as explained after the proof of Lemma 8.5, we need to choose a positive definite
inner product on π∗bT ∗M (with π : ∂Σ→M the projection) so that ± ρ̂2 (`+ `∗) is
positive at (and hence near) ∂Σ± in the sense of self-adjoint endomorphisms; see
also [Hin17, Proposition 3.12]. We phrase this in a more direct way in Lemma 8.8
below. For real principal type propagation estimates, we only need to arrange this
locally in ∂Σ, but we can in fact arrange it globally, which will make the estimates
at radial points and at the trapped set straightforward.

17This is independent of e and can be computed explicitly: for η 6= 0 and ξ 6= 0, the eigenspace
is η⊥ ⊕ 〈ν|η|2 dt∗ + c2|η|2 dr − r2ξη〉; if η 6= 0 and ξ = 0, it is η⊥ ⊕ 〈ν dt∗ + c2 dr〉; and if η = 0,

it is η⊥ = T ∗S2.
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Lemma 8.8. Fix the positive definite inner product

gR = dt2∗ + dr2 + /g (8.11)

on bT ∗M , used to define adjoints below. Then there exists a pseudodifferential
operator Q ∈ Ψ0

b,~(M ; bT ∗M) which is elliptic near ∂Σ, with microlocal inverse

Q−, so that

± ρ̂σb,~

( 1

2i

(
QPe,~Q− − (QPe,~Q−)∗

))
> 0 (8.12)

holds near ∂Σ± for all e close to 1.

Proof. Since �CP
g,~ has a real scalar principal symbol, it does not contribute to

(8.12); thus, we need to arrange (8.12) for −iLe,~ in place of Pe,~. Moreover, if
(8.12) holds for e = 1 for some choice of Q, then one can take the same Q for e
close to 1 by compactness considerations. Explicitly then, we may diagonalize the
symbol of L1,~, given in (8.10), near ∂Σ± by conjugating it by an endomorphism-
valued zeroth order symbol q; quantizing q gives an operator Q with the desired
properties. Concretely, near ∂Σ, we may take ρ̂ = |c2σ + νξ|−1, and then

q =

1 ∓ρ̂(νσ − µξ) ±ρ̂r−2iη
0 1 0
0 0 1

 .

The proof is complete. �

This immediately gives the propagation of regularity/estimates:

Proposition 8.9. Suppose B1, B2, S ∈ Ψ0
b,~(M ; bT ∗M) are operators with wave

front set disjoint from ∂Σ−, resp. ∂Σ+, as well as from the zero section o ⊂ bT ∗M .
Suppose also that all backward, resp. forward, null-bicharacteristics of HG from
WF′b,~(B2) ∩ bS∗M reach Ellb,~(B1) in finite time while remaining in Ellb,~(S),

and with S elliptic on WF′b,~(B2). Then for all s, ρ ∈ R and N ∈ R, there exists
~0 > 0 such that one has

‖B2u‖Hs,ρb,~
. ‖B1u‖Hs,ρb,~

+ ~−1‖SP~u‖Hs−1,ρ
b,~

+ ~N‖u‖H−N,ρb,~
, 0 < ~ < ~0, (8.13)

in the strong sense that if the norms on the right are finite, then so is the norm on
the left, and the estimate holds. The same holds if one replaces P~ by its adjoint P∗~
(with respect to any non-degenerate fiber inner product) and interchanges ‘backward’
and ‘forward.’ See Figure 8.3.

This propagates Hs,ρ
b,~-control of u in the forward, resp. backwards, direction

along the HG-flow in ∂Σ+, resp. ∂Σ−.

Proof of Proposition 8.9. First of all, withQ as in Lemma 8.8, we can writeQP~u =
QP~Q

−(Qu) + Ru with WF′b,~(R) ∩WF′b,~(S) = ∅; from this one easily sees that
it suffices to prove the proposition for

P ′~ := QP~Q
− (8.14)

in place of P~. This then follows from a standard positive commutator argument,
considering

i~−1(〈Au,AP ′~u〉 − 〈AP ′~u,Au〉) = 〈i~−1[P ′~, A2]u, u〉
− 〈(i~)−1(P ′~ − (P ′~)∗)A2u, u〉

(8.15)
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∂Σ+

HG
Ellb,~(B1)

WF′b,~(B2)

Ellb,~(S)

Figure 8.3. Propagation of regularity in the future direction
within ∂Σ+: we can propagate microlocal control from Ellb,~(B1)
to Ellb,~(B2). In ∂Σ−, the arrows are reversed, corresponding to
propagation in the backwards direction along HG (which is still the
future direction in ∂Σ).

for a suitable principally scalar commutant A = A∗ ∈ τ−2rΨ
s−1/2
b,~ (M ; bT ∗M) with

wave front set contained in a small neighborhood of ∂Σ±, quantizing a non-negative
symbol a whose HG-derivative has a sign on Ellb,~(B2), with an error term with
the opposite sign on Ellb,~(B1). For example, in the case of ∂Σ+, the term coming
from the commutator can be written σb,~(i~−1[P ′~, A2]) = HGa

2 = −b22 + b21, while
by the previous lemma, the skew-adjoint part gives a contribution (in fact of order
~−1 rather than 1 due to the strict positivity in (8.12)) with the same sign as the
term −b22; thus, this contribution can be dropped from the estimate.

More concretely, quantizing b1 and b2, one can evaluate the right hand side
of (8.15); the a priori control term ‖B1u‖Hs,ρb,~

, resp. conclusion term ‖B2u‖Hs,ρb,~
,

in the estimate (8.13) arises from the quantization of b21, resp. b22. The left hand
of (8.15) is estimated by ‖Au‖2 + ~−2‖AP ′~u‖, and the first term can be absorbed
into the ‖B2u‖Hs,ρb,~

if one chooses a carefully. We refer the reader to [dHUV15, §2]

and [Vas13, §2.5] for a more detailed discussion and further references. �

Remark 8.10. Using the strict positivity of the contribution of the skew-adjoint
part in (8.15), the estimate (8.13) can be improved, to wit

‖B2u‖Hs,ρb,~
. ~1/2‖B1u‖Hs,ρb,~

+ ‖SP~u‖Hs−1,ρ
b,~

+ ~N‖u‖H−N,ρb,~
, 0 < ~ < ~0. (8.16)

Indeed, the right hand side of (8.15) controls ~−1‖Au‖2 (rather than merely ‖B2u‖2)
due to the presence of the second term, provided one has a priori control of
‖B1u‖2; the left hand side on the other hand can be estimated by ε~−1‖Au‖2 +
Cε~−1‖AP ′~u‖2, the first term of which can be absorbed, giving (8.16). The same
improvement can be made in the statements of Propositions 8.11 and 8.12 below.

Likewise, we have microlocal estimates for the propagation near the radial set
∂R:

Proposition 8.11. Suppose the wave front sets of B1, B2, S ∈ Ψ0
b,~(M ; bT ∗M) are

contained in a small neighborhood of ∂Σ+, resp. ∂Σ−, with B2 elliptic at ∂R+
±, resp.

∂R−± (see §3.4), and so that all backward, resp. forward, null-bicharacteristics from

WF′b,~(B2) ∩ bS∗M either tend to ∂R+
±, resp. ∂R−±, or enter Ellb,~(B1) in finite

time, while remaining in Ellb,~(S); assume further that S is elliptic on WF′b,~(B2).
Then for all s, ρ ∈ R and N ∈ R, there exists ~0 > 0 such that the estimate (8.13)
holds for 0 < ~ < ~0. See Figure 8.4.
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The same estimate holds if one replaces P~ by its adjoint and interchanges ‘back-
ward’ and ‘forward.’

bS∗XM
∂R+
±

B2

B1

S

Figure 8.4. Propagation of singularities near a component ∂R+
±

of the radial set within ∂Σ+: we can propagate microlocal con-
trol from Ellb,~(B1) to Ellb,~(B2), in particular into the boundary,
along the forward direction of the HG-flow. In ∂Σ−, we can prop-
agate into the boundary as well by propagating backwards along
the HG-flow.

Proof of Proposition 8.11. This follows again from a positive commutator argu-
ment, see [HV15, Proposition 2.1]. We may replace P~ by P ′~ defined in (8.14).
Using the non-negativity of (i~)−1(P ′~ − (P ′~)∗) near ∂Σ+, we get an estimate un-
der a threshold condition on the regularity s relative to the weight ρ of the form
s−βρ− 1/2 > 0, with β = β±; but the strict positivity of (i~)−1(P ′~− (P ′~)∗) gives
an extra contribution of size ~−1, so the main term in the positive commutator
argument is (up to an overall sign) ≥ s− βρ− 1/2 + δ~−1 for some (small) δ > 0,
which is ≥ δ/2 for small ~. This explains why the radial point estimate does not
require any above-threshold assumptions which appear in the estimate given in the
reference. �

Finally, at the trapping, we have:

Proposition 8.12. There exist operators B1, B2, S ∈ Ψ0
b,~(M ; bT ∗M), with B2 and

S elliptic near ∂Γ+, resp. ∂Γ−, and WF′b,~(B1) ∩ ∂Γ+
bw = ∅, resp. WF′b,~(B1) ∩

∂Γ−fw = ∅, where Γ+
bw ⊂ bT ∗XM is the backward trapped set (with respect to the HG

flow) in Σ+ and Γ−fw ⊂ bT ∗XM is the forward trapped set in Σ−, so that for all
s, ρ ∈ R and N ∈ R, there exists ~0 > 0 such that the estimate (8.13) holds for
0 < ~ < ~0. See Figure 8.5.

The same estimate holds if one replaces P~ by its adjoint, now with WF′b,~(B1)∩
∂Γ+

fw = ∅, resp. WF′b,~(B1) ∩ ∂Γ−bw = ∅, where Γ+
fw ⊂ bT ∗M is the forward trapped

set in Σ+ and Γ−bw ∈ bT ∗M the backward trapped set in Σ−.

Proof of Proposition 8.12. This follows from a straightforward adaption of the proof
of the last part of [HV14, Theorem 3.2]; again the strict positivity of (i~)−1(P ′~ −
(P ′~)∗), and the fact that it has size ~−1 rather than O(1) (which is the size of the
main term of the commutator argument, where the main term of the commutant is
τ−2r, whose HG-derivative has a sign near Γ±), shifts the threshold weight (r = 0
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bS∗XM

∂Γ+
bw

∂Γ+
fw

∂Γ+
fw

B1

B1

B1

B2

∂Γ+

Figure 8.5. Propagation of singularities near the trapped set
∂Γ+: we can propagate microlocal control from Ellb,~(B1) to
Ellb,~(B2), hence from the forward trapped set ∂Γ+

fw into the
trapped set ∂Γ+ (and from there into the backward trapped set
∂Γ+

bw), along the forward direction of the HG-flow. For the corre-
sponding propagation result in ∂Γ−, the subscripts ‘bw’ and ‘fw’
are interchanged.

in the reference) to C for any fixed C > 0 provided ~ > 0 is sufficiently small. This
is the reason for the trapping estimate holding for all weighted spaces, unlike in
the reference. �

Combining these propagation results with elliptic regularity in bS∗M \ ∂Σ and
using the global structure of the null-geodesic flow, see [Vas13, §6] or [HV17, §2],
we can thus control u microlocally near fiber infinity bS∗UM over any open set
U b Ω, provided we have a priori control of u at ∂Σ near the Cauchy surface Σ0

and the two spacelike hypersurfaces [0, 1]τ × ∂Y . (That is, U is disjoint from Σ0

and [0, 1]τ × ∂Y .)

8.3. Low frequency analysis. We next study the operator P~ microlocally near

the zero section o ⊂ bT ∗M . Since σb,~(�CP
g,~) vanishes quadratically at the zero

section, the propagation of semiclassical regularity for solutions of P~u = f there
is driven by L~. Let us consider the situation on the symbolic level in a model case
first: namely, if L is i−1 times a future timelike vector field, then the principal sym-
bol of the scalar operator i(�g− iL) is given by `+ iG, with ` = σ(L). Propagation
in the forward direction along H` requires a sign condition on G which is not met
here. The key is to rewrite

`+ iG = `+ iC`2 − i(C`2 −G) (8.17)

for a constant C; by the timelike nature of iL, we have ` > 0 in the future causal
cone {ζ ∈ bT ∗pM : G(ζ) ≥ 0, G(ζ, dt∗) > 0}, and therefore, for large C, we have

σ2(C`2 −G)(ζ) ≥ 0, ζ ∈ bT ∗pM . (In fact for large C, the left hand side is a sum of
squares, with positive definite Hessian at ζ = 0.) Then we can factor out (1 + iC`)
from (8.17), giving ` − i(C`2 − G) up to terms which vanish cubically at the zero
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section. Algebraically more simply, we can multiply σ2(L + i�g) by (1 − iC`),
obtaining

(1− iC`)(`+ iG) = (`+ C`G)− i(C`2 −G), (8.18)

for which we have propagation of singularities in the zero section along the flow of
iL.

The key lemma allowing us to make this work in a conceptually straightforward
manner for the operator at hand, P~, is the following:

Lemma 8.13. Denoting by gR the inner product (8.11), the principal symbol `e =
σb,~(Le,~) is symmetric with respect to the inner product

be := gR(Be·, ·), Be =

 c2 −ν 0
−ν c−2

(
ν2 + 1

1−e
)

0

0 0 1
(1−e)r2

 .

As before, we shall often drop the subscript ‘e’ from the notation, thus simply
writing B ≡ Be.

Proof of Lemma 8.13. First of all, B is symmetric and positive definite with respect
to gR for e ∈ (0, 1). Next, and also to prepare subsequent arguments, we simply
compute the precise form of BL~. Namely, in the decomposition (8.8), we find

BL~ = M̃t∗~Dt∗ + M̃r~Dr + M̃ω + i~S̃, (8.19)

where M̃t∗ = BMt∗ , M̃r = BMr, M̃ω = BMω and S̃ = BS; concretely,

M̃t∗ =

 (1 + e)c4 −(1 + e)c2ν 0
−(1 + e)c2ν (1 + e)ν2 + 1

1−e 0

0 0 c2

(1−e)r2

 ,

M̃r =

 −(1 + e)c2ν −1 + (1 + e)ν2 0
−1 + (1 + e)ν2 −c−2ν

(
2e−1
1−e + (1 + e)ν2

)
0

0 0 − ν
(1−e)r2


and

M̃ω = i~r−2

 0 0 −c2/δ
0 0 ν/δ
c2/d −ν/d 0

 .

The lemma is now obvious. �

We occasionally indicate ‘e’ explicitly as a subscript for the operators appearing
in (8.19).

Remark 8.14. While we choose a slightly different route below, the conceptually
cleanest and most precise way to proceed would be to use second microlocalization

at the zero section in semiclassical b-phase space bT ∗M . For 0 < e < 1, one can

smoothly diagonalize `e on the front face ff of the blow-up [bT ∗M ; o] near the 2-
microlocal characteristic set of Le,~ (which due to the homogeneity of `e is equivalent
to the smooth diagonalizability of `e in a conic neighborhood of the characteristic
set of Le,~ in bT ∗M\o). Indeed, the pointwise diagonalizability follows directly from
Lemma 8.13; the condition 0 < e < 1 then ensures that in bT ∗M \o, the eigenvalue
−(c2σ+νξ) of `e discussed in Remark 8.7 is always different from the two remaining
eigenvalues (which must then themselves be distinct, as their average is equal to
−(c2σ+νξ) by trace considerations), and the smooth diagonalizability follows easily.
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Moreover, for e > 0, one has G < 0 in the second microlocal characteristic set of L~;
this is just the statement that `e is elliptic in the causal double cone, away from the
zero section. Therefore, one has 2-microlocal propagation of regularity in the future
direction along ff, giving semiclassical Lagrangian regularity for solutions of P~u ∈
Ċ∞; the propagation into the boundary X at future infinity uses a 2-microlocal
radial point estimate at the critical points of the 2-microlocal null-bicharacteristics
of L~, which places a restriction on the weight of the function space at X. Finally, to
deal with the Lagrangian error, one would use a direct microlocal energy estimate,
which we explain below, near the zero section.

Following the observation in Lemma 8.13, we obtain the following sharpening of
Corollary 8.6:

Lemma 8.15. For e < 1 close to 1, the first order differential operator Le,~ is
future timelike in the sense that σb,~(Le,~)(ζ) is positive definite with respect to
the inner product be for all ζ ∈ bT ∗M \ o which are future causal, i.e. G(ζ) ≥ 0,
G(ζ, dt∗) > 0.

Proof. The eigenvalues of σb,~(L1,~)(ζ) are positive for such ζ, and the claim follows
by continuity. �

For the rest of this section, symmetry and positivity will always be understood
with respect to be.

Corollary 8.16. There exists a constant C > 0 such that C`2e − G Id is positive
definite on bT ∗M \ o; that is, (C`2e −G Id)(ζ) ∈ End(bT ∗zM) is positive definite for
ζ ∈ bT ∗zM \ o, z ∈M .

Proof. Note that `2e ≥ 0, and indeed by Lemma 8.15 and using a continuity and
compactness argument, there exists δ > 0 such that `e(ζ)2 ≥ δ > 0 holds for all ζ
with |ζ|gR = 1 and G(ζ) ≥ −δ, while on the other hand G(ζ) ≤ δ−1 for all ζ with
|ζ|gR = 1. But then C`e(ζ)2 − G(ζ) Id ≥ min(Cδ − δ−1, δ) is bounded away from
zero for sufficiently large C > 0. �

The principally symmetric nature of Le,~ will give rise to a (microlocal) energy
estimate with respect to the inner product

〈u, v〉 =

∫
be(u, v) |dgR|.

Denoting formal adjoints with respect to this inner product by a superscript ‘b’
(suppressing the dependence on e here), so Q∗b = B−1Q∗B for an operator Q on

Ċ∞c (M ; bT ∗M), where Q∗ is the adjoint with respect to gR. From now on, all
adjoints are taken with respect to the fiber inner product b. The energy estimate is
then based on the commutator

i

~
(
〈Au,AL~u〉 − 〈AL~u,Au〉

)
=
〈 i
~

[L~, A
2]u, u

〉
+
〈 1

i~
(L~ − L∗~)A2u, u

〉
with a principally scalar commutant A = A∗ ∈ Ψb,~(M ; bT ∗M), microlocalized
near o ⊂ bT ∗M , which we construct below. Roughly, near the critical set {τ =
0, r = rc} of the vector field ∇t∗, we will take A = ψ0(t∗)ψ1(r), composed with
pseudodifferential cutoffs localizing near the zero section; the contribution of the
main term, which is the commutator, then has a sign according to the following
lemma.
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Lemma 8.17. For e ∈ (0, 1), we have Mt∗,e > 0. Moreover, given δr > 0, there
exists δ > 0 such that ±Mr,e > δ Id in ±(r − rc) ≥ δr for all e ∈ (1− δ, 1).

This, together with Lemma 8.15, is consistent with the idea of L~ being roughly
differentiation along ∇t∗. Indeed, ∇t∗(dt∗) = c2 > 0, and ±(∇t∗)(dr) = ∓ν > 0
for ±(r − rc) > 0.

Proof of Lemma 8.17. We obtain equivalent statements by replacing Mt∗,e and

Mr,e by M̃t∗,e and M̃r,e, respectively, and proving the corresponding estimates
in the sense of symmetric operators with respect to gR.

The first claim then follows immediately from the observation that the (3, 3)

entry of M̃t∗ (acting on T ∗S2) is positive, and the 2× 2 minor of M̃t∗ has positive
trace and determinant for e ∈ (0, 1). For the second claim, we must show that

−νM̃r,e > 0 in ν 6= 0. The (3, 3) entry of −νM̃r,e is scalar multiplication by

r−2ν2/(1 − e) > 0, and for the 2 × 2 minor of −νM̃r,e, one easily checks that its
trace is positive for e ∈ (1/2, 1), while its determinant is

ν2
(1 + e

1− e
ν2 − 1

)
.

Given δr > 0, ν2 has a positive lower bound on |r − rc| ≥ δr, and thus this
determinant is positive for e ∈ (1− δ, 1) if δ > 0 is sufficiently small. �

The skew-adjoint part of L~ is

`′ :=
1

2i~
(L~ − L∗~) =

1

2

(
B−1[∂r, BMr] + S + S∗

)
, (8.20)

which is an element of C∞(M ; End(bT ∗M)) and pointwise self-adjoint with respect
to the fiber inner product b. Again, we shall display the parameter e as a subscript
of `′ whenever necessary. Near the critical set of ∇t∗, it will be crucial that `′

is negative definite in order to show propagation into oY ⊂ bT ∗YM on decaying
function spaces (see below for details):

Lemma 8.18. There exist δr, δ > 0 such that for all e ∈ (1 − δ, 1), we have
`′e ≤ −δ Id in the neighborhood |r − rc| < δr of the critical point of ∇t∗.
Proof. A simple calculation shows that `′e depends smoothly on e in a full neigh-
borhood of e = 1, and at e = 1, one computes

`′1 := lim
e→1

`′e =
1

2

2ν′ + 8r−1ν c−2r−1(2− 4ν2 + rνν′) 0
0 3ν′ + 4r−1ν 0
0 0 ν′ + 6r−1ν

 .

Since ν = 0 and ν′ < 0 at r = rc, this shows that all eigenvalues of `′1, and hence
of `′e for e near 1, are indeed negative in a neighborhood of r = rc. �

Choose δr according to Lemma 8.18, and then take δ > 0 to be equal to the
smaller value among the ones provided by Lemmas 8.17, with δr/2 in place of δr,
and Lemma 8.18; then, rescaling δr, we have for e ∈ (1− δ, 1)

`′e ≤ −δ Id for |r − rc| < 16δr, ±Mr,e > δ Id for ± (r − rc) ≥ 8δr. (8.21)

Let us fix such an e and the corresponding inner product b ≡ be. We also pick
C > 0 according to Corollary 8.16 and define an elliptic (near the zero section)
multiple of P~ in analogy to (8.18) by

P ′~ := (1− iCL∗~)iP~ = (L~ + J~)− iQ~, (8.22)
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where
J~ = C Re(L∗~�

CP
g,~)− Im(�CP

g,~),

Q~ = CL∗~L~ − Re(�CP
g,~)− C Im(L∗~�

CP
g,~);

(8.23)

here we use the inner product b to compute adjoints as well as symmetric (Re)
and skew-symmetric (Im) parts. Note that J~, Q~ are semiclassical b-differential
operators, and J~ = J∗~ , Q~ = Q∗~. Denoting by O(ζk) a symbol vanishing at least
to order k at the zero section, their full symbols satisfy

σfull
b,~(J~) = O(ζ3) + ~O(1),

σfull
b,~(Q~) = (C`2 −G Id) + ~O(ζ) + ~2O(1).

(8.24)

We now prove the propagation of regularity (with estimates) away from the
critical set:

Proposition 8.19. Suppose that rc + 14δr < r1 < r2 < r+ + 3εM (see (6.1) and
(3.9) for the definitions of r+ and εM ). Moreover, fix 0 < τ0 < τ1. Let V ⊂ bT ∗M
be a fixed neighborhood of the zero section o ⊂ bT ∗M , in particular V is disjoint
from bS∗M . Let B1, B2, S ∈ Ψb,~(M ; bT ∗M) be operators such that B1 is elliptic
near the zero section over the set(

[0, τ1)τ × (rc + 10δr, rc + 14δr)r ∪ (τ0, τ1)τ × (rc + 10δr, r2)r
)
× S2,

while WF′b,~(B2) ⊂ V ∩ {τ ∈ [0, τ0), r ∈ (r1, r2)}, and S is elliptic in V ∩ {τ ∈
[0, τ1), r ∈ (rc + 10δr, r2)}. Then for all ρ ∈ R and N ∈ R, the estimate

‖B2u‖H0,ρ
b,~
. ‖B1u‖H0,ρ

b,~
+ ~−1‖SP~u‖H0,ρ

b,~
+ ~N‖u‖H0,ρ

b,~
(8.25)

holds for sufficiently small ~ > 0. See Figure 8.6.
The same holds if instead r− − 3εM < r1 < r2 < rc − 14δr, now with B1 elliptic

near the zero section over(
[0, τ0)τ × (rc − 14δr, rc − 10δr) ∪ (τ0, τ1)τ × (r1, rc − 10δr)r

)
× S2,

and S elliptic in V ∩ {τ ∈ [0, τ1), r ∈ (r1, rc − 10δr)}.

B2

B1

τ = 0

τ = τ0

τ = τ1

r c r c
+

8
δ r

r c
+

10
δ r

r c
+

14
δ r

r 1 r 2

Figure 8.6. Propagation near the zero section away from the crit-
ical set of ∇t∗: control on the elliptic set of B1 propagates to the
elliptic set of B2.
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Remark 8.20. Continuing Remark 8.14, there is a cleaner and more precise 2-
microlocal statement. Namely, 2-microlocal regularity propagates along the Hamil-
ton vector fields of the eigenvalues of `.

Proof of Proposition 8.19. Since we are working near the zero section, the differen-
tiability order is irrelevant. Furthermore, by Lemma 8.5, we may localize as close
to the zero section as we wish, and by conjugating microlocally near o ⊂ bT ∗M by
the elliptic operator (1 − iCL∗~), it suffices to prove the estimate (8.25) for P ′~ in
place of P~. We then consider the scalar commutant

a(z, ζ) = eρt∗χ0(t∗)χ1(r)χ∗(ζ),

where z = (t∗, r, ω) ∈ M and ζ ∈ bT ∗zM , where we suppress a factor of Id, the
identity map on (π∗bT ∗M)(z,ζ), π : bT ∗M → M the projection. Here, writing

t∗,j = − log τj , we take χ0 with χ0 ≡ 0 for t∗ ≤ t∗,1 + 1
3 (t∗,0 − t∗,1) and χ0 ≡ 1 for

t∗ ≥ t∗,1 + 2
3 (t∗,0 − t∗,1), while

χ1(r) = ψ1(r)ψ2(z−1(r2 − r)), ψ2(x) = H(x)e−1/x,

and ψ1 ≡ 0 for r ≤ rc+11δr and ψ1 ≡ 1 for r ≥ rc+13δr, see Figure 8.7; moreover,

χ∗(ζ) = χ∗,0(z∗ζ),

with χ∗,0 ∈ C∞c (bT ∗M) identically 1 for |ζ| ≤ 1/2 and identically 0 for |ζ| ≥ 1.
Further, we assume that

√
χ0,
√
χ1 and

√
χ∗ are smooth; finally, z,z∗ > 0 are

large, to be chosen later.

r
rc + 10δr rc + 14δr r2

χ1

Figure 8.7. Graph of the function χ1, with the negative deriv-
ative between rc + 14δr and r2 giving positivity in the positive
commutator argument, and the region rc + 10δr ≤ r ≤ rc + 14δr
being the a priori control region.

Let ` and j denote the principal symbols of L~ and J~, respectively; then H`t∗ =
Mt∗ and H`r = Mr. Therefore, we compute

H`a = eρt∗
(
χ′1Mrχ0χ∗ + (ρχ0 + χ′0)Mt∗χ1χ∗ + (H`χ∗)χ0χ1

)
; (8.26)

using ψ′2 = x−2ψ2, we further have

χ′1 = ψ′1ψ2 −z(r2 − r)−2χ1,

with the second term being the main term, and the first term supported in the a
priori control region in r. On the other hand,

Hja = eρt∗
(
χ′1(Hjr)χ0χ∗ + (ρχ0 + χ′0)(Hjt∗)χ1χ∗ + (Hjχ∗)χ0χ1

)
;

now in view of the cubic vanishing of j at ζ = 0 by (8.24), the first two terms in
the parenthesis—which are stationary (t∗-independent) smooth functions—vanish
quadratically there; for large z∗, we will thus be able to absorb them into the main
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term χ′1Mr in (8.26) up to a priori controlled terms. Concretely, given a constant
M > 0 (used to absorb further error terms), chosen below, we can write

H`+ja = −(b′2)2 −Ma+ e0 + e1, (8.27)

where

b′2 = eρt∗/2
√
χ0χ1χ∗

(
z(r2 − r)−2(Mr +Hjr)− ρ(Mt∗ +Hjt∗)−M Id

)1/2
,

e0 = eρt∗χ0χ1(H`+jχ∗),

e1 = eρt∗χ∗
(
ψ′1ψ2χ0(Mr +Hjr) + χ′0χ1(Mt∗ +Hjt∗)

)
.

Here, the parenthesis in the definition of b′2 is a strictly positive self-adjoint endo-
morphism on supp a provided z∗ and z are large, and we take b′2 to be the unique
positive definite square root, which is smooth; the term e1 is supported in the re-
gion where we assume a priori control, corresponding to the elliptic set of B1, and
e0 is supported in the elliptic set of P ′~.

Let now A = A∗ ∈ Ψb,~(M ; bT ∗M), B′2 = (B′2)∗ ∈ Ψb,~(M ; bT ∗M), E0 and
E1 ∈ Ψb,~(M ; bT ∗M) denote quantizations of a, b′2, e0 and e1, respectively, with
operator wave front set contained in the respective supports of the symbols, and
Schwartz kernels supported in fixed small neighborhoods of the projection of the
wave front set to the base. We then evaluate the L2 = H0

b pairing (using the fiber
inner product b)

I := ~−1 Im〈AP ′~u,Au〉+ ~−1 Re〈AQ~u,Au〉

=
i

2~
(
〈Au,A(L~ + J~)u〉 − 〈A(L~ + J~)u,Au〉

)
=
〈 i

2~
[L~ + J~, A

2]u, u
〉

+ 〈`′A2u, u〉, (8.28)

recalling (8.20). Using the description (8.27) on the symbolic level and integrating
by parts, there exists E3 ∈ Ψb,~(M ; bT ∗M) with WF′b,~(E3) ⊆ WF′b,~(A) so that
the right hand side is equal to

I = 〈E0u,Au〉+ 〈E1u,Au〉 −M‖Au‖2 − ‖B′2Au‖2 + ~〈E3u,Au〉+ 〈`′A2u, u〉.
We estimate

|〈E0u,Au〉| ≤ C ′′~−2‖SP ′~u‖2H0,ρ
b,~

+ ~2‖Au‖2 + CN~N‖u‖2
H0,ρ

b,~

using the ellipticity of P ′~ on WF′b,~(E0); further, for η > 0 arbitrary,

|〈E1u,Au〉| ≤ Cη‖B1u‖2H0,ρ
b,~

+ η‖Au‖2 + CN~N‖u‖2
H0,ρ

b,~

by virtue of the ellipticity of B1 on WF′b,~(E1); in both cases, the constants Cη

and CN depend implicitly also on the parameters M, z and z∗. Fixing Ã ∈
Ψb,~(M ; bT ∗M), elliptic in a small neighborhood of WF′b,~(A) (for z∗ = 1, say),
we further have

|~〈E3u,Au〉| ≤ η‖Au‖2 + Cη‖~Ãu‖2H0,ρ
b,~

+ CN~N‖u‖2
H0,ρ

b,~
.

We can furthermore estimate

|〈`′A2u, u〉| ≤ |〈`′Au,Au〉|+ |〈Au, [A, `′]u〉|

≤ (C ′ + η)‖Au‖2 + Cη‖~Ãu‖2H0,ρ
b,~

+ CN~N‖u‖2
H0,ρ

b,~
.
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Lastly, we may estimate ‖B2Au‖2 ≤ C ′2‖B′2Au‖2 + CN~N‖u‖2
H0,ρ

b,~
by elliptic regu-

larity, and therefore obtain

I ≤ C ′′~−2‖SP ′~u‖2H0,ρ
b,~

+ Cη‖B1u‖2H0,ρ
b,~
− C ′2‖B2Au‖2

− (M− C ′ − 3η − ~2)‖Au‖2 + 2Cη‖~Ãu‖2H0,ρ
b,~

+ CN~N‖u‖2
H0,ρ

b,~
.

(8.29)

We henceforth fix M > C ′.
Turning to the left hand side of (8.28), we bound the first term by

~−1 Im〈AP ′~u,Au〉 ≥ −η‖Au‖2 − Cη~−2‖AP ′~u‖2.

To treat the first term of (8.28), we write

~−1 Re〈AQ~u,Au〉 = Re〈~−1[A,Q~]u,Au〉+ ~−1〈Q~Au,Au〉 (8.30)

and bound the first term on the right by writing it as

~Re
〈
~−1

[
A, ~−1[A,Q~]

]
u, u

〉
≥ −C̃~‖Ãu‖2

H0,ρ
b,~
− CN~N‖u‖2

H0,ρ
b,~

For the second term of (8.30) on the other hand, we recall the form (8.24) of the
full symbol of Q~. We begin by estimating the contribution of the lower order
terms: any ~2O(1) term gives a contribution which is bounded by C2~‖Au‖2, i.e.
has an additional factor of ~ relative to the term M‖Au‖2 in (8.29) and is thus
small for small ~ > 0. The contribution of an ~O(ζ) term is small for z∗ � 0 (i.e.
strong localization near the zero section):18 Indeed, if ~V , with V ∈ Vb(M), is a
semiclassical b-vector field (so σb,~(~V ) = O(ζ)), then we have

‖V Au‖ ≤ ‖ΞV Au‖+ CN,z∗~N‖u‖H0,ρ
b,~

for Ξ ∈ Ψb,~(M ; bT ∗M) a quantization of χ∗,0(z∗ζ/2) Id; but the supremum of
the principal symbol of ΞV is then bounded by a constant times z−1

∗ . By [Zwo12,
Theorem 5.1], the operator norm on L2 of a semiclassical operator is given by the
L∞ norm of its symbol up to O(~1/2) errors, hence we obtain

‖V Au‖ ≤ (C ′z−1
∗ + Cz∗~1/2)‖Au‖+ CN,z∗~N‖u‖H0,ρ

b,~
;

fixing z∗, we get the desired bound for the contribution of ~O(ζ) to the second
term in (8.30),

~−1|〈~V Au,Au〉| ≤ 2C ′z−1
∗ ‖Au‖2 + CN~N‖u‖2

H0,ρ
b,~
,

for ~ > 0 sufficiently small.
In order to treat the main term of Q~, define Q ∈ C∞(M ; End(bT ∗M ⊗ bT ∗M))

as the pointwise self-adjoint section with quadratic form

(Q(ζ ⊗ v), ζ ⊗ v) = C|`(ζ)v|2b −G(ζ)|v|2b , ζ, v ∈ bT ∗zM, z ∈M,

then Q~ = ~2∇∗Q∇ modulo lower order terms, i.e. semiclassical b-differential op-
erators with full symbols of the form ~O(ζ) + ~2O(1). By Corollary 8.16, the clas-
sical b-differential operator Q′ := ∇∗Q∇ is an elliptic element of Ψ2

b(M ; bT ∗M)
and formally self-adjoint with respect to the fiber inner product b, therefore we can
construct its square root using the symbol calculus, giving R ∈ Ψ1

b(M ; bT ∗M) such

18A fixed bound would be sufficient for present, real principal type, purposes, but the smallness
will be essential at the critical set in the proof of Proposition 8.21 below.
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that Q′ − R∗R = R′ ∈ Ψ−∞b (M ; bT ∗M); but then the boundedness of R′ on H0,0
b,~

gives

~−1〈~2∇∗Q∇Au,Au〉 ≥ −C ′~‖Au‖2. (8.31)

We conclude that the left hand side of (8.28) satisfies the bound

I ≥ −Cη~−2‖SP ′~u‖2 − (η + C2~ + 2C ′z−1
∗ + C ′~)‖Au‖2

− C̃‖~1/2Ãu‖2
H0,ρ

b,~
− CN~N‖u‖2

H0,ρ
b,~

(8.32)

for ~ > 0 sufficiently small. Note that the constant in front of ‖Au‖2 can be made
arbitrarily small by choosing η > 0 small, z∗ large and then ~ > 0 small.

Combining this estimate with (8.29), we can absorb the ‖Au‖2 term from (8.32)
into the corresponding term in (8.29), and then drop it as it has the same sign as
the main term ‖B2Au‖2. We thus obtain the desired estimate (8.25), but with an

additional control term ‖~1/2Ãu‖2 on the right hand side; this term however can
be removed iteratively by applying the estimate to this control term itself, which
weakens the required control by ~1/2 at each step, until after finitely many iterations
we reach the desired power of ~N . �

Not using the flexibility in choosing z∗, and simply using the semiclassical sharp
G̊arding inequality to estimate Q~ in (8.30), we could take the support of χ∗ in
the above proof to be fixed (e.g. by choosing z∗ = 1): the positivity of σb,~(Q~)
would give a lower bound −C ′‖Au‖2 in (8.31) with some constant C ′, which could
be absorbed in the term in (8.29) involving ‖Au‖2 by taking M > 0 large. On
the other hand, our argument presented above in particular shows that, using the
structure of Q~, the constant C ′ can be made arbitrarily small, which is crucial in
the more delicate radial point type estimate near the critical set:

Proposition 8.21. Fix 0 < τ0 < τ1, and let V ⊂ bT ∗M be a fixed neighborhood
of o ⊂ bT ∗M . There exists α > 0 such that the following holds: let B1, B2, S ∈
Ψb,~(M ; bT ∗M) be operators such that B1 is elliptic near the zero section over the
set (τ0, τ1)τ × (rc − 16δr, rc + 16δr)r × S2, while

WF′b,~(B2) ⊂ V ∩ {τ ∈ [0, τ1), r ∈ [rc − 15δr, rc + 15δr]},

and S is elliptic in V ∩ {τ ∈ [0, τ1), r ∈ (rc− 16δr, rc + 16δr)}. Then for all ρ ≤ α,
the estimate

‖B2u‖H0,ρ
b,~
. ‖B1u‖H0,ρ

b,~
+ ~−1‖SP~u‖H0,ρ

b,~
+ ~N‖u‖H0,ρ

b,~

holds. See Figure 8.8.

The decisive gain here is that by taking B2 to be elliptic near the zero section
over [0, τ0]τ × (rc − 15δr, rc + 15δr) × S2, we can propagate estimates on decaying
function spaces e−αt∗L2

b into the boundary X at future infinity, as well as to the
region |r − rc| ∈ (10δr, 14δr) from where we can use Proposition 8.19 to propagate
estimates outwards, i.e. in the radial direction across the event and the cosmological
horizons.

Proof of Proposition 8.21. By microlocal elliptic regularity, we may again prove the
estimate for P ′~ in place of P~. We consider the commutant

a(z, ζ) = eρt∗χ0(t∗)χ1(r)χ∗(ζ),
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B2

B1

τ = 0

τ = τ0

τ = τ1
r c
−

16
δ r

r c
−

15
δ r

r c
+

15
δ r

r c
+

16
δ r

Figure 8.8. Propagation near the zero section in the vicinity of
the critical set of ∇t∗: control on the elliptic set of B1 propagates
to the elliptic set of B2.

with the cutoffs χ0 (identically 1 for t∗ ≥ − log τ0 and 0 for t∗ ≤ − log τ1) and χ∗
(localizing z∗-close to the zero section) similar to the ones used in the proof of the
previous proposition; furthermore, the radial cutoff is χ1 ≡ 1 for |r − rc| ≤ 9δr,
χ1 ≡ 0 for |r − rc| ≥ 15δr, and νχ′1 ≥ 0 for all r; we moreover require that

√
χ1

and
√
νχ′1 are smooth, and

χ′1Mr ≤ −c1δ for ± (r − rc) ≥ 8δr. (8.33)

We again have the commutator calculation (8.28), but since we can only get a
limited amount positivity near r = rc from the weight in t∗, the sign of `′ on
supp a, guaranteed in (8.21) plays a key role; for m > 0 sufficiently small, it allows
us to write

H`+ja+ `′a = −(b′2)2 − (b′′2)2 −ma+ e0 + e1,

where

b′2 = eρt∗/2
√
χ0χ1χ∗

(
−`′ − ρ(Mt∗ +Hjt∗)−m Id

)1/2
,

b′′2 = eρt∗/2
√
χ0χ∗(−χ′1(Mr +Hjr))

1/2,

e0 = eρt∗χ0χ1(H`+jχ∗),

e1 = eρt∗χ′0χ1χ∗(Mt∗ +Hjt∗).

Now for ρ ≤ α, with α > 0 sufficiently small, and all small m > 0, the square root
defining b′2 exists on supp(χ0χ1χ∗) within the space of positive definite self-adjoint
endomorphisms of bT ∗M due to `′ ≤ −δ Id, provided z∗ is sufficiently large so that
the contribution of Hj is small. Let us fix such m > 0 and α > 0. Observe that,
similarly, b′′2 is well-defined and smooth; in fact it is an elliptic symbol whenever
χ′1 6= 0, but this does not provide any further control beyond what b′2 gives. The
error term e0 is controlled by elliptic regularity for P ′~, and the term e1 is the a
priori control term.

We can now quantize these symbols and follow the proof of Proposition 8.19
mutatis mutandis. Note that the constant C ′ in (8.29) does not appear anymore
in the present context, since it came from `′, which, however, we incorporated into
the symbolic calculation above; thus, the quantity in the parenthesis multiplying
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‖Au‖2 in (8.29) can be made positive (≥ m/2, say), and the prefactor of ‖Au‖2 in
(8.32) can be made arbitrarily small, by choosing η > 0 small, z∗ > 0 large and
then ~ > 0 small. This completes the proof. �

Remark 8.22. An inspection of the proof shows that for any fixed

α < inf
{
ρ : spec(−`′1 − ρMt∗,1) ⊂ R+ at r = rc

}
=
|ν′(rc)|

2c2
,

one can take e < 1 so close to 1 that the above microlocal propagation estimates
hold.

8.4. Energy estimates near spacelike surfaces. We continue dropping the sub-
script ‘e’ and using the positive definite fiber metric b on bT ∗M . In order to ‘cap
off’ global estimates for P~, we will use standard energy estimates near the Cauchy
surface Σ0, as well as near the two connected components of [0, 1]τ ×∂Y (which are
spacelike hypersurfaces, located beyond the horizons). Since we need semiclassical
estimates for the principally non-real operator P~, this does not quite parallel the
analysis of19 [Vas13, §3.3] if one extended it to estimates on b-Sobolev spaces as
in [HV15, §2.1]; moreover, we need to take the non-scalar nature of the ‘damping’
term L~ into account.

The key to proving energy estimates in the principally scalar setting is the co-
ercivity of the energy-momentum tensor when evaluated on two future timelike
vector fields, one of which is a suitably chosen ‘multiplier,’ the other often com-
ing from boundary unit normals, see [Tay96, §2.7] and [DR08, Appendix D]. Since
�CP
g,~− iL~ is not principally scalar in the semiclassical sense due to the presence of

L~, which however is future timelike as explained in Lemma 8.15 and should thus
be considered a (strong) non-scalar damping term, it is natural to use

L~ = `µ ~Dµ + i~S
(so `µ = `(dxµ) ∈ End(T ∗M◦)) as a non-scalar multiplier. For the resulting bundle-
valued ‘energy-momentum tensor,’ we have the following positivity property:

Lemma 8.23. Given a future timelike covector w ∈ T ∗zM◦, z ∈M◦, define

Tµν = (Gµκ`ν +Gνκ`µ −Gµν`κ)wκ ∈ End(T ∗zM
◦). (8.34)

Then:

(1) For all ζ ∈ T ∗zM◦ \ o, we have Tµνζµζν > 0, that is, there exists a constant
CT > 0 such that

〈Tµνζµζνv, v〉 ≥ CT |ζ|2gR |v|
2
b , ζ, v ∈ T ∗zM◦.

(2) Write w = dz0 near z, with z0 = 0 at z, and denote by z1, · · · , z3 local
coordinates on {z0 = 0} near z with G(dz0, dzi) = 0, i = 1, . . . , 3.20 Then,
with indices i, j running from 1 to 3, we have

〈T 00v0, v0〉+ 〈T 0jv0, ζ
′
jv〉+ 〈T i0ζ ′iv, v0〉+ 〈T ijζ ′iv, ζ ′jv〉

≥ CT
(
|v0|2b + |ζ ′|2gR |v|

2
b

)
, v0, v ∈ T ∗zM◦, ζ ′ = (ζ ′1, . . . , ζ

′
3) ∈ R3,

(8.35)

for some constant CT > 0, where we identify ζ ′ with ζ ′j dz
j ∈ T ∗zM◦.

19The assumption in the reference that | Imσ| is bounded renders the skew-adjoint part of the

operator in [Vas13, Proposition 3.8] semiclassically subprincipal.
20Given any local coordinates zi on {z0 = 0}, the coordinates zi − G(dz0,dzi)

G(dz0,dz0)
z0 have the

desired property.
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Proof. Choosing local coordinates zµ as in (2), we may assume that {dzµ} is an
orthonormal frame at z; thus, wκ = δκ0, G00 = 1, Gii = −1 and Gµν = 0 for
µ 6= ν. Moreover, by picking a basis of T ∗zM

◦ which is orthonormal with respect to
`0 (which is positive definite by the timelike nature of w and L~), we may assume
`0 = Id and

(Tµν) =


Id `1 `2 `3

`1 Id 0 0
`2 0 Id 0
`3 0 0 Id

 .

The future timelike nature of L~ is then equivalent to `iζ ′i < Id for all ζ ′1, . . . , ζ
′
3 ∈ R

with |ζ ′|2eucl :=
∑

(ζ ′j)
2 ≤ 1. Given v0, v, ζ

′
1, . . . , ζ

′
3, we then compute the left hand

side of (8.35) to be

|v0|2 + |ζ ′|2eucl|v|2 + 2〈v0, `
jζ ′jv〉 = |v0 + `jζ ′jv|2 + |ζ ′|2eucl|v|2 − |`jζ ′jv|2;

the sum of the last two terms is equal to 〈T ′v, v〉 for T ′ =
∑

(ζ ′j)
2 Id−(`jζ ′j)

2. Now,

factoring out |ζ ′|2eucl and letting ξ′j = ζ ′j/|ζ ′|eucl, which has |ξ′|2eucl ≤ 1, we can factor

|ζ ′|−2
euclT = (Id−`jξ′j)(Id +`jξ′j).

Both factors on the right are positive definite, and they commute; thus, we can
write T ′ = R∗R for

R =
(
(Id−`jξ′j)(Id +`jξ′j)

)1/2
the symmetric square root. Therefore,

|v0|2 + |ζ ′|2eucl|v|2 + 2〈v0, `
jζ ′jv〉 = |v0 + `jζ ′jv|2 + |ζ ′|2|Rv|2

is non-negative. Suppose it vanishes, then we first deduce that ζ ′ = 0 or Rv = 0;
in the first case, we find |v0|2 = 0, hence v0 = 0, while in the second case, the
non-degeneracy of R gives v = 0, and it again follows that v0 = 0. Therefore, for
(v0, ζ

′⊗ v) 6= 0, the left hand side of (8.35) is in fact strictly positive. The estimate
(8.35) then follows by homogeneity.

This proves (2); part (1) is the special case in which v0 = ζ0v. �

This of course continues to hold, mutatis mutandis, uniformly in t∗, or more pre-
cisely on the b-cotangent bundle. We leave the necessary (notational) modifications
to the reader.

For the sake of simplicity, we will first prove semiclassical energy estimates near
Σ0 in order to illustrate the necessary arguments, see Proposition 8.27 below; the
energy estimates of more central importance for our purposes concern estimates
in semiclassical weighted (in t∗) b-Sobolev spaces, propagating control in the r-
direction beyond the horizons; see Proposition 8.28.

For convenience, we construct a suitable time function near Σ0:

Lemma 8.24. Let φ = φ(r) be a smooth function of r ∈ (r− − 3εM , r+ + 3εM ),
identically 0 for r− − εM/2 < r < r+ + εM/2, with φ(r)→ +∞ as r → r± ± 3εM ,
and ±φ′(r) ≥ 0 for ±(r − rc) ≥ 0. Define

t := t∗ + φ(r);

see Figure 8.9. Then dt is future timelike.

Proof. Using (8.5), we compute |dt|2G = c2−2νφ′−µ(φ′)2; now νφ′ ≤ 0 by assump-
tion, while µ < 0 on suppφ′, hence |dt|G ≥ c2 everywhere. �
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Figure 8.9. Level sets of the function t.

The main term of the energy estimate will have a sign up to low energy errors
due to the following result.

Lemma 8.25. Let t0 ∈ R, let S := {t = t0}, and fix K b S. For the conormal
w = dt of S, define the End(T ∗SM

◦)-valued tensor Tµν by (8.34), and let CT denote
the constant in (8.35). Then for all η > 0, there exists a constant Cη such that for
all u ∈ C∞c (S;T ∗SM

◦) with suppu ⊂ K, we have∫
S

〈Tµν∇µu,∇νu〉b ≥ (CT − η)

∫
S

|∇u|2gR⊗b dx− Cη
∫
S

|u|2b dx,

where dx is the hypersurface measure on S induced by the metric g.

Proof. We first consider a special case: let x0 = t, and denote by x = (x1, . . . , x3)
local coordinates on S; further, choose a local trivialization of the bundle T ∗SM

◦,
identifying the fibers with R4. Suppose then that b = b(x) and Tµν are constant
matrices, and that ∇µu = ∂µu is component-wise differentiation; suppose more-
over that Gµν is diagonal (with diagonal entries 1,−1, . . . ,−1), and that dx is the
Lebesgue measure in the local coordinate system on S. For u with support in
the local coordinate patch, we can then use the Fourier transform on S, that is,
û(x0, ξ) =

∫
eixξu(x0, x) dx, and compute (with i, j = 1, . . . , 3)

(2π)4

∫
S

〈Tµν∇µu,∇νu〉b dx

=

∫
S

〈T 00∇̂0u, ∇̂0u〉b dξ +

∫
S

〈T 0j∇̂0u, ξj û〉b dξ

+

∫
S

〈T i0ξiû, ∇̂0u〉b dξ +

∫
S

〈T ijξiû, ξj û〉b dξ

≥ CT
∫
S

|∇̂0u|2b + |ξ|2|û|2 dξ = CT (2π)4

∫
S

|∇u|2gR⊗b dx,

proving the desired estimate in this case (in fact with η = 0 and Cη = 0).
To prove the estimate in general for any fixed η > 0, we take a partition of unity

{φ2
k} on S, subordinate to coordinate patches, so that Tµν , b and dx vary by a small

amount over each suppφk, where the required smallness depends on the given η,
as will become clear momentarily. Fixing points zk ∈ suppφk, we then have

〈φ2
kT

µν∇µu,∇νu〉 =
〈
Tµν(zk)∇µ(φku),∇ν(φku)

〉
+
〈
(Tµν − Tµν(zk))∇µ(φku),∇ν(φku)

〉
+
〈
Tµν [∇µ, φk]u,∇ν(φku)

〉
+
〈
φkT

µν∇µu, [∇ν , φk]u
〉
.
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The integral of the leading part of the first term, i.e. without the zeroth order terms
in the local coordinate expressions of ∇µu, can then be estimated from below by
CT ‖∇(φku)‖2 as above, while the second term yields a small multiple of ‖∇(φku)‖2
upon integration provided suppφk is sufficiently small (since then Tµν − Tµν(zk)
is small on suppφk), and all remaining terms involve at most one derivative of u,
hence by Cauchy–Schwarz can be estimated by a small constant times ‖φk∇u‖2 or
‖∇(φku)‖2 plus a large constant times ‖ψku‖2, where we fix smooth functions ψk
with ψk ≡ 1 on suppφk and so that {suppψk} is locally finite. Summing all these
estimates, we obtain∫

S

〈Tµν∇µu,∇νu〉b dx

≥ CT
∑
k

‖∇(φku)‖2 − η
∑
k

(
‖∇(φku)‖2 + ‖φk∇u‖2

)
− Cη

∑
k

‖ψku‖2

≥ (CT − 2η)‖∇u‖2 − C ′η‖u‖2

by another application of the Cauchy–Schwarz inequality, finishing the proof. �

We can now prove:

Proposition 8.26. Fix 0 < t0 < t1. Then for u ∈ C∞c (M◦;T ∗M◦) with support in
t∗ ≥ 0, we have the energy estimate

‖u‖H1
~(t−1((−∞,t0])) . ~−1‖P~u‖L2(t−1((−∞,t1])), (8.36)

see Figure 8.10.

t∗ = 0

t = t0

t = t1

Figure 8.10. Illustration of the energy estimate (8.36), with u
vanishing in t∗ < 0. The norm of P~u is taken on the union of the
shaded regions, and we obtain control of u on the lightly shaded
region.

This follows from:

Proposition 8.27. Fix 0 < t∗,0 < t0 < t1. Then for all u ∈ C∞c (M◦;T ∗M◦), we
have the energy estimate

‖u‖H1
~(t−1((−∞,t0])∩t−1

∗ ([t∗,0,∞))) . ~−1‖P~u‖L2(t−1((−∞,t1])∩t−1
∗ ([0,∞)))

+ ‖u‖H1
~(t−1((−∞,t1])∩t−1

∗ ([0,t∗,0])),
(8.37)

see Figure 8.11.

Indeed, after shifting t∗ and t by t∗,0, the a priori control term in (8.37) vanishes
under the support assumption in Proposition 8.26.
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t = t0

t = t1

t∗ = 0

t∗ = t∗,0

Figure 8.11. Illustration of the energy estimate (8.37). The norm
of P~u is taken on the union of the shaded regions, and we obtain
control of u on the lightly shaded region, assuming a priori control
on the dark region.

Proof of Proposition 8.27. We prove (8.37) by means of a positive commutator ar-
gument, using the compactly supported commutant (or ‘multiplier’)

V~ = χL~, χ = χ1(t∗)χ2(t),

where χ1 is a non-negative function with χ1(t∗) ≡ 0 for t∗ ≤ 0 and χ1(t∗) ≡ 1 for
t∗ ≥ t∗,0, while

χ2(t) = ψ2

(
z−1(t1 − t)

)
with ψ2(x) = e−1/xH(x). Write �~ ≡ �CP

g,~ for brevity. Then, we consider

2~−1 Im〈P~u, V~u〉 = 2~−1 Im〈�~u, V~u〉 − 2~−1‖√χL~u‖2. (8.38)

In the first term on the right, we can integrate by parts, obtaining the operator
i
~ (�∗~χL~ − L∗~χ�~), whose form we proceed to describe: first, recall that �~ ∈
~2Diff2, hence �∗~ −�~ ∈ ~2Diff1; similarly, L∗~ −L~ ∈ ~C∞. We then note that in
local coordinates, we can rewrite �~χL~−L~χ�~ by expanding �~ into its zeroth
and first order terms, plus the scalar principal terms which involve two derivatives;
for the latter, we can then write (dropping the zeroth order term S in L~ and
factoring out ~3)

DµG
µνDνχ`

κDκ −Dµ`
µχDνG

νκDκ

= Dµ

(
χ(GµνDν`

κ − `µ(DνG
νκ)) +Gµν`κ(Dνχ)

)
Dκ,

the point being that one can write this as ∇∗A∇, where the components Aµν of A
only involve χ and dχ, but no second derivatives. The upshot is that we have

i

~
(�∗~χL~ − L∗~χ�~)

= ~2∇∗(χ1χ
′
2T + χB)∇+ ~2∇∗(χ1χ

′
2A

]
1 + χA]2)

+ ~2(χ1χ
′
2A

[
1 + χA[2)∇+ ~2(χ1χ

′
2A3 + χA4)

+ ~2∇∗χ′1χ2Ã∇+ ~2∇∗χ′1χ2Ã
]
1 + ~2χ′1χ2Ã

[
1∇+ ~2χ′1χ2Ã3,

(8.39)

where T, Ã, B are sections of End(T ∗M◦⊗T ∗M◦), while A]1, Ã
]
1, A

]
2 are sections of

Hom(T ∗M◦,
⊗2

T ∗M◦), A[1, Ã
[
1, A

[
2 sections of Hom(

⊗2
T ∗M◦, T ∗M◦), andA3, Ã3

and A4 sections of End(T ∗M◦). Crucially then, we can compute T by a principal
symbol calculation. Namely, the principal symbol of i

~ (�∗~χL~ − L∗~χ�~) is equal
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to that of
i

~
[�~, χ]L~ −

i

~
[L~, χ]�~ +

i

~
χ[�~, L~];

the sum of those terms in the principal symbol which contain derivatives of χ2 is
equal to χ1

(
(HGχ2)`− (H`χ2)G

)
, and we therefore find21

Tµν = (dt)κ
(
Gµκ`ν +Gνκ`µ −Gµν`κ

)
,

which is an ‘energy-momentum tensor’ of the form (8.34). Now

χ′2 = −z(t1 − t)−2χ2 (8.40)

is a smooth function of t only; but when estimating, for 0 ≤ t′ ≤ t1, the integral

~2

∫
t=t′
〈∇∗χ1χ

′
2T∇u, u〉 dx,

we are not quite in the setting of Lemma 8.25 due to the presence of χ1. Note
however that χ1|t=t′ is uniformly bounded in C∞ for t′ ∈ [0, t1], hence, arranging
as we may that

√
χ1 ∈ C∞, we can commute

√
χ1 past ∇, generating error terms

in supp dχ1, where we have a priori control (after integrating in t), given by the
second term on the right hand side of (8.37). Due to (8.40), we can choose z > 0 so
large that the spacetime integral of ~2〈∇∗χB∇u, u〉, estimated simply by Cauchy–
Schwarz, can be absorbed by the main term ∇∗χ1χ

′
2T∇, while the lower order

terms in (8.39) can be estimated directly by Cauchy–Schwarz, again estimating χ2

by χ′2 for the terms involving χ directly. Since χ′2 ≤ 0, we conclude that for any
η > 0, we have, for all z > 0 large enough,

i

~
〈
(�∗~χL~ − L∗~χ�~)u, u

〉
≤ −(CT − η)

∥∥(−χ1χ
′
2)1/2~∇u

∥∥2
+ Cη~2‖(−χ1χ

′
2)1/2u‖2

+ Cz‖u‖2H1
~(t−1((−∞,t1])∩t−1

∗ ([0,t∗,0]))
,

(8.41)

where we estimated the terms involving χ′1 rather crudely, resulting in the last term
on the right, which is the a priori control term in (8.37). We estimate the second
term using the a priori control term and the fundamental theorem of calculus: in
the present setting, this is conveniently done by considering a principally scalar
operator W = W ∗ ∈ Diff1

~(M◦;T ∗M◦) with principal symbol equal to σ1(~Dt∗),
and computing the pairing

2~−1 Im〈√χu,√χWu〉 =
1

i~
〈[W,χ]u, u〉 = −〈(χ′1χ2 + χ1χ

′
2)u, u〉,

where we used ∂t∗ t = 1 to differentiate χ2; again using (8.40) and taking z > 0
large, this implies after applying the Cauchy–Schwarz inequality that

~2‖(−χ1χ
′
2)1/2u‖2 ≤ C

(
~2‖u‖2

L2(t−1((−∞,t1])∩t−1
∗ ([0,t∗,0]))

+ ‖√χ1χ2~∇u‖2
)
. (8.42)

Plugging this into the estimate (8.41), we see that we can drop the second term
on the right in (8.41), up to changing the constant Cz and increasing η by an
arbitrarily small but fixed amount if we choose z > 0 large, thus obtaining

i

~
〈
(�∗~χL~ − L∗~χ�~)u, u

〉
≤ −(CT − η)

∥∥(−χ1χ
′
2)1/2~∇u

∥∥2
+ Cz,η‖u‖2H1

~(t−1((−∞,t1])∩t−1
∗ ([0,t∗,0]))

(8.43)

21This is the unique symmetric choice of T , i.e. for which Tµν = T νµ.
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for any η > 0.
On the other hand, using the fact that L~ in local coordinates is equal to semi-

classical derivatives plus zeroth order terms of size O(~), we can bound the left
hand side of (8.38) by

2~−1 Im〈P~u, V~u〉 ≥ −η‖
√
χL~u‖2 − Cη~−2‖√χP~u‖2

≥ −Cη‖√χ~∇u‖2 − Cη~2‖√χu‖2 − Cη~−2‖√χP~u‖2;
(8.44)

estimating the second term by using (8.42) again and absorbing the ‖√χ~∇u‖2 term
into the main term of (8.43), we obtain the desired estimate (8.37) by combining
(8.43) and (8.44), noting that for the now fixed value z > 0, −χ′2 is bounded from
below by a positive constant in t−1((−∞, t0]) ∩ t−1

∗ ([t∗,0,∞)). �

The arguments presented here extend directly to give a proof of energy estimates
beyond the event, resp. cosmological horizons, propagating ‘outwards,’ i.e. in the
direction of decreasing r, resp. increasing r:

Proposition 8.28. Fix τ0 < 1 and r+ < r0 < r1 < r2 < r3 < r+ + 3εM , and let
ρ ∈ R. Then for all u ∈ C∞c (M◦;T ∗M◦), we have the energy estimate

‖u‖H1,ρ
b,~(r−1([r1,r2])∩τ−1([0,τ0]))

. ~−1‖P~u‖H0,ρ
b,~(r−1([r0,r3])∩τ−1([0,1])) + ‖u‖H1,ρ

b,~(r−1([r0,r1])∩τ−1([0,1]))

+ ‖u‖H1
~(r−1([r0,r3])∩τ−1([τ0,1]))

(8.45)

beyond the cosmological horizon, see Figure 8.12.
Likewise, we have an estimate beyond the event horizon: if r− − 3εM < r0 <

r1 < r2 < r3 < r−, we have the estimate (8.45), replacing the second term on the
right by ‖u‖H1,ρ

b,~(r−1([r2,r3])∩τ−1([0,1])).

B2

B1

τ = 0

τ = τ0

τ = 1

r+ r0 r1 r2 r3

Figure 8.12. Illustration of the energy estimate (8.45) beyond
the cosmological horizon r = r+. The norm of P~u is taken on
r−1([r0, r3])∩ τ−1([0, 1]), and we obtain control of u on the lightly
shaded region, assuming a priori control on the dark region.

Proof. In order to eliminate the weight ρ and work on unweighted spaces, one
proves these estimates for the conjugated operator τρP~τ

−ρ. Then, for the proof of
(8.45), one uses the commutant χL~, χ = χ1χ2χ3, where now χ1(τ) ≡ 1 for τ ≤ τ0
and χ1(τ) ≡ 0 for τ ≥ 1, while χ2(r) = ψ2(z−1(r3 − r)), with ψ2(x) = e−1/xH(x)
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as before, and χ3(r) ≡ 0 for r ≤ r0 and χ3(r) ≡ 1 for r ≥ r1. The regions
supp(χ1χ

′
3) and supp(χ′1χ3) are where we assume a priori control, corresponding

to the second and third term in (8.45), while the future timelike nature of dr on
suppχ, combined with the b-version of Lemma 8.23, gives the conclusion on u in
r−1([r1, r2])∩τ−1([0, τ0]) for z > 0 large and fixed (used to dominate χ2 by a small
constant times −χ′2), using the positive lower bound on −χ′2 in this region. �

Using the propagation of singularities, Propositions 8.9 and 8.19, one can improve
these estimates to allow for arbitrary real regularity, as we will indicate in the next
section.

8.5. Global estimates. We now piece together the estimates obtained in the pre-
vious sections to establish an a priori estimate for u solving P~u = f on decaying
b-Sobolev spaces on the domain Ω defined in (3.33).

To do so, fix a weight α as in Proposition 8.21. Suppose we are given u ∈
C∞c (Ω; bT ∗ΩM) vanishing to infinite order at Σ0, and let f = P~u. For δ ∈ R small,
let

Ωδ = [0, 1]τ × [r− − εM − δ, r+ + εM + δ]r × S2 ⊂M

be a small modification of Ω, so Ω0 = Ω, and Ωδ1 ⊆ Ωδ2 if δ1 ≤ δ2. Let Ω̃ := ΩεM/2.

Denote by f̃ ∈ C∞c (Ω̃; bT ∗
Ω̃
M) an extension of f , vanishing for t∗ ≤ 0, and with

‖f̃‖H0,α
b (Ω̃)•,− ≤ 2‖f‖H0,α

b (Ω)•,− . (8.46)

We can then uniquely solve the forward problem

P~ũ = f̃

in Ω̃. If u′ is any smooth compactly supported extension of u to Ω̃, then P~(ũ−u′)
is supported in {r ≥ r+ + εM} ∪ {r ≤ r− − εM}, hence by the support properties
of forward solutions of P~, we find that ũ− u′ has compact support, and moreover
ũ ≡ u in Ω.

Now, by the energy estimate near Σ0, Proposition 8.26, we have

‖u‖H1
~(Ωδ∩t−1

∗ ([0,1])) ≤ C~
−1‖f̃‖L2(t−1

∗ ([0,2]))

for fixed δ ∈ (0, εM/2). But then we can use this information to propagate H1,α
b,~

regularity of u: at fiber infinity, this uses Propositions 8.9, 8.11 and 8.12, while we
can use Proposition 8.21 to obtain an estimate on u near the critical set r = rc
of ∇t∗, and propagate this control outwards in the direction of increasing r for
r > rc and decreasing r for r < rc by means of Proposition 8.19. Away from the
semiclassical characteristic set of P~, we simply use elliptic regularity. We obtain
an estimate

‖u‖H1,α
b,~ (Ω−δ)

+ ‖u‖H1
~(Ωδ∩t−1

∗ ([0,1])) ≤ C
(
~−1‖f̃‖H0,α

b (Ω̃) + ~‖u‖H1,α
b,~ (Ω)

)
(8.47)

for small ~ > 0. The error term in u here is measured on a larger set than the
conclusion on the left hand side, so we now use the energy estimate beyond the
horizons, Proposition 8.28, in order to bound

‖u‖H1,α
b,~ (Ω) ≤ C

(
~−1‖f̃‖H0,α

b (Ω̃) + ‖u‖H1,α
b,~ (Ω−δ)

+ ‖u‖H1
~(Ωδ∩t−1

∗ ([0,1])

)
.
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Plugging (8.47) into this estimate and choosing 0 < ~ < ~0 small, we can thus
absorb the term ~‖u‖H1,α

b,~ (Ω) from (8.47) into the left hand side, and in view of

(8.46), we obtain the desired a priori estimate

‖u‖H1,α
b,~ (Ω)•,− ≤ C~

−1‖P~u‖H0,α
b (Ω)•,− , 0 < ~ < ~0, (8.48)

which by a simple approximation argument continues to hold for all u ∈ H1,α
b (Ω)•,−

for which P~u ∈ H0,α
b (Ω)•,−.

Let us fix 0 < ~ < ~0 and drop the subscript ‘~.’ There are a number of ways in
which (8.48) can be used to rule out resonances of P in Imσ ≥ −α. One way is to
notice that the a priori estimate (8.48) for P yields the solvability of the adjoint P∗
(the adjoint taken with respect to the fiber inner product b) on growing function
spaces by a standard application of the Hahn–Banach theorem (see e.g. [Hör09,
Proof of Theorem 26.1.7]); concretely, there is a bounded inverse

(P∗)−1 : H−1,−α
b (Ω; bT ∗ΩM)−,• → H0,−α

b (Ω; bT ∗ΩM)−,• (8.49)

for the backwards problem. Now if σ with Imσ > −α were a resonance of P, then
there would exist a dual resonant state ψ ∈ D ′(Y ; bT ∗YM)• with P∗(τ iσψ) = 0,
and in fact by the radial point arithmetic (see the proof of Proposition 8.11), we
have ψ ∈ L2(Y ; bT ∗YM)• if our fixed ~ > 0 is small enough. Letting χ(x) denote a
smooth cutoff, χ ≡ 0 for x ≤ 0 and χ ≡ 1 for x ≥ 1, we put

vj := χ(j − t∗)τ iσψ, gj := P∗vj = [P∗, χ(j − ·)]τ iσψ.
Then vj is the unique backwards solution of P∗v = gj , so vj = (P∗)−1gj ; however

gj → 0 in H−1,−α
b (Ω; bT ∗Ω)−,• as j →∞, while ‖vj‖H0,−α

b
converges to a non-zero

number. This contradicts the boundedness of (8.49), and establishes Theorem 8.1
after reducing α > 0 by an arbitrarily small positive amount.

Another, somewhat more direct way of proving Theorem 8.1 proceeds as follows:
using the same arguments as above for P~, but in reverse, one can prove an estimate
for P∗~ of the form

‖u‖H1,−α
b,~ (Ω)−,• ≤ C~

−1‖P∗~u‖H0,−α
b,~ (Ω)−,• , 0 < ~ < ~0; (8.50)

this relies on versions of the propagation estimates proved in §8.2 and §8.3 in which
the direction of propagation is reversed; since passing from P~ = �CP

g,~ − iL~ to

P∗~ = (�CP
g,~)∗ + iL∗~ effects a change of sign in the skew-adjoint part, the adjoint

version of the crucial Proposition 8.21 now requires that the weight satisfy ρ ≥ −α.
The estimate (8.50) then gives the solvability of the forward problem for P~ on
the dual spaces, which are spaces of decaying functions. Concretely, we obtain a
forward solution operator

P−1
~ : H−1,α

b (Ω; bT ∗ΩM)•,− → H0,α
b (Ω; bT ∗ΩM)•,−, 0 < ~ < ~0.

(Using elliptic regularity and propagation estimates, one also has P−1
~ : Hs−1,α

b →
Hs,α

b for s ≥ 0, or in fact for any fixed s ∈ R provided ~ > 0 is sufficiently small.)
Since the forward problem for P~ is uniquely solvable, the operator P~ cannot have
resonances with Imσ > −α, since otherwise solutions of P~u = f for suitable
(generic) f ∈ C∞c would have an asymptotic expansion with such a resonant state
appearing with a non-zero coefficient, contradicting the fact that the unique solution
u lies in the space H0,α

b .
This concludes the proof of Theorem 8.1.
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Remark 8.29. The argument we presented above in some sense does more than what
is strictly necessary; after all we only want to rule out resonances of the normal

operator of �̃CP
g in the closed upper half plane, not study the solvability properties

of �̃CP
g , though the two are closely related. Thus, the ‘right’ framework would be to

work fully on the Mellin transform side, where one would have two large parameters,
σ and γ = γ1, which can be thought of as a joint parameter (σ, γ) lying in a region
of C × R. (This is also related to the notion of a ‘suspended algebra’ in the sense
of Mazzeo and Melrose [MM99].) In this case one could use complex absorption
around r = r−− εM and r = r+ + εM , as was done in [Vas13], without the need for
the initial or final hypersurfaces for Cauchy problems. Energy estimates still would
play a minor role, as in [Vas13, §3.3], to ensure that in a neighborhood of the black
hole exterior, the resonant states are independent of the particular ‘capping’ used
(complex absorption vs. Cauchy hypersurfaces). We remark that if the final Cauchy
surface is still used (rather than complex absorption), the proof of the absence of
resonances in the closed upper half plane for the Mellin transformed normal operator

N̂(�̃CP
g ) can be obtained by taking u = e−iσt∗v in the above arguments, where v is a

function on Y = Ω∩X, and only integrating in X (not in M) in the various pairings,
dropping any cutoffs or weights in t∗ (Imσ plays the role of weights, contributing

to the skew-adjoint part of N̂(�̃CP
g ) in the arguments), with the b-Sobolev spaces

thus being replaced by large-parameter versions of standard Sobolev spaces. In
any case, we hope that not introducing further microlocal analysis machinery, but
rather working on Ω directly, makes this section more accessible.

9. Spectral gap for the linearized gauged Einstein equation (ESG)

As in (6.1), we drop the subscript ‘b0’ from the metric since we will be only
considering the fixed Schwarzschild–de Sitter metric gb0 .

9.1. Microlocal structure at the trapped set. We now analyze the high fre-
quency behavior of the linearized gauged Einstein operator, modified so as to ar-
range SCP. Thus, we consider

L = Dg(Ric + Λ) + δ̃∗δgGg =
1

2

(
�g + 2Λ + 2Rg + 2(δ̃∗ − δ∗g)δgGg

)
,

where δ̃∗ is the modified symmetric gradient (8.1), and Rg the 0-th order curvature
term (2.9). In order for L to satisfy polynomial high energy bounds on (and in a
strip below) the real axis, we only need to check a condition on the subprincipal part
of L at the trapped set Γ, see (3.30)–(3.31) for the definition. Concretely, it suffices

to show that for our choice of δ̃∗, the skew-adjoint part of the subprincipal operator
Ssub(L), evaluated at a point (t, r, ω;σ, 0, η) ∈ Γ, with respect to a suitable inner
product on π∗S2T ∗M◦, has all eigenvalues in the half space {iσλ : Reλ ≥ 0}, where
we use the coordinates (3.29). (Note that the skew-adjoint part of Ssub is a smooth
section of π∗ End(S2T ∗M◦), homogeneous of degree 1 in (σ, η).) Namely, in this
case, one can choose a stationary inner product on π∗S2T ∗M◦ such that the skew-
adjoint part of |σ|−1Ssub(L) (with respect to this inner product) is bounded above
on Γ+ = Γ∩{σ < 0} (which is a subset of the forward light cone) by an arbitrarily
small positive multiple of the identity, and bounded below on Γ− = Γ ∩ {σ > 0}
(which is a subset of the backward light cone) by an arbitrarily small negative
multiple of the identity; see also (5.5). This gives the desired high energy estimates
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by combining Dyatlov’s result [Dya16] with the framework of pseudodifferential
inner products [Hin17], as explained in §4.3 and §5.1.

The calculation of the subprincipal symbol of the wave operator �g on symmetric
2-tensors in the partial trivialization (6.8) is straightforward using [Hin17, Propo-
sition 4.1]; this states that the subprincipal operator is equal to the covariant de-

rivative −i∇π∗S2T∗M◦

HG
, defined using the pullback connection on π∗S2T ∗M◦. Since

the latter is simply the restriction of the product connection ∇π∗T∗M◦ ⊗∇π∗T∗M◦

to π∗S2T ∗M◦, we conclude that

Ssub(�g)(w1w2) = Ssub(�(1)
g )w1 · w2 + w1 · Ssub(�(1)

g )w2

for w1, w2 ∈ C∞(T ∗M◦, π∗T ∗M◦); �(1)
g on the right denotes the wave operator on

1-forms, whose subprincipal symbol at the trapped set we computed in (6.10). We
can now calculate the 0-th order part S(2) of Ssub(�g) in the bundle splitting (6.8);
indeed, Ssub(�g) in this splitting has a canonical first order part, induced by the

canonical first order part of Ssub(�(1)
g ) which is the first line in (6.10), i.e. the first

order part involves precisely t-derivatives (which uses the stationary nature of the
spacetime metric and the relevant vector bundles) and covariant derivatives on S2.
Thus, S(2) is equal to the second symmetric tensor power of the 0-th order part of

Ssub(�(1)
g ), i.e. of the final term in (6.10), so

S(2) = i


0 −4r−1σ 0 0 0 0

−2r−1σ 0 −2qr−3iη −2r−1σ 0 0
0 2qr−1η 0 0 −2r−1σ 0
0 −4r−1σ 0 0 −4qr−3iη 0
0 0 −2r−1σ 2qr−1η 0 −2qr−3iη
0 0 0 0 4qr−1η 0

 ,

(9.1)
where we recall q = q(r) = (1− 2M•/r − Λr2/3)1/2 from §6.3.

In order to calculate the spectrum of the 0-th order term of Ssub(2L) at Γ
efficiently, we split

T ∗S2 = 〈qσ−1η〉 ⊕ η⊥, (9.2)

and also use the induced splitting

S2T ∗S2 = 〈(qσ−1η)2〉 ⊕ 2qσ−1η · η⊥ ⊕ S2η⊥ (9.3)

of S2T ∗S2. Thus, recalling e0 = q dt and e1 = q−1 dr, we refine (6.8) to the splitting

S2T ∗M◦ = 〈e0e0〉 ⊕ 〈2e0e1〉 ⊕
(
〈2e0qσ−1η〉 ⊕ 2e0 · η⊥

)
⊕ 〈e1e1〉 ⊕

(
〈2e1qσ−1η〉 ⊕ 2e1 · η⊥

)
⊕
(
〈(qσ−1η)2〉 ⊕ 2qσ−1η · η⊥ ⊕ S2η⊥

)
.

(9.4)

Now, in the decomposition (9.2) and using |η|2 = q−2r2σ2 at Γ, one sees that
η : R→ T ∗S2 and iη : T ∗S2 → R are given by

η =

(
q−1σ

0

)
, iη =

(
q−1r2σ 0

)
,



116 PETER HINTZ AND ANDRÁS VASY

which gives

η =

q−1σ 0
0 1

2q
−1σ

0 0

 : T ∗S2 → S2T ∗S2,

iη =

(
q−1r2σ 0 0

0 q−1r2σ 0

)
: S2T ∗S2 → T ∗S2

in the splittings (9.2) and (9.3). Furthermore, we write

/g = |η|−2η · η + r−2
/g⊥ =

 r−2

0
r−2/g⊥

 , (9.5)

where r−2/g⊥ is defined as the orthogonal projection of /g to S2η⊥. Consequently,

/tr =
(
r2 0 r2 tr/g⊥

)
: S2T ∗S2 → R. (9.6)

Since dim S2 = 2, we can pick ψ ∈ η⊥ ⊂ T ∗S2 such that /g⊥ = ψ · ψ; trivializing

S2η⊥ via ψ · ψ therefore amounts to dropping /g⊥ and tr/g⊥ in (9.5)–(9.6). We can

be more explicit: on S2, we have the Hodge star operator ? : TS2 → TS2, which
induces ? : T ∗S2 → T ∗S2, and we can then let ψ = |η|−1(?η).

In terms of (9.4), we therefore find

S(2) = ir−1σ



0 −4 0 0 0 0 0 0 0 0
−2 0 −2 0 −2 0 0 0 0 0
0 2 0 0 0 −2 0 0 0 0
0 0 0 0 0 0 −2 0 0 0
0 −4 0 0 0 −4 0 0 0 0
0 0 −2 0 2 0 0 −2 0 0
0 0 0 −2 0 0 0 0 −2 0
0 0 0 0 0 4 0 0 0 0
0 0 0 0 0 0 2 0 0 0
0 0 0 0 0 0 0 0 0 0


.

Proceeding with the computation of Ssub(2L), we next compute the form of the

operator δ̃∗−δ∗g , with δ̃∗ as in (8.1). We write t∗ = t−F (r), then dt∗ = q−1e0−qF ′e1

and ∇t∗ = q−1e0 + qF ′e1, so we have

δ̃∗u = δ∗gu+ γ1(q−1e0 · u− qF ′e1 · u)− γ2(q−1u0 + qF ′u1)g.

In the decomposition (6.3), we find

δ̃∗ − δ∗g = γ1q
−1

1 0
0 1

2
0 0

− γ1qF
′

 0 0
1
2e

1 0
0 e1


− γ2q

−1

 1 0
0 0
−h 0

− γ2qF
′

0 ie1
0 0
0 −hie1

 .
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Using (6.4), this gives

2(δ̃∗ − δ∗g)δgGg = γ1q
−1

 −e0 −2q−2δhq
2 −e0 trh

1
2q
−2dX q

2 −e0 −q−1δhq − 1
2dX trh

0 0 0


− γ1qF

′

 0 0 0
− 1

2e
1e0 −e1q−2δhq

2 − 1
2e

1e0 trh
e1q−2dX q

2 −2e1e0 −e1(2q−1δhq + dX trh)


− γ2q

−1

−e0 −2q−2δhq
2 −e0 trh

0 0 0
he0 2hq−2δhq

2 he0 trh


− γ2qF

′

 ie1q
−2dX q

2 −2ie1e0 −ie1(2q−1δhq + dX trh)
0 0 0

−hie1q−2dX q
2 2hie1e0 hie1(2q−1δhq + dX trh)

 ,

(9.7)

so the contribution of this term to the subprincipal operator of 2L at Γ in the full
splitting (6.8) is given by its principal symbol, which we evaluate with the help of
Lemma 6.2:

S̃ := σ1(2(δ̃∗ − δ∗g)δgGg)

= iγ1q
−1


q−1σ 0 2r−2iη q−1σ 0 q−1r−2σ /tr

0 q−1σ 0 0 r−2iη 0
1
2η 0 q−1σ − 1

2η 0 r−2(iη − 1
2η /tr)

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0



− iγ1qF
′


0 0 0 0 0 0

1
2q
−1σ 0 r−2iη

1
2q
−1σ 0 1

2q
−1r−2σ /tr

0 0 0 0 0 0
0 2q−1σ 0 0 2r−1iη 0
1
2η 0 q−1σ − 1

2η 0 r−2(iη − 1
2η /tr)

0 0 0 0 0 0



− iγ2q
−1


q−1σ 0 2r−2iη q−1σ 0 q−1r−2σ /tr

0 0 0 0 0 0
0 0 0 0 0 0

−q−1σ 0 −2r−2iη −q−1σ 0 −q−1r−2σ /tr
0 0 0 0 0 0

−q−1r2σ/g 0 −2/giη −q−1r2σ/g 0 −q−1σ/g /tr



− iγ2qF
′


0 2q−1σ 0 0 2r−2iη 0
0 0 0 0 0 0
0 0 0 0 0 0
0 −2q−1σ 0 0 −2r−2iη 0
0 0 0 0 0 0
0 −2q−1r2σ 0 0 −2/giη 0

 .
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In terms of (9.4) then, and defining γ′j = q−2rγj , γ
′′
j = γjrF

′, for j = 1, 2, one finds

that S̃ equals ir−1σ times

γ′1
2



2 0 4 0 2 0 0 2 0 2
0 2 0 0 0 2 0 0 0 0
1 0 2 0 −1 0 0 1 0 −1
0 0 0 2 0 0 0 0 2 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0


− γ′′1

2



0 0 0 0 0 0 0 0 0 0
1 0 2 0 1 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 4 0 0 0 4 0 0 0 0
1 0 2 0 −1 0 0 1 0 −1
0 0 0 2 0 0 0 0 2 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0



+ γ′2



−1 0 −2 0 −1 0 0 −1 0 −1
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
1 0 2 0 1 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
1 0 2 0 1 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0
1 0 2 0 1 0 0 1 0 1


+ γ′′2



0 −2 0 0 0 −2 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 2 0 0 0 2 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 2 0 0 0 2 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 2 0 0 0 2 0 0 0 0


.

By direct computation,22 one then verifies that the characteristic polynomial of

S := S(2) + S̃ is given by

(ir−1σ)−10 det(ir−1σλ− S) = λ6(λ− γ′1)2(λ− 2γ′1)(λ− 2γ′2)

independently of F ′(rP ), hence the eigenvalues of S are 0, iγ1q
−2σ, 2iγ1q

−2σ, and
2iγ2q

−2σ. For γ1, γ2 ≥ 0—which is the case of interest due to our choice (8.2)—this
implies that the size of the essential spectral gap of L is positive, and more precisely,
the operator L satisfies high energy estimates (5.7) in a half space Imσ > −2α
for some α > 0, and (5.8) in any fixed half space Imσ ≥ ε > 0. (The high
energy estimates on the real line that our arguments give are lossy as well, since
the eigenvalues are merely non-negative, up to the factor iσ, rather than strictly
positive.)

To see this, we proceed as in the discussion following [Hin17, Proposition 4.7]:
first, in the (non-microlocal!) bundle splitting (6.8), the operator Ssub(2L) is equal
to S minus i times a diagonal matrix with ∇HG on the diagonal, where ∇ is the
pullback connection on the respective vector bundles in (6.8); so by (3.32), ∇HG
is equal to −2µ−1σ∂t (which commutes with any t-independent operator) minus
r−2∇H|η|2 , the latter now being the pullback connection on the respective tensor

bundles (i.e. zeroth, first or second tensor powers of π∗S2T ∗S2). We now note that
in fact even in the ‘microlocal’ splitting (9.4), ∇H|η|2 is diagonal; indeed, we have:

22This is not a complicated computation. Writing the basis vectors as fj , j = 1, . . . , 10,

〈f4, f7, f9〉 and 〈f1, f2, f3, f5, f6, f8, f10〉 decouple. For the former space, the matrix (ir−1σ)−1S

is lower triangular in the basis f4, f7, f4 − f9, with diagonal entries, thus eigenvalues, γ′1, 0, 0. For
the second space, the matrix is lower triangular in the basis f1, f2, f5, 2f1 − f3, f5 − f10, f2 −
f6, f1 − f3 + f8, with diagonal entries 2γ′1, γ

′
1, 2γ

′
2, 0, 0, 0, 0.
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Lemma 9.1. Let π = πS2 . Away from the zero section o ⊂ T ∗S2, consider the
splitting

π∗T ∗S2 = E ⊕ F, Ey,η = 〈η〉, Fy,η = η⊥.

Then ∇π∗T∗S2

H|η|2
is diagonal in this splitting, i.e. it preserves the space of sections of

E as well as the space of sections of F .

This holds for any Riemannian manifold (S, /g) if one replaces |η|2 by the dual
metric function of /g.

Proof of Lemma 9.1. Fix a point p on S2, introduce geodesic normal coordinates
y1, y2 vanishing at p, and denote the dual variables on the fibers of T ∗S2 by η1, η2.
Then H|η|2 = 2/gijηi∂yj at p, and therefore

∇π
∗T∗S2

H|η|2
(ηk dy

k) = 2/g
ijηiηk∇∂yj dy

k = 0

at p, proving the claim for E. On the other hand, the fact that the Levi-Civita
connection ∇ on S2 is a metric connection implies easily that for sections φ, ψ of
π∗T ∗S2 → T ∗S2, we have

H|η|2
(
/G(φ, ψ)

)
= /G(∇π

∗T∗S2

H|η|2
φ, ψ) + /G(φ,∇π

∗T∗S2

H|η|2
ψ)

where by a slight abuse of notation we denote by /G the fiber inner product on
π∗T ∗S2 induced by the pullback via π. Specializing to the section φ = η, we find

that ψ ⊥ η implies ∇π∗T∗S2

H|η|2
ψ ⊥ η, which proves the claim for F . The proof is

complete. �

Now, the matrix S0 := (ir−1σ)−1S has constant coefficients, hence we can choose
a matrix Q ∈ R10×10 so that QS0Q

−1 is in ‘Jordan block’ form with small off-
diagonal entries, i.e. so that it is upper triangular, with the eigenvalues of S0 on
the diagonal, with the entries immediately above the diagonal either equal to 0 or
equal to any small and fixed ε > 0, and all other entries 0; see also [Hin17, §3.4].
Via (9.4), Q is the matrix of a bundle endomorphism of π∗S2T ∗M◦ where the
splitting (9.4) is valid, so in particular near the trapped set Γ. By construction, if
we equip π∗S2T ∗M◦ with the inner product which is given by the identity matrix
in the splitting (9.4), trivializing η⊥ by means of the section (?η)σ−1 (which is
homogeneous of degree 0), then the symmetric part of QS0Q

−1 (recall that we
factored out an i relative to S) relative to this is & −ε.

Now Q, having constant coefficients, commutes with the operator which, in the
splitting (9.4), is diagonal with diagonal entries ∇H|η|2 ; this implies that the skew-

adjoint part of QSsub(L)Q−1 is & −ε. As discussed in Remark 5.2, this guarantees
that L does satisfy a high energy estimate in a strip below the real axis. We
conclude that L has only finitely many resonances in this half space, and solutions
of Lu = 0 have asymptotic expansions into resonant states, up to an exponentially
decaying remainder term.

The perturbative results of §5.1.2 apply and show that perturbations of L, de-
pending on a finite number of real parameters, with principal symbols given by the
dual metric function of a Kerr–de Sitter metric satisfy the same high energy esti-
mates in a slightly smaller half space, say Imσ ≥ − 3

2α, with uniform constants; this
uses the fact the trapping is normally hyperbolic with smooth (forward/backward)
trapped set in a uniform manner for the Kerr–de Sitter family, as explained in
[HV16, §4.4]. More generally, due to the r-normally hyperbolic (for every r) nature
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of the trapping, sufficiently small perturbations of the operator L, depending on a
finite number of real parameters, within the class of principally scalar stationary
second order operators with smooth coefficients satisfy the same high energy es-
timates (with uniform constants) in a half space Imσ ≥ − 3

2α; see the references
given in §5.1.2. We may assume, by changing α slightly if necessary, that L has no
resonances with imaginary part equal to −α. By Proposition 5.11, the same then
holds for small perturbations of L.

This takes care of the part of the high energy estimate for L̂(σ) in (4.8) at the
semiclassical trapped set.

9.2. Threshold regularity at the radial set. The regularity requirement s >
1/2 in ESG is dictated by the threshold regularity at the radial sets. Thus, we need
to compute

Ssub(2L) = −i∇π
∗S2T∗M◦

HG + σ1

(
2(δ̃∗ − δ∗g)δgGg

)
,

at L±, where π : T ∗M◦ → M◦ is the projection. We computed the first term in

(6.18), so we only need to calculate the principal symbol of 2(δ̃∗ − δ∗g)δgGg at L±
in the splitting (6.16). We calculated the form of this operator in (9.7) in the
splitting (6.3). Now ∂r in the coordinates (t, r, ω) is equal to ∂r ∓ µ−1∂t0 in the
coordinates (t0, r, ω). Therefore, since at L±, the principal symbols of ∂t0 , /d and
/δ vanish, we can do our current calculation in two steps: first, we expand (9.7)
into the more refined splitting (6.8) and then discard all e0-derivatives as well as
differential operators on S2, while substituting σ1(e1) = iqξ for e1, thus obtaining

iγ1ξ


0 2 0 0 0 0
1
2 0 0 1

2 0 − 1
2r
−2 /tr

0 0 0 0 1 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

− iγ1µF
′ξ


0 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
1 0 0 1 0 −r−2 /tr
0 0 0 0 1 0
0 0 0 0 0 0



− iγ2ξ


0 2 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 −2 0 0 0 0
0 0 0 0 0 0
0 −2r2/g 0 0 0 0

− iγ2µF
′ξ


1 0 0 1 0 −r−2 /tr
0 0 0 0 0 0
0 0 0 0 0 0
−1 0 0 −1 0 r−2 /tr
0 0 0 0 0 0
−r2/g 0 0 −r2/g 0 /g /tr

 .

We split S2T ∗S2 = 〈r2/g〉⊕ /g⊥ (so /g⊥ = ker /tr), and use the corresponding splitting

of π∗S2T ∗S2; thus,

r2
/g =

(
1
0

)
, r−2 /tr =

(
2 0

)
, /g /tr =

(
2 0
0 0

)
.

Second, we write µF ′ = ±(1 + µc±) as in (3.6), conjugate the above matrix by

(C
(2)
± )−1, see (6.17), and set µ = 0, which after a brief calculation gives, in the
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bundle decomposition (6.16) refined by the above splitting of π∗S2T ∗S2,

∓iγ1ξ



2 0 0 0 0 0 0
∓c± 0 0 0 0 ±1 0

0 0 1 0 0 0 0
0 0 0 0 0 −2c± 0
0 0 ∓c± 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0


∓ iγ2ξ



0 0 0 0 0 0 0
±2c± 0 0 0 0 ∓2 0

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
−2c± 0 0 0 0 2 0

0 0 0 0 0 0 0


,

where we factored out the ‘∓’ sign similarly to (6.18); all singular terms cancel (as

they should). This is thus equal to σ1(2(δ̃∗− δ∗g)δgGg) at L±, and we conclude that

Ssub(2L) = ±2ξDt0 ∓ 2κ±ξ
2Dξ − 2µξDr

∓ iξ



2γ1 − 4κ± 0 0 0 0 0 0
∓(γ1 − 2γ2)c± 0 0 0 0 ±(γ1 − 2γ2) 0

0 0 γ1 − 2κ± 0 0 0 0
0 0 0 4κ± 0 −2γ1c± 0
0 0 ∓γ1c± 0 2κ± 0 0

−2γ2c± 0 0 0 0 2γ2 0
0 0 0 0 0 0 0


(9.8)

at L±. The first three terms are formally self-adjoint ‘at L±‘ with respect to any
t0-invariant inner product on π∗S2T ∗M◦ which is homogeneous of degree 0 with
respect to dilations in the fibers of T ∗M◦ (i.e. their skew-adjoint part, which is a
function, vanishes at L±), while the eigenvalues of the last term—which is ξ times
a matrix which is constant along L±—are equal to ∓iξ times23

2γ1 − 4κ±, 0, γ1 − 2κ±, 4κ±, 2κ±, 2γ2, 0, (9.9)

in particular they are all non-negative when γ1 ≥ 2κ± and γ2 ≥ 0. Thus, we
can find a stationary, homogeneous of degree 0, positive definite inner product
on π∗S2T ∗M◦ with respect to which (∓ξ)−1 1

2i (Ssub(2L) − Ssub(2L)∗) is positive
semidefinite.

Let us first focus on the halves of the conormal bundles L+
± = L± ∩ Σ+ which

lie in the future light cone, so the signs in (9.8), indicating the horizon r± we are
working at, correspond to the subscript of L+

±. (These sets were defined in §3.4

already.) In L+
±, we have ±ξ > 0, and the quantity β̂±, see (5.3), is defined in

terms of the quantity β±,0, see (6.1), by

|ξ|−1 1

2i

(
Ssub(2L)− Ssub(2L)∗

)
= −β±,0β̂±,

so β̂± is a (constant in t∗) self-adjoint endomorphism of the restriction of the bundle

π∗S2T ∗M◦ to T ∗{r=r±}M
◦; hence β̂± is bounded from below by 0.

23This is a simple calculation: writing the basis ‘vectors’ as fj , j = 1, . . . , 7 (where really

f3, f5 are two copies of the same basis of a fiber of T ∗S2, and f7 is a basis of a fiber of /g⊥—

which is irrelevant here since all entries of the matrix in (9.8) are scalar), the spaces 〈f3, f5〉 and

〈f7〉 decouple, giving the eigenvalues 2κ± + γ1, 6κ± and 4κ±, respectively, and then restricted
to 〈f1, f2, f4, f6〉, the matrix is lower triangular in the basis f1, f6, f2, f4, with diagonal entries
2γ1, 4κ± + 2γ2, 4κ±, 8κ±.
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At L−± = L± ∩ Σ−, where ∓ξ > 0, we then have

−|ξ|−1 1

2i

(
Ssub(2L)− Ssub(2L)∗

)
= −β±,0β̂±

with the same β̂±, the overall sign switch being completely analogous to the one in
(3.28).

The criterion for the propagation of microlocal Hs,r
b -regularity from M◦ into R±

is then the inequality s−1/2−β±r > 0, see [HV15, Proposition 2.1] (or Theorem 5.4

in a directly related context), where we dropped inf β̂± = β̂ ≥ 0 from the left hand
side. For weights r ≥ −α, this condition holds if s > 1/2, provided α > 0 is small
enough; the largest possible weight α for the radial point propagation estimate is
inf β−1

± (s+ 1/2)− 0, hence gets larger as s increases.

This proves Theorem 4.4 for δ̃∗ defined in (8.1), in fact for any choice of param-
eters γ1, γ2 ≥ 0.

10. Linear stability of the Kerr–de Sitter family

We now use UEMS, SCP and ESG to establish the linear stability of slowly
rotating Kerr–de Sitter black holes. The proof of the linear stability of the linearized
Kerr–de Sitter family around Schwarzschild–de Sitter space with parameters b0 is
straightforward; we remind the reader that the linearized initial value problem was
discussed in §2.2. The form of the linearized gauged Einstein equation we consider
uses the operator

Lbr := Dgb(Ric + Λ)− δ̃∗(DgbΥ(r)), (10.1)

with the gauge 1-form Υ defined in (3.35); recall the definition of δ̃∗ from (4.5).

Theorem 10.1. Fix s > 1/2, and let α > 0 be small. (See Remark 4.5.) Let
(h′0, k

′
0) ∈ Hs+1(Σ0;S2T ∗Σ0) ⊕ Hs(Σ0;S2T ∗Σ0), be solutions of the linearized

constraint equations, linearized around the initial data (hb0 , kb0) of Schwarzschild–
de Sitter space (Ω, gb0), and consider the initial value problem{

Lb0r = 0 in Ω◦,

γ0(r) = D(hb0 ,kb0 )ib0(h′0, k
′
0) on Σ0,

(10.2)

with ib defined in §3.6. Then there exist b′ ∈ Tb0B and a 1-form ω ∈ C∞(Ω◦, T ∗Ω◦)
such that

r = g′b0(b′) + δ∗gb0
ω + r̃, (10.3)

with r̃ ∈ H̄s,α
b (Ω;S2 bT ∗ΩM). In particular, for s > 2, this implies the L∞ bound

|r̃(t∗)| . e−αt∗ .

Recall here that the map taking the initial data (h′0, k
′
0) of the linearized Einstein

equation to Cauchy data puts the initial data into the linearized wave map gauge,
giving initial data for the linearized gauged Einstein equation; see Corollary 3.11.

Proof of Theorem 10.1. Since the initial data (h′0, k
′
0) satisfy the linearized con-

straint equations, the solution r of the initial value problem also solves the linearized
Einstein equation Dgb0

(Ric + Λ)(r) = 0. Now, ESG implies that r has an asymp-

totic expansion (4.6), and all resonances σj in the expansion satisfy Imσj ≥ 0; but
then Lemma 7.1 shows that the part of the expansion of r coming from a non-zero
resonance σj lies in the range of δ∗gb0

, since such a part by itself is annihilated by

Dgb0
(Ric+Λ) due to the stationary nature of the operator Dgb0

(Ric+Λ), as used in
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the proof of Lemma 7.1. On the other hand, the part of the asymptotic expansion
of r coming from resonances at 0 is covered by Theorem 4.1 (2), which states that
this part is equal to g′b0(b′) for some b′ ∈ Tb0B, plus an element in the range of δ∗gb0

.

This proves the theorem. �

This proof, which only uses UEMS and ESG, has a major shortcoming: it is
not robust; changing the metric gb0 around which we linearize to any nearby Kerr–
de Sitter metric gb, b 6= b0, makes the argument collapse immediately, since it is
then no longer clear why the parts of the asymptotic expansion corresponding to
non-decaying resonances should be pure gauge modes, and why the zero resonance
should behave as in part (2) of UEMS; recall here that we are only assuming UEMS
for Schwarzschild–de Sitter parameters b0. If we had proved UEMS for slowly
rotating Kerr–de Sitter spacetimes as well, the proof of Theorem 10.1 would extend
directly, giving the linear stability of slowly rotating Kerr–de Sitter black holes. We
choose a different, much more robust, conceptually cleaner and computationally
much simpler path, which will lead to the proof of non-linear stability later.

The additional input that has not been used above, which however allows for a
robust proof, is the existence of a stable constraint propagation equation (SCP).
Using the notation of Theorem 10.1 and its proof, SCP ensures that all non-decaying
modes in the asymptotic expansion of r, apart from those coming from the linearized
Kerr–de Sitter family, are pure gauge modes, i.e. lie in the range of δ∗gb0

, regardless

of whether the Cauchy data of r satisfy the linearized constraint equations.
Let us fix a cutoff function χ as in (3.36). Then, combining SCP with UEMS

yields the following result, which is a concrete instance of the general results proved
in §5.1:

Proposition 10.2. For b′ ∈ Tb0B, let ωΥ
b0

(b′) denote the solution of the Cauchy
problem {

Dgb0
Υ
(
δ∗gb0

ωΥ
b0

(b′)
)

= −Dgb0
Υ(g′b0(b′)) in Ω◦,

γ0(ωΥ
b0

(b′)) = (0, 0) on Σ0,

with γ0 defined in (3.34); recall from (2.18)–(2.20) that this is a wave equation.
Define

g′Υb0 (b′) := g′b0(b′) + δ∗gb0
ωΥ
b0(b′),

which thus solves the linearized gauged Einstein equation Lb0(g′Υb0 (b′)) = 0. Fix
s > 1/2, and let α > 0 be sufficiently small. Then there exists a finite-dimensional
linear subspace

Θ ⊂ C∞c (Ω◦, T ∗Ω◦)

such that the following holds: for any (f, u0, u1) ∈ Ds,α(Ω; bT ∗ΩM), there exist
unique b′ ∈ Tb0B and θ ∈ Θ such that the solution of the forward problem

Lb0 r̃ = f − δ̃∗θ − Lb0(χg′Υb0 (b′)), γ0(r̃) = (u0, u1),

satisfies r̃ ∈ H̄s,α
b (Ω;S2 bT ∗ΩM), and the map (f, u0, u1) 7→ (b′, θ) is linear and

continuous.

Thus, the equation Lb0r = f , γ0(r) = (u0, u1), has an exponentially decaying
solution if we modify the right hand side by an element in the finite-dimensional

space δ̃∗Θ + Lb0(χg′Υb0 (Tb0B)) ⊂ C∞c (Ω◦, S2T ∗Ω◦); in other words, this space is a

complement to the range of (Lb0 , γ0) acting on symmetric 2-tensors in H̄∞,αb , i.e.
which have decay least like e−αt∗ .
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Remark 10.3. The pure gauge modification δ∗gb0
ωΥ
b0

(b′) of g′b0(b′) is necessary in

view of the fact that the specific form of the Kerr–de Sitter family of metrics given
in §3.2 did not take any gauge considerations into account; hence g′b0(b′), while
lying in the kernel of Dgb0

(Ric + Λ), will in general not satisfy the linearized gauge

condition, so Dgb0
Υ(g′b0(b′)) 6= 0.

Proof of Proposition 10.2. Let σ1 = 0 and σj 6= 0, j = 2, . . . , NL, denote the reso-
nances of Lb0 with non-negative imaginary part. For j ≥ 2, fix a basis {rj1, . . . , rjdj}
of Res(Lb0 , σj). Then SCP and UEMS, in the sharper form given by Lemma 7.1,
imply (as explained in §4.2) the existence of ωj` ∈ C∞(Ω◦, T ∗Ω◦) such that rj` =
δ∗gb0

ωj`. We define

θj` := −Dgb0
Υ
(
δ∗gb0

(χωj`)
)
,

the point being that Lgb0
(
δ∗gb0

(χωj`)
)

= δ̃∗θj`, and then put

Θ6=0 := span{θj` : j = 2, . . . , NL, ` = 1, . . . , dj}.

We recall here that SCP implies that Dgb0
Υ(rj`) = Dgb0

Υ(δ∗gb0
ωj`) ≡ 0, hence the

θj` are indeed compactly supported in Ω◦.
At the zero resonance, we first recall that ωΥ

b0
(b′) has an asymptotic expansion

up to an exponentially decaying remainder: indeed, �Υ
gb0

= −2Dgb0
Υ ◦ δ∗gb0 differs

from �gb0 by a term of order 0, i.e. a sub-subprincipal term, by our definition of

Υ (see also the discussion after (2.20)), and hence the main theorem from [Hin17]
applies. Thus, g′Υb0 (b′) has an asymptotic expansion up to an exponentially decaying

remainder as well, hence its part g′Υb0 (b′)(0) coming from the zero resonance is well-

defined, and g′Υb0 (b′)(0) ∈ Res(Lb0 , 0). Define the linear subspace

K := {g′Υb0 (b′)(0) : b′ ∈ Tb0B} ⊂ Res(Lb0 , 0),

which has dimension d0 ≤ 4. (One can in fact show that d0 = 4, see Remark 3.8,
but this is irrelevant here.) Using Theorem 4.1 (2), we infer the existence of a
complement of K within Res(Lb0 , 0) which has a basis of the form {δ∗gb0ω` : 1 ≤ ` ≤
d1}, d1 = dim Res(Lb0 , 0)− d0, and we then define

θ` := −Dgb0
Υ
(
δ∗gb0

(χω`)
)
, Θ0 := span{θ` : 1 ≤ ` ≤ d1},

and

Θ := Θ0 ⊕Θ 6=0;

By construction, g′Υb0 (b′)−g′Υb0 (b′)(0) is a pure gauge 2-tensor annihilated by Lb0 and
hence a linear combination of δ∗gb0

ωj` and δ∗gb0
ω` up to an exponentially decaying

remainder. Therefore, if we define the space

Z := Lb0
(
χg′Υb0 (Tb0B)

)
+ δ̃∗Θ ⊂ C∞c (Ω◦;S2T ∗Ω◦) ↪→ D∞,α(Ω;S2 bT ∗ΩM),

the proposition follows from the bijective form of Corollary 5.8. Indeed, the bi-
jectivity of the map λZ in the statement of that corollary follows from dimension
counting: on the one hand, λZ is surjective by construction, as all non-decaying
asymptotics can be eliminated by adding a solution of Lb0 = z for some z ∈ Z. On
the other hand, also by construction, the dimension of Z is at most as large as the
space of resonant states of Lb0 which are not exponentially decaying; this proves
the injectivity of λZ . �
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The linear stability around gb0 in the initial value formulation (10.2) can now be
re-proved as follows: there exist b′ ∈ Tb0B and θ ∈ Θ as in the proposition such
that the solution of the Cauchy problem

Lb0 r̃ = −Lb0(χg′Υb0 (b′))− δ̃∗θ,

with Cauchy data for r̃ as in (10.2), is exponentially decaying; rewriting this using
the definition of Lb0 shows that

r1 := χg′Υb0 (b′) + r̃

— which has the same Cauchy data—solves

Dgb0
(Ric + Λ)(r1)− δ̃∗(Dgb0

Υ(r1)− θ) = 0. (10.4)

In order to relate this to (10.2), rewrite r1 as

r1 = g′Υb0 (b′) + r̃1,

where r̃1 = r̃ − (1− χ)g′Υb0 (b′) differs from r̃ only near Σ0; then, writing θ in terms
of the 1-forms ωj` and ω` from the proof of Proposition 10.2, recovers the solution
r of the unmodified equation (10.2) in the form (10.3).

Finally, since the gauge condition Dgb0
Υ(r1) − θ = 0 and the linearized con-

straints are satisfied at Σ0 by construction of the problem (10.2) as θ is supported
away from Σ0, the constraint propagation equation implies that the gauge condi-
tion holds globally, and therefore Dgb0

(Ric + Λ)(r1) = 0 is indeed the solution of
the equations of linearized gravity with the given initial data. This again proves
linear stability. In this argument, θ is the change of gauge which ensures that the
solution r1 of the initial value problem for (10.4) is equal to a gauged linearized
Kerr–de Sitter solution.

This argument eliminates the disadvantages of our earlier proof and allows the
linear stability of gb with b near b0 to be proved by a perturbative argument.
First, regarding the choice of gauge, we note that g = gb satisfies (Ric + Λ)(g) −
δ̃∗(Υ(g) − Υ(gb)) = 0, which suggests the gauge condition Υ(g) − Υ(gb) = 0;
the linearization of this equation in g is precisely Lbr = 0 with Lb as in (10.1),
and the linearized gauge condition at Σ0 then reads DgbΥ(r) = 0. Returning to
the perturbative argument then, and defining correctly gauged linearized Kerr–
de Sitter metrics g′Υb (b′) for b ∈ UB in a fashion similar to Proposition 10.2, see
also Lemma 10.4 below, we will show that the finite-dimensional vector space

Lb(χg
′Υ
b (TbB)) + δ̃∗Θ ⊂ C∞c (Ω◦, S2T ∗Ω◦)—with Θ the same space as the one

constructed in Proposition 10.2—can be arranged to depend continuously (even
smoothly) on b. Then Corollary 5.12 applies, and therefore the above proof im-
mediately carries over to show the linear stability of the Kerr–de Sitter family
linearized around gb, b ∈ UB . More precisely, in order to invoke Corollary 5.12, one

needs to parameterize the space Lb(χg
′Υ
b (TbB))+ δ̃∗Θ; this can be accomplished by

choosing an isomorphism

ϑ : RNΘ → Θ, NΘ = dim Θ,

which gives the parameterization R4+NΘ 3 (b′, c) 7→ Lb(χg
′Υ
b (b′)) + δ̃∗ϑ(c).

We proceed to establish the continuity claims involved in this argument.
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Lemma 10.4. For b ∈ UB and b′ ∈ TbB, let ωΥ
b (b′) be the solution of the wave

equation {
DgbΥ(δ∗gbω

Υ
b (b′)) = −DgbΥ(g′b(b

′)) in Ω◦,

γ0(ωΥ
b (b′)) = (0, 0) on Σ0,

(10.5)

and define

g′Υb (b′) := g′b(b
′) + δ∗gbω

Υ
b (b′). (10.6)

Then the map

UB × R4+NΘ 3 (b, b′, c) 7→ Lb(χg
′Υ
b (b′)) + δ̃∗ϑ(c) ∈ C∞c (Ω◦;S2T ∗Ω◦)

is continuous.

Proposition 10.2 then applies also for Kerr–de Sitter parameters b near b0, i.e.
we can replace b0 by b throughout its statement.

Proof of Lemma 10.4. The only non-trivial part of this lemma is the continuous
dependence of Lb(χg

′Υ
b (b′)). However, note that

Lb(χg
′Υ
b (b′)) = [Lb, χ]g′Υb (b′)

by construction of g′Υb (b′), and the lemma follows from the continuous dependence
of the solution of (10.5) on the initial data and the coefficients of the operator
�Υ
gb

= −2DgbΥ ◦ δ∗gb in a fixed finite time interval ; see Proposition 5.16 for such a
result in a more general, non-smooth coefficient, setting. �

The linear stability result around a slowly rotating Kerr–de Sitter metric can be
formulated completely analogously to Theorem 10.1, but it is important to keep in
mind that we obtain this by robust perturbative methods, relying on the version
of Proposition 10.2 for slowly rotating Kerr–de Sitter spaces discussed above, and
using the arguments presented around (10.4) (which b0 replaced by b). Thus:

Theorem 10.5. Fix s > 1/2, and let α > 0 be small. (See Remark 4.5.) Let
(h′0, k

′
0) ∈ Hs+1(Σ0;S2T ∗Σ0)⊕Hs(Σ0;S2T ∗Σ0) be solutions of the linearized con-

straint equations, linearized around the initial data (hb, kb) of a slowly rotating
Kerr–de Sitter space (Ω, gb), and consider the initial value problem{

Lbr = 0 in Ω◦,

γ0(r) = D(hb,kb)ib(h
′
0, k
′
0) on Σ0,

with ib0 defined in §3.6. Then there exist b′ ∈ TbB and a 1-form ω ∈ C∞(Ω◦, T ∗Ω◦)
such that

r = g′b(b
′) + δ∗gbω + r̃,

with r̃ ∈ H̄s,α
b (Ω;S2 bT ∗ΩM). In particular, for s > 2, this implies the L∞ bound

|r̃(t∗)| . e−αt∗ .
More precisely, there exist θ ∈ C∞c (Ω◦;T ∗Ω◦), lying in the fixed finite-dimensional

space Θ, and r̃′ ∈ H̄s,α
b (Ω;S2 bT ∗ΩM) such that r = χg′Υb (b′) + r̃′ solves Dgb(Ric +

Λ)(r) = 0 (attaining the given initial data) in the gauge DgbΥ(r) − θ = 0. The
norms of b′, θ and r̃′ are bounded by the norm of the initial data.

As explained in §1.2 and Remark 11.3 below, one can in principle obtain a more
precise asymptotic expansion of r; since no rigorous results on shallow resonances
for linearized gravity are known, we do not state such results here.
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Remark 10.6. It is natural to ask whether the space Θ in Proposition 10.2 is in
fact trivial for the chosen hyperbolic version (or a further modification) of the
(linearized) Einstein equation; that is, whether in a suitable formulation of the
gauged Einstein equation, linearized around Schwarzschild–de Sitter, the only non-
decaying resonances are precisely given by the linearized Kerr–de Sitter family.
(By a simple dimension counting and perturbation argument, this would continue
to hold for slowly rotating Kerr–de Sitter spaces, too.) If this were the case, one
could easily prove linear and non-linear stability without any of the ingredients
from §4 and §5, but only using the techniques of [HV16].

On the static model of de Sitter space, the answer to this question is negative
if one restricts to modifications of the gauge and the Einstein equation which are
‘natural’ with respect to the conformal structure of global de Sitter space, see
Remark C.3.

An additional obstacle is the incompatibility of the gauge with the given form
of the Kerr–de Sitter family, which necessitates the introduction of the correction
terms ωΥ

b (b′) above. While we cannot exclude the possibility that there is some
formulation of Einstein’s equations and the Kerr–de Sitter family so that the an-
swer to the above question is positive, this would presumably be rather delicate to
arrange, and would very likely be difficult to generalize to other settings.

On a related note, we point out that there is no need for the wave operator
�Υ
gb

= −2DgbΥ ◦ δ∗gb to satisfy the analogue of SCP, i.e. to not have any resonances
in the closed upper half plane. (Note that the δ∗gb , i.e. Lie derivative, part of this
operator is fixed, so this only depends on the choice of gauge Υ.) This is closely
related to the resonances of Lb, since the non-decaying resonances of Lb, other than
the ones coming from the Kerr–de Sitter family, are pure gauge resonances by SCP
and UEMS, and thus they are resonances of �Υ

gb

We show that a forteriori, Theorem 10.5 implies the mode stability for the lin-
earized ungauged Einstein equation around slowly rotating Kerr–de Sitter black
holes, albeit in a slightly weaker form:

Theorem 10.7. Let b ∈ UB be the parameters of a slowly rotating Kerr–de Sitter
black hole with parameters close to b0.

(1) Let σ ∈ C, Imσ ≥ 0, σ 6= 0, and suppose r(t∗, x) = e−iσt∗r0(x), with
r0 ∈ C∞(Y, S2T ∗Y Ω◦), is a mode solution of the linearized Einstein equation
Dgb(Ric+Λ)(r) = 0. Then there exists a 1-form ω ∈ C∞(Ω◦, S2T ∗Ω◦) such
that r = δ∗gbω.

(2) Suppose k ∈ N0, and

r(t∗, x) =

k∑
j=0

tj∗rj(x), rj ∈ C∞(Y, S2T ∗Y Ω◦), j = 0, . . . , k,

is a generalized mode solution of Dgb(Ric + Λ)r = 0. Then there exist
b′ ∈ TbB and ω ∈ C∞(Ω◦, S2T ∗Ω◦) such that r = g′b(b

′) + δ∗gbω.

The proof will produce a generalized mode ω; however, for σ 6= 0, ω may not be
a mode solution as in Theorem 4.1 (1), and in the context of Lemma 7.1 may not
be a generalized mode solution with the same power of t∗ in its expansion, while
for σ = 0, the proof may produce a generalized mode ω which is more complicated
than the one produced by our arguments in §7.
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Proof of Theorem 10.7. We reduce this to the linear stability result for the lin-
earized gauged Einstein equation, i.e. the precise form stated at the end of Theo-
rem 10.5. This may seem unnatural at first, but is a very robust way of obtaining
the mode stability result we are after right now; see Remark 10.8.

In both cases considered in the statement of the theorem, given a (generalized)
mode solution r, we solve the equation 1

2�
Υ
gb
ω = DgbΥ(r) with arbitrary initial data

for ω. Then ω and thus δ∗gbω have an asymptotic expansion up to an exponentially
decaying remainder term as explained in the proof of Proposition 10.2, so upon
replacing r by the part of the asymptotic expansion of r+δ∗gbω which has frequency σ
in t∗, we may assume that r is a generalized mode solution of both Dgb(Ric+Λ)(r) =
0 and Lbr = 0.

We now put f := Lb(χr) ∈ C∞c (Ω◦, S2T ∗Ω◦). By the version of Proposition 10.2
for slowly rotating Kerr–de Sitter black holes which we established above (see the
discussion following the statement of Lemma 10.4), we can find b′ ∈ TbB and θ ∈ Θ
such that the forward solution r̃ of

Lb(χg
′Υ
b (b′) + r̃) = f + δ̃∗θ (10.7)

satisfies r̃ = O(e−αt∗).
In order to solve away the second term on the right hand side, we make the ansatz

Lb(δ
∗
gb
$) = δ̃∗θ and demand that $ vanish near Σ0. This equation is equivalent

to δ̃∗(DgbΥ(δ∗gb$) + θ) = 0 and hence is solved by solving the forward problem for
1
2�

Υ
gb
$ = θ. We can now rewrite (10.7) as

Lb
(
χg′Υb (b′) + r̃ − χr − δ∗gb$

)
= 0

Since the argument of Lb vanishes near Σ0, it must vanish identically in Ω◦. In
its asymptotic expansion (up to exponentially decaying remainder terms), we can
then take the part corresponding to the frequency σ in t∗; upon doing so, r̃ drops
out, and we can take χ ≡ 1 to conclude (using the definition (10.6) of g′Υb (b′)) that
r is indeed a linearized Kerr–de Sitter metric g′b(b

′) (only present if σ = 0) plus a
Lie derivative of gb. �

Remark 10.8. As alluded to in the discussion of the proof of Theorem 10.1, assuming
merely UEMS does not provide any evidence for mode stability to hold for the
linearized Einstein equation around Kerr–de Sitter metrics gb with non-zero angular
momentum. The reason is that Dgb0

(Ric + Λ) by itself is a very ill-behaved partial
differential operator. Making it hyperbolic by adding a linearized gauge term, i.e.
considering the operator Lb0 , defined using any 0-th order stationary modification

δ̃∗ of δ∗gb0
, already gives a much more well-behaved operator: for a large class of

choices of δ̃∗, Lb0 will have a positive essential spectral gap and satisfy high energy
estimates in the closed upper half plane, i.e. ESG is valid, and thus the set of
frequencies of those non-decaying modes for the linearized (around gb0) Einstein
equation for which UEMS and Lemma 7.1 give non-trivial information is reduced
from the entire half space {Imσ ≥ 0} to the finite set Sb0 = Res(Lb0)∩{Imσ ≥ 0};
furthermore, since the set Sb depends continuously on b, only frequencies lying in
a neighborhood of Sb0 can possibly be the frequencies of potential non-decaying
non pure gauge modes of Dgb(Ric + Λ). The final ingredient, SCP, then allows us
to completely control the non-decaying modes of Lb0 modulo pure gauge modes,
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which allowed us to finish the proof of linear stability of gb using rather simple
perturbation arguments.

Thus, the proof of Theorem 10.1, while very natural for the purpose of proving
the linear stability of gb0 , uses only a rather small amount of the structure of
(M, gb0) available.

11. Non-linear stability of the Kerr–de Sitter family

In §11.2, we will discuss the final ingredient of the non-linear stability argument—
the ‘dynamic’ change (in the sense that we update it at each step of our iteration
scheme) of the asymptotic gauge condition—and conclude the proof of non-linear
stability. In §11.3 then, we discuss the construction of suitable initial data for
Einstein’s equations. We begin however by recalling the version of the Nash–Moser
inverse function theorem which we will use later.

11.1. Nash–Moser iteration. We shall employ the Nash–Moser inverse function
theorem given by Saint-Raymond [SR89]; we use his version because of its simplicity
and immediate applicability, despite it being, according to the author, “probably
the worst that can be found in the literature [...] with respect to the number of
derivatives that are used.” We refer to the introduction of that paper for references
to more sophisticated versions, and to [Ham82] for a detailed introduction.

Theorem 11.1 (Main theorem of [SR89]). Let (Bs, | · |s) and (Bs, ‖·‖s) be Banach
spaces for s ≥ 0 with Bs ⊂ Bt and indeed |v|t ≤ |v|s for s ≥ t, likewise for B∗ and
‖ · ‖∗; put B∞ =

⋂
sB

s and similarly B∞ =
⋂
s Bs. Assume there are smoothing

operators (Sθ)θ>1 : B∞ → B∞ satisfying for every v ∈ B∞, θ > 1 and s, t ≥ 0:

|Sθv|s ≤ Cs,tθs−t|v|t if s ≥ t,
|v − Sθv|s ≤ Cs,tθs−t|v|t if s ≤ t.

Let φ : B∞ → B∞ be a C2 map, and assume that there exist u0 ∈ B∞, d ∈ N,
δ > 0 and constants C1, C2 and (Cs)s≥d such that for any u, v, w ∈ B∞,

|u− u0|3d < δ ⇒


∀s ≥ d, ‖φ(u)‖s ≤ Cs(1 + |u|s+d),
‖φ′(u)v‖2d ≤ C1|v|3d,
‖φ′′(u)(v, w)‖2d ≤ C2|v|3d|w|3d.

(11.1)

Moreover, assume that for every u ∈ B∞ with |u−u0|3d < δ there exists an operator
ψ(u) : B∞ → B∞ satisfying

φ′(u)ψ(u)h = h

and the tame estimate

|ψ(u)h|s ≤ Cs(‖h‖s+d + |u|s+d‖h‖2d), s ≥ d, (11.2)

for all h ∈ B∞. Then if ‖φ(u0)‖2d is sufficiently small depending on δ, |u0|D and
(Cs)s≤D, where D = 16d2 + 43d+ 24, there exists u ∈ B∞ such that φ(u) = 0.

For our main theorem, we will take Bs = Ds,α(Ω;S2 bT ∗ΩM), capturing initial
data and inhomogeneous forcing terms, while

Bs = RN ⊕ H̄s,α
b (Ω;S2 bT ∗ΩM)

will also take a finite number of additional parameters into account, corresponding
to the final black hole parameters and gauge modifications. As in [HV16], we then
define the smoothing operators Sθ to be the identity on RN ; the construction of Sθ
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acting on extendible b-Sobolev spaces H̄s,α
b on the other hand is straightforward.

Since the presence of the vector bundle S2 bT ∗ΩM is inconsequential for this discus-
sion, we drop it from the notation. Locally near any point on Ω\(([0, 1]τ×∂Y )∪Σ0)
then, i.e. away from the artificial boundaries of Ω, the space H̄s,α

b can be identi-
fied either with Hs(R4) (if we are away from the boundary at infinity Y ) or with

Hs,α
b (R4

+), which in turn is isomorphic to Hs(Rn) after dividing by τα and using
a logarithmic change of coordinates; on the latter space, suitable smoothing opera-
tors were constructed in the [SR89, Appendix]: using the Fourier transform on Rn,
they take the form

Ŝθu(ξ) = χ(θ−1ξ)û(ξ),

where χ ∈ C∞c (Rnξ ) is identically 1 near 0. In the neighborhood of a point p ∈ {τ =

0}∩∂Y , we similarly have an identification of H̄s,α
b with H̄s(R4

+), and we can then

use bounded extension operators H̄s(R4
+) → Hs(R4), apply smoothing operators

on the latter space, restrict back to R4
+ and use the local identification to get an

element of H̄s,α
b near p. Near a point in (0, 1)τ × ∂Y or Σ0 \ ∂Σ0, where H̄s,α

b can
be identified with H̄s(R4

+) again, a similar construction works. Lastly, near points

in the corner ∂Σ0 of Ω, we can identify H̄s,α
b with H̄s((0,∞)× (0,∞)×R2), which

embeds into Hs(R4), thus we can again use extension and restriction operators as
before. Patching together these local constructions via a partition of unity on Ω
gives a smoothing operator Sθ on H̄s,α

b with the desired properties.

11.2. Proof of non-linear stability. The precise form of the linear stability state-
ment proved in §10 is not quite what we need for the proof of non-linear stability.
Concretely, in order to realize the linearized Kerr–de Sitter metric gb(b

′) as a 0-
resonant state of the linearized gauged Einstein operator Lb, we needed to add to
it a pure gauge term δ∗gbω

Υ
b (b′) which in general has a non-trivial asymptotic part

at t∗-frequency 0, since this is the case for the right hand side in (10.5)—indeed,
since our construction of the metrics gb only ensures the smooth dependence on b,
but does not guarantee any gauge condition, the term DgbΥ(g′b(b

′)) is in general
non-zero and stationary, i.e. has t∗-frequency 0. (In fact, without a precise analy-
sis of the resonances of the operator family �Υ

gb
it is not even clear if ωΥ

b (b′) can
be arranged to both depend smoothly on (b, b′) ∈ TB and not be exponentially
growing.)

Since the term δ∗gbω
Υ
b (b′), while pure gauge and therefore harmless for linear

stability considerations, cannot be discarded in a non-linear iteration scheme, we
need to treat it differently. The idea is very simple: since this is a gauge term, we
take care of it by changing the gauge; the point is that changing the final black
hole parameters from b to b+ b′ is incompatible with the gauge Υ(g)−Υ(gb) (with
g ≈ gb+b′ the current approximation of the non-linear solution), but it is compatible
with an updated gauge Υ(g) − Υ(gb+b′); updating the gauge in this manner will
(almost) exactly account for the term δ∗gbω

Υ
b (b′).

To motivate the precise formulation, we follow the strategy outlined in §1.1:
using the notation of §3.6, let us consider the non-linear differential operator

P0(b, θ, g̃) := (Ric + Λ)(gb0,b + g̃)− δ̃∗
(
Υ(gb0,b + g̃)−Υ(gb0,b)− θ

)
,

with b ∈ UB , θ a modification in some finite-dimensional space which we will
determine, and g̃ exponentially decaying. (We reserve the letter ‘P ’ for the actual
non-linear operator used in the proof of non-linear stability below.) Note that the
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linearization of P0 in g̃ is given by the second order differential operator

Lb,g̃r := (Dg̃P0(b, θ, ·))(r) = Dgb0,b+g̃
(Ric + Λ)(r)− δ̃∗

(
Dgb0,b+g̃

Υ(r)
)
, (11.3)

while a change in the asymptotic Kerr–de Sitter parameter b is infinitesimally given
by

(DbP0(·, θ, g̃))(b′) = Dgb0,b+g̃
(Ric + Λ)(χg′b(b

′))− δ̃∗
(
Dgb0,b+g̃

Υ(χg′b(b
′))
)

+ δ̃∗
(
Dgb0,b

Υ(χg′b(b
′))
)

= Lb,g̃(χg
′
b(b
′)) + δ̃∗

(
Dgb0,b

Υ(χg′b(b
′))
)

(11.4)

where we use d
dsgb0,b+sb′ |s=0 = χg′b(b

′), see (3.37).
Let us now reconsider the solvability result for Lb0 described in Proposition 10.2

and use the specific structure of g′Υb0 (b′) = g′b0(b′) + δ∗gb0
ωΥ
b0

(b′) to arrive at a modi-

fication of the range which displays the change of the asymptotic gauge advertised
above more clearly: namely, instead of Lb0(χg′Υb0 (b′)) as in Proposition 10.2, we

use Lb0(χg′b0(b′) + δ∗gb0
(χωΥ

b0
(b′))) as the modification, which is still compactly sup-

ported and thus can be used equally well to eliminate the asymptotic part g′Υb0 (b′)
of linear waves. To see the benefit of this, we calculate

Lb0
(
χg′b0(b′) + δ∗gb0

(χωΥ
b0(b′))

)
= Lb0(χg′b0(b′))− δ̃∗

(
Dgb0

Υ(δ∗gb0
(χωΥ

b0(b′)))
)

= Lb0(χg′b0(b′))− δ̃∗
([
Dgb0

Υ ◦ δ∗gb0 , χ
]
ωΥ
b0(b′)

)
+ δ̃∗

(
χDgb0

Υ(g′b0(b′))
)

= Lb0(χg′b0(b′)) + δ̃∗
(
Dgb0

Υ(χg′b0(b′))
)
− δ̃∗θχ(b′), (11.5)

where we introduce the notation

θχ(b′) :=
[
Dgb0

Υ ◦ δ∗gb0 , χ
]
ωΥ
b0(b′) + [Dgb0

Υ, χ](g′b0(b′)). (11.6)

The interpretation of the terms in (11.5) is clear: the first gives rise to linearized
Kerr–de Sitter asymptotics, corresponding to the first term in (11.4), the second
corrects the gauge accordingly, corresponding to the second term in (11.4) (note
that gb0,b ≡ gb for b = b0), and the final term patches up the gauge change in
the transition region supp dχ; notice that θχ(b′) is compactly supported in t∗. We
moreover point out that the sum of the first two terms on the right hand side
vanishes for large t∗ due to Dgb0

(Ric + Λ)(g′b0(b′)) = 0; exponential decay will be
the appropriate and stable description when we discuss perturbations.

In order to put the non-linear stability problem into the framework developed in
§5.2, we define the space

G̃s = {g̃ ∈ H̄s,α
b (Ω;S2 bT ∗ΩM) : ‖g̃‖H̄14,α

b
< ε}, (11.7)

with ε > 0 sufficiently small for all our subsequent arguments—which rely mostly on
the results of §5.2—to apply; moreover, we choose a trivialization TUBB

∼= B×R4.
Then, we define the continuous map

zΥ : UB × G̃s+2 × R4 3 (b, g̃, b′)

7→ Lb,g̃(χg
′
b(b
′)) + δ̃∗

(
Dgb0,b

Υ(χg′b(b
′))
)
∈ Hs,α

b (Ω;S2 bT ∗ΩM)•,−
(11.8)

for s ≥ 14, which is just the linearization of P0 in b as in (11.4); the range of
zΥ consists of modifications which take care of changes of the asymptotic gauge.
(The map zΥ is certainly linear in b′, as b′ 7→ g′b(b

′) is linear.) Furthermore, we
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parameterize the space of compactly supported gauge modifications necessitated by
these asymptotic gauge changes by

R4 3 b′ 7→ θχ(b′) ∈ C∞c (Ω◦; bT ∗ΩM), (11.9)

with θχ defined in (11.6). (We could make this map depend on b and g̃, which
may be more natural, though it makes no difference since our setup is stable under
perturbations.)

We are now prepared to prove the main result of this paper: the non-linear
stability of slowly rotating Kerr–de Sitter spacetimes.

Theorem 11.2. Let h, k ∈ C∞(Σ0;S2T ∗Σ0) be initial data satisfying the constraint
equations (2.2), and suppose (h, k) is close to the Schwarzschild–de Sitter initial
data (hb0 , kb0) (see (3.38)) in the topology of H21(Σ0;S2T ∗Σ0)⊕H20(Σ0;S2T ∗Σ0).
Then there exist Kerr–de Sitter black hole parameters b ∈ B, a compactly supported
gauge modification θ, lying in a fixed finite-dimensional space Θ ⊂ C∞c (Ω◦;T ∗Ω◦),
and a section g̃ ∈ H̄∞,αb (Ω;S2 bT ∗ΩM) such that the 2-tensor g = gb0,b + g̃ is a
solution of the Einstein vacuum equations

Ric(g) + Λg = 0,

attaining the given initial data (h, k) at Σ0, in the gauge Υ(g) − Υ(gb0,b) − θ = 0
(see (3.35) for the definition of Υ). More precisely, we obtain (b, θ, g̃) and thus
g = gb0,b + g̃ as the solution of{

Ric(g) + Λg − δ̃∗
(
Υ(g)−Υ(gb0,b)− θ

)
= 0 in Ω◦,

γ0(g) = ib0(h, k) on Σ0,
(11.10)

where ib0 was defined in Proposition 3.10.
Moreover, the map

C∞(Σ0;S2T ∗Σ0)2 3 (h, k) 7→ (b, θ, g̃) ∈ UB ×Θ× H̄∞,αb (Ω;S2 bT ∗ΩM) (11.11)

is a smooth map of Fréchet spaces (in fact, a smooth tame map of tame Fréchet
spaces) for (h, k) in a neighborhood of (hb0 , kb0) in the topology of H21 ⊕H20.

Here, recall that α > 0 is a small fixed number, only depending on the spacetime
(M, gb0) we are perturbing. Furthermore, we use any fixed Riemannian fiber metric
on S2T ∗Σ0, for instance the one induced by hb0 , to define the Hs norm of the initial
data.

Proof of Theorem 11.2. Once we have solved (11.10), the fact that g solves Ein-
stein’s equations in the stated gauge follows from the general discussion in §2.1; we
briefly recall the argument in the present setting: by definition of the map ib0 , we
have Υ(g)|Σ0

= 0 (note that Υ(gb0,b) = 0 near Σ0 for all b ∈ UB), hence Υ(g)−θ = 0
at Σ0 due to supp θ ∩ Σ0 = ∅, and the constraint equations for (h, k) imply that
L∂t∗ (Υ(g) − θ) = 0 at Σ0 as well once we have solved (11.10); but then applying

δgGg to (11.10) implies the linear wave equation �̃CP
g (Υ(g) − Υ(gb0,b) − θ) = 0,

hence Υ(g)−Υ(gb0,b)− θ ≡ 0 in Ω◦ and therefore indeed Ric(g) + Λg = 0.
In order to solve (11.10), let Θ denote the finite-dimensional space constructed

in Proposition 10.2, and fix an isomorphism ϑ : RNΘ
∼=−→ Θ, where NΘ := dim Θ.

We parameterize the modification space for the linear equations we will encounter
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by

z : UB × G̃s+2 × R4+4+NΘ → Hs,α
b (Ω;S2 bT ∗ΩM)•,− ↪→ Ds,α(Ω;S2 bT ∗ΩM),

z(b, g̃, (b′, b′1, c)) = zΥ(b, g̃, b′) + δ̃∗
(
θχ(b′1) + ϑ(c)

)
,

(11.12)
using the maps (11.8) and (11.9). Tensors in the range of zΥ will be subsumed in
changes of the asymptotic gauge condition. The non-linear differential operator we
will consider is thus

P (b, b′1, c, g̃) := (Ric + Λ)(gb0,b + g̃)

− δ̃∗
(
Υ(gb0,b + g̃)−Υ(gb0,b)− θχ(b′1)− ϑ(c)

)
,

with (b, b′1, c, g̃) ∈ UB ×R4+NΘ × G̃∞, and the non-linear equation we shall solve is

φ(b, b′1, c, g̃) :=
(
P (b, b′1, c, g̃), γ0(g̃)−

(
ib0(h, k)− γ0(gb0)

))
= 0.

To relate this to the abstract Nash–Moser result, Theorem 11.1, we define the
Banach spaces

Bs := R4 × R4+Nθ × H̄s,α
b (Ω;S2 bT ∗ΩM), Bs = Ds,α(Ω;S2 bT ∗ΩM);

we will look for a solution near u0 := (b0, 0,0, 0), for which φ(u0) = (0, γ0(gb0) −
ib0(h, k)) is small in a Sobolev norm which we shall determine momentarily.

The typical linearized equation we need to study in the Nash–Moser iteration is
of the form

D(b,b′1,c,g̃)
φ(b′, b′′1 , c

′, r̃) = d = (f, r0, r1) ∈ B∞; (11.13)

with Lb,g̃, the linearization of P in g̃ around (b, b′1, c, g̃) (thus Lb,g̃ does not depend
on b′1 and c), given by the expression (11.3), this is equivalent to

Lb,g̃(r̃) = f − z(b, g̃, (b′, b′′1 , c′)), γ0(r̃) = (r0, r1).

Now the map z satisfies the (surjective) assumptions of Theorem 5.14, in particular
(5.33) with b0 taking the place of w0; surjectivity holds because of the ϑ term in
the definition (11.12) of the map z, taking care of pure gauge modes, and the terms
involving b′ and b′1 which take care of the linearized Kerr–de Sitter family in view
of the computation (11.5). Thus, we do obtain a solution

ψ(b, b′1, c, g̃)(f, r0, r1) := (b′, b′′1 , c
′, r̃) ∈ B∞

of (11.13) together with the estimates

|b′|+ |b′′1 |+ |c′| . ‖d‖13, ‖r̃‖s ≤ Cs
(
‖d‖s+3 + (1 + ‖g̃‖s+6)‖d‖13

)
,

for s ≥ 10; this regularity requirement is the reason we need 2 · 10 = 20 derivatives,
see below. Two remarks are in order: first, the norm on g̃ comes from the fact
that for g̃ ∈ Hs+6,α

b , the non-smooth coefficients of the linearization of φ lie in

Hs+4,α
b , corresponding to the norm on w̃ in (5.33); see also Remark 5.13. Second,

the assumption on the skew-adjoint part of the linear operator at the radial set,

β̂ ≥ −1, in the statement of Theorem 5.14 does hold; indeed, we showed β̂ ≥ 0 in
§9.2.

Thus, we obtain (11.2) with d = 10. One easily verifies that for this choice of
d, the estimates (11.1) hold as well. (In fact, d = 4 would suffice for the latter,
see [HV16, Proof of Theorem 5.10].) Theorem 11.1 now says that we can solve
φ(b, b′1, c, g̃) = 0 provided ‖ib0(h, k) − γ0(gb0)‖H21⊕H20 is small (here, 20 = 2d),
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proving the existence of a solution of (11.10) as claimed; the space Θ in the state-
ment of the theorem is equal to the sum of the ranges Θ = θχ(R4) + ϑ(RNΘ).

The smoothness of the solution map (11.11) (in fact with tame estimates), or
indeed of

(h, k) 7→ (b, b′1, c, g̃),

follows from a general argument using the joint continuous dependence of the solu-
tion map for the linearized problem on the coefficients and the data, together with
the fact that φ itself is a smooth tame map; see e.g. [Ham82, §III.1.7] for details.

The proof of non-linear stability is complete. �

Remark 11.3. We explain in what sense one can see ringdown for the non-linear
solution, at least in principle (since no rigorous results on shallow resonances for the
linearized gauged Einstein equation are known): assume for the sake of argument
that there is exactly one further resonance σ in the strip −α2 < Imσ < −α < 0,
where we assume to have high energy estimates (5.7) still, with 1-dimensional res-
onant space spanned by a resonant state ϕ; we assume that σ is purely imaginary
and ϕ is real. The asymptotic expansion of the solution of the first linear equa-
tion that one solves in the Nash–Moser iteration then schematically is of the form
g′b0(b′)+εg(1), where ε is the size of the initial data, and g(1) = cϕ+ g̃(1), with c ∈ R
and g̃(1) ∈ H̄∞,α2

b of size 1 (in L∞, say). Proceeding in the iteration scheme, we sim-

ply view cϕ+g̃(1) ∈ H̄∞,αb , so the non-linear solution will be g = gb0,b+εg(1)+ε2g(2),

with g(2) ∈ H̄∞,αb of size 1. At the timescale t∗ = C−1 log(ε−1), for C > 0 large
only depending on α, α2 and σ, the three components of g are thus of size

|εϕ| ∼ ε−(Imσ)/C+1, |εg̃(1)| ∼ εα2/C+1, |ε2g(2)| ∼ εα/C+2,

so the term ϕ coming from the refined partial expansion dominates by a factor ε−δ

for some small δ > 0; in this sense, one can see the ringdown, embodied by ϕ here,
even in the non-linear solution. It would be very interesting to understand the
asymptotic behavior of the non-linear solution more precisely, possibly obtaining a
partial expansion using shallow resonances.

11.3. Construction of initial data. We briefly discuss three approaches to the
construction of initial data sets in the context of Kerr–de Sitter spacetimes. First,
Cortier [Cor13] described a gluing construction producing data sets with exact
Kerr–de Sitter ends, following work by Chruściel–Pollack [CP08] in the time-sym-
metric (i.e. with vanishing second fundamental form) Schwarzschild–de Sitter case.
Such localized gluing methods for the constraint equations were first introduced
by Corvino [Cor00] for time-symmetric data; this restriction was subsequently re-
moved by Corvino–Schoen [CS06], and Chruściel–Delay generalized their analysis
in [CD03].

Second, by definition, one obtains initial data sets by selecting a spacelike hy-
persurface in a spacetime satisfying Einstein’s equations. The point is that one
may construct such spacetimes by solving the characteristic initial value problem
for Einstein’s equations, the well-posedness of which was first proved by Rendall
[Ren90]; the solution was later shown to exist in a full neighborhood of the in- and
outgoing null cones by Luk [Luk12]. For the characteristic problem, the constraint
equations simplify dramatically, becoming simple transport equations rather than
a non-linear coupled system of PDE (of elliptic type), see [Luk12, §2.3]. In the
case of interest for Theorem 11.2 and adopting the notation of [Luk12], we can fix
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a 2-sphere S0,0 at t = t0, r = r0 within Schwarzschild–de Sitter space (M, gb0),
with t0 chosen so that Σ0 lies entirely in the timelike future of S0,0, and with
rb0,− < r0 < rb0,+, so r = r0 lies in the black hole exterior. We then consider
the outgoing, resp. ingoing, future null cones H0, resp. H0, which are swept out
by the null-geodesics with initial velocities outgoing (increasing r), resp. ingoing
(decreasing r), future null vectors orthogonal to S0,0. Then, fixing the data of a
Riemannian metric γAB , a 1-form ζA and functions trχ and trχ on S0,0, the con-
straint equations [Luk12, Equations (8)–(11)] can be solved, at least locally near
S0,0, by solving suitable transport equations. If the data are equal to those induced
by the metric gb0 , the constraint equations of course do have a semi-global solution
(namely the one induced by gb0), i.e. a solution defined on a portion Σ0

0 of H0 ∪H0

extending past the horizons. See Figure 11.1.

D

S0,0

H+H+

Σ−1

Σ0

Figure 11.1. Penrose diagram illustrating the construction of ini-
tial data for Theorem 11.2 from characteristic initial data.

Thus, if one merely slightly perturbs the data, one still obtains a semi-global
solution; one can then solve the characteristic initial value problem in a fixed neigh-
borhood D of Σ0

0 which contains a fixed spacelike hypersurface Σ−1. If the char-
acteristic data are close to those induced by gb0 , the induced data on Σ−1 are
close to those induced by gb0 . Given such data on Σ−1, one can then either use a
straightforward modification of Theorem 11.2, using Σ−1 as the Cauchy hypersur-
face; alternatively, as depicted in Figure 11.1, one can solve the (non-characteristic)
initial value problem with data on Σ−1 in a domain which contains Σ0 (provided
the characteristic data were close to those induced by gb0), and the data on Σ0

are close to (hb0 , kb0). (Theorem 11.2 then applies directly.) These constructions
can be performed for any desired level of regularity; recall here that Luk’s result
produces an Hs solution for Hs+1 characteristic data for s ≥ 4.

We finally discuss a third approach, producing a sizeable set of solutions of the
constraint equations directly, i.e. without using the above rather subtle tools. We
will use a (slightly modified) conformal method, going back to Lichnerowicz [Lic44]
and York [YJ73]; we refer the reader to the survey paper [BI04] for further refer-
ences. Our objective here is merely to construct initial data in the simplest manner
possible. Thus, consider a compact hypersurface Σ, with smooth boundary, in the
maximal analytic extension of a Schwarzschild–de Sitter spacetime with parameters
b0, given by t = 0 in static coordinates, which extends a bit past the bifurcation
spheres of the future/past event horizon and the future/past cosmological horizon,
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see Figure 11.2. Since Σ is totally geodesic, the metric gb0 induces time-symmetric
data (h0, 0) on Σ. We shall construct initial data sets on Σ, which by a Cauchy
stability argument as in the previous paragraph give rise to initial data sets on Σ0.

Σ
∂Σ ∂Σ

H+H+

H−H−

i+

i−

Figure 11.2. The totally geodesic hypersurface Σ, compact
with C∞ boundary, within the maximal analytic extension of a
Schwarzschild–de Sitter spacetime.

Proposition 11.4. Let s ≥ s0 > 3/2. Then there exist ε = ε(s0) > 0 and C =
C(s) > 0 such that the following holds: for all constants H ∈ R and traceless,

divergence-free (with respect to h0) symmetric 2-tensors Q̃ ∈ Hs(Σ;S2T ∗Σ) with

|H|+ ‖Q̃‖Hs0 < ε, there exists ψ ∈ Hs+2(Σ) with the property that

h = ϕ4h0, k = ϕ−2Q̃+H h, ϕ := 1 + ψ,

solve the constraint equations (2.2) (with n = 3), and ‖ψ‖Hs+2 ≤ C(|H|+ ‖Q̃‖Hs).
Proof. For general Riemannian metrics h and symmetric 2-tensors k = Q + H h,
with Q tracefree, the constraint equations (2.2) with n = 3 read

Rh − |Q|2h + 6H2 + 2Λ = 0, δhQ+ 2 dH = 0.

Now, givenH ∈ R and Q̃ as in the statement of the proposition, define h = ϕ4h0 and

Q = ϕ−2Q̃, for ϕ to be determined. Then we have δhQ = ϕ−6δh0
Q̃ = 0 = −2 dH,

so the second constraint is always verified, while the first becomes

P (ϕ; Q̃,H) := ∆ϕ+
1

8
Rϕ− 1

8
|Q̃|2ϕ−7 +

1

4
(3H2 + Λ)ϕ5 = 0,

where ∆ ≥ 0 and R are the Laplacian and the scalar curvature of h0, respectively,

and norms are taken with respect to h0. This equation holds for Q̃ = 0, H = 0 and
ϕ = 1.

Let us now extend Σ to a closed 3-manifold Σ̃ without boundary, and extend

h0 arbitrarily to a Riemannian metric on Σ̃; we denote the extension by h0 still.
Extending P by the same formula, we then have P (1; 0, 0) = 1

8R + 1
4Λ =: f ∈

Ċ∞(Σc), with the dot indicating infinite order of vanishing at ∂Σ ⊂ Σ̃. Let us also

extend Q̃ to a symmetric 2-tensor on Σ̃; we require neither the traceless nor the

divergence-free condition to hold for the thus extended Q̃ away from Σ. Applying
the finite-codimension solvability idea in the present, elliptic, context, we now aim
to solve the equation

P (1 + ψ; Q̃,H) = f + z (11.14)
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for ψ, where z ∈ Ċ∞(Σc) lies in a suitable fixed finite-dimensional space. Note that
having solved (11.14), we obtain a solution of the constraint equations in Σ as in
the statement of the proposition; what happens in Σc is irrelevant! In order to solve
(11.14), we rewrite the equation as

L̃ψ + q(ψ)− z = d, d =
1

8
|Q̃|2 − 3

4
H2,

where L̃ = L+
7

8
|Q̃|2 +

15

4
H2, L = ∆ +

1

8
R+

5

4
Λ,

(11.15)

and q(ψ) = ψ2q0(ψ), with q0 : Hs → Hs continuous for all s ≥ s0 > 3/2: indeed,

q0(ψ) is a rational function of ψ, with coefficients involving (powers of) H and Q̃;

thus, q depends on H and Q̃, though we drop this from the notation. The key
observation is then we can use a unique continuation principle to determine a suit-
able space of z. Indeed, choosing a basis of the L2-orthocomplement ran(L)⊥ =

span{v1, . . . , vN} ⊂ C∞(Σ̃), unique continuation implies that {v1, . . . , vN} is lin-

early independent as a subset of C∞(Σ̃\Σ), and we can therefore pick {z1, . . . , zN} ∈
Ċ∞(Σc) such that the matrix (〈vi, zj〉)i,j=1,...,N is non-degenerate; letting Z :=
span{z1, . . . , zN}, this says that

L′ : Hs+2 ⊕Z → Hs, (ψ, z) 7→ Lψ − z,

is an isomorphism for all s ∈ R. Similarly defining L̃′(ψ, z) = L′ψ − z, ψ ∈ Hs+2,

z ∈ Z, for s ≥ s0, it follows that L̃′ : Hs0+2 ⊕ Z → Hs0 is invertible if |H| and

‖Q̃‖Hs0 are sufficiently small. But then, a contraction mapping argument using the
map

Hs0+2 ⊕Z 3 (ψ, z) 7→
(
L̃′
)−1

(d− q(ψ)) ∈ Hs0+2 ⊕Z,
starting with (ψ, z) = (0, 0), produces a solution of (11.15). A simple inductive

argument using elliptic regularity for L gives ψ ∈ Hs+2 if Q̃ ∈ Hs, s ≥ s0. �

Appendix A. b-geometry and b-analysis

A.1. b-geometry and b-differential operators. In this appendix we recall the
basics of b-geometry and b-analysis. As a general reference, we refer the reader
to [Mel93]. Geometrically, b-analysis originates from the study of the Laplacian
on manifolds with cylindrical ends (and this is the context of [Mel93]), but in
fact analytically it arose in earlier work of Melrose on boundary problems for the
wave equation, using b-, or totally characteristic, pseudodifferential operators to
capture boundary regularity [Mel81]. Recall that a (product) cylindrical metric on
M∞ = Rt ×X is one of the form g0 = dt2 + h0, h0 a Riemannian metric on X. In
terms of the coordinate τ = e−t, which we consider for t > 0 large (so τ is near 0
and positive), thus dτ

τ = −dt, the cylindrical metric is of the form

g0 =
dτ2

τ2
+ h0.

One then considers the compactification M of M∞ by adding τ = 0 (similarly, at
the end t → −∞, one would work with τ = e−|t|). Thus, locally, in the region
where τ is small, the new manifold M has a product structure [0, ε)τ × X. One
advantage of this compactification is that working on compact spaces automatically
ensures uniformity of many objects, such as estimates, though of course the latter
can alternatively be encoded ‘by hand.’ Smoothness of a function on [0, ε)τ × X
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implies a Taylor series expansion at {0}×X in powers of τ , i.e. e−t. For instance, a

metric of the form g = adτ
2

τ2 +h, where h is a smooth symmetric 2-cotensor and a a
smooth function on M with h|τ=0 = h0 and a|τ=0 = 1, approaches g0 exponentially
fast in t.

In general then, we consider an n-dimensional manifold M with boundary X,
and denote by Vb(M) the space of b-vector fields, which consists of all vector fields
on M which are tangent to X. In local coordinates (τ, x) ∈ [0,∞)×Rn−1 near the
boundary, elements of Vb(M) are linear combinations, with C∞(M) coefficients, of

τ∂τ , ∂x1
, . . . , ∂xn−1

.

(In terms of t = − log τ as above, these are thus vector fields which are asymptotic
to stationary vector fields at an exponential rate, and indeed they have an expan-
sion in e−t.) Correspondingly, elements of Vb(M) are sections of a natural vector
bundle over M , the b-tangent bundle bTM , the fibers of bTM being spanned by
τ∂τ , ∂x1

, . . . , ∂xn−1
, with τ∂τ being a non-trivial b-vector field up to and including

τ = 0 (even though it degenerates as an ordinary vector field). The dual bundle, the
b-cotangent bundle, is denoted bT ∗M . In local coordinates (τ, x) near the boundary
as above, the fibers of bT ∗M are spanned by dτ

τ , dx1, . . . , dxn−1. A b-metric g on
M is then simply a non-degenerate section of the second symmetric tensor power
of bT ∗M , i.e. of the form

g = g00(τ, x)
dτ2

τ2
+

n−1∑
i=1

g0i(τ, x)
(dτ
τ
⊗ dxi + dxi ⊗

dτ

τ

)
+

n−1∑
i,j=1

gij(τ, x)dxi ⊗ dxj ,

gij = gji, with smooth coefficients gk` such that the matrix (gk`)
n−1
k,`=0 is invertible.

In terms of the coordinate t = − log τ ∈ R, thus dτ
τ = −dt, the b-metric g there-

fore approaches a stationary (t-independent in the local coordinate system) metric
exponentially fast, as τ = e−t. A b-metric can have arbitrary signature, which
corresponds to the signature of the matrix (gk`)

n−1
k,`=0; positive definite metrics (i.e.

of signature (n, 0)) are Riemannian, while those of signature (1, n−1) (or (n−1, 1))
are Lorentzian.

All natural tensorial constructions work equally well in the b-setting, such as the
form bundles bΛpM = Λp bT ∗M and the symmetric tensor bundles Sp bT ∗M =⊗p

s
bT ∗M ; in particular, a b-metric is a smooth section of S2 bT ∗M . Another

important bundle is the b-density bundle bΩM , sections of which are smooth mul-
tiples of |dττ ∧ dx1 . . . ∧ dxn−1| in local coordinates; any b-metric of any signature
gives rise to such a density via

|dg| = |det(gk`)
n−1
k,`=0|

1/2
∣∣∣dτ
τ
∧ dx1 . . . ∧ dxn−1

∣∣∣.
In particular, this gives rise to a positive definite inner product on C∞c (M◦), or

indeed Ċ∞c (M), the space of functions in C∞c (M) which vanish at X with all deriva-

tives (i.e. to infinite order). The completion of Ċ∞c (M) in this inner product is
L2

b(M) = L2(M ; |dg|).
The b-conormal bundle bN∗Y of a boundary submanifold Y ⊂ X of M is the

subbundle of bT ∗YM whose fiber over p ∈ Y is the annihilator of vector fields on M
tangent to Y and X. In local coordinates (τ, x′, x′′), where Y is defined by x′ = 0
in X, these vector fields are smooth linear combinations of τ∂τ , ∂x′′j , x′i∂x′j , τ∂x′k ,

whose span in bTpM is that of τ∂τ and ∂x′′j , and thus the fiber of the b-conormal
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bundle is spanned by the dx′j , i.e. has the same dimension as the codimension of Y

in X (and not that in M , corresponding to dτ
τ not annihilating τ∂τ ).

We define the b-cosphere bundle bS∗M to be the quotient of bT ∗M \ o by the
R+-action; here o is the zero section. Likewise, we define the spherical b-conormal
bundle of a boundary submanifold Y ⊂ X as the quotient of bN∗Y \ o by the R+-
action; it is a submanifold of bS∗M . A better way to view bS∗M is as the boundary

at fiber infinity of the fiber-radial compactification bT ∗M of bT ∗M , where the fibers
bT ∗pM are replaced by their radial compactification

bT ∗pM =
(

bT ∗pM ∪ ([0,∞)x × Sn−1)
)
/ ∼, (A.1)

where the equivalence relation ∼ identifies (x, ω), x > 0, with x−1ω ∈ bT ∗pM , upon

choosing polar coordinates on bT ∗pM
∼= Rn; see also [Vas13, §2]. The b-cosphere

bundle bS∗M ⊂ bT ∗M still contains the boundary of the compactification of the

‘old’ boundary bT ∗XM , see Figure A.1.

oM oX

bT ∗XM

bS∗M

Figure A.1. The radially compactified cotangent bundle bT ∗M

near bT ∗XM . The horizontal axis is the base M , with its boundary

X on the right; the vertical axis is the typical fiber of bT ∗M over
a point. The cosphere bundle bS∗M , viewed as the boundary at

fiber infinity of bT ∗M , is also shown, as well as the zero section

oM ⊂ bT ∗M and the zero section over the boundary oX ⊂ bT ∗XM .

Next, the algebra Diffb(M) of b-differential operators generated by Vb(M) con-
sists of operators of the form

P =
∑

|α|+j≤m

aα(τ, x)(τDτ )jDα
x ,

with aα ∈ C∞(M), writing D = 1
i ∂ as usual. (With t = − log τ as above, the

coefficients of P are thus constant up to exponentially decaying remainders as
t→∞.) Writing elements of bT ∗M as

σ
dτ

τ
+
∑
j

ξj dxj , (A.2)

we have the principal symbol

σb,m(P) =
∑

|α|+j=m

aα(τ, x)σjξα,
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which is a homogeneous degree m function in bT ∗M \ o. (The subscripts on the
notation σb,m of the principal symbol distinguish it from the dual variable σ.)
Principal symbols are multiplicative, i.e. σb,m+m′(P ◦P ′) = σb,m(P)σb,m′(P ′), and
one has a connection between operator commutators and Poisson brackets, to wit

σb,m+m′−1(i[P,P ′]) = Hpp
′, p = σb,m(P), p′ = σb,m′(P ′),

where Hp is the extension of the Hamilton vector field from T ∗M◦ \ o to bT ∗M \ o,
which is thus a homogeneous degree m− 1 vector field on bT ∗M \ o tangent to the
boundary bT ∗XM . In local coordinates (τ, x) on M near X, with b-dual coordinates
(σ, ξ) as in (A.2), this has the form

Hp = (∂σp)(τ∂τ )− (τ∂τp)∂σ +
∑
j

(
(∂ξjp)∂xj − (∂xjp)∂ξj

)
,

see [BVW15, Equation (3.20)], where a somewhat different notation is used, given
by [BVW15, Equation (3.19)].

We are also interested in b-differential operators acting on sections of vector
bundles on M . If E, F are vector bundles over M of rank NE , NF , respec-
tively, then in coordinate charts over which E,F are trivialized, such operators
P ∈ Diffmb (M ;E,F ), so P : C∞(M ;E) → C∞(M ;F ), are simply NF × NE ma-
trices of (scalar) b-differential operators Pij ∈ Diffmb (M). An example is the b-
version of the exterior differential bd : C∞(M ; bΛpM) → C∞(M ; bΛp+1M), bd ∈
Diff1

b(M ; bΛpM, bΛp+1M), given for p = 0 by

bdu = (τ∂τu)
dτ

τ
+

n−1∑
j=1

(∂xju) dxj ,

and extended to the higher degree differential forms in the usual manner, so

bd(u dxi1 ∧ . . . ∧ dxip) = (bdu) ∧ dxi1 ∧ . . . ∧ dxip
and (note that dτ

τ = d log τ)

bd
(
u
dτ

τ
∧ dxi1 ∧ . . . ∧ dxip−1

)
= (bdu) ∧ dτ

τ
∧ dxi1 ∧ . . . ∧ dxip−1

.

Thus, bd = d is the usual exterior differential away from X = ∂M if one uses the
natural identification of bTM with TM away from X, likewise for the associated
bundles.

If E,F are real vector bundles and hE , hF are inner products of any signature
(i.e. bilinear symmetric non-degenerate maps to the reals) on the fibers of E,F
respectively, and ν is a non-degenerate b-density (e.g. the density |dg| of a b-metric)
then P ∈ Diffmb (M ;E,F ) has an adjoint P∗ ∈ Diffmb (M ;F,E) characterized by

〈Pu, v〉F = 〈u,P∗v〉E , u ∈ Ċ∞(M ;E), v ∈ Ċ∞(M ;F ),

where

〈u1, u2〉E =

∫
hE(u1, u2) ν, u1, u2 ∈ Ċ∞(M ;E),

and similarly for F . We maintain the same notation for the complexified bundles
to which hE , hF extend as sesquilinear fiber inner products. In particular, any non-
degenerate b-metric g induces inner products (of various signature!) on bΛM and
Sp bT ∗M ; an example of an adjoint is bd∗ = δ ∈ Diff1

b(M ; bΛp+1M, bΛpM). Other
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important geometric operators include the covariant derivative with respect to a b-
metric g, ∇ ∈ Diff1

b(M ;Sp bT ∗M, bT ∗M ⊗Sp bT ∗M), the symmetric gradient δ∗g ∈
Diff1

b(M ; bT ∗M,S2 bT ∗M), and the divergence δg ∈ Diff1
b(M,S2 bT ∗M, bT ∗M),

besides bundle endomorphisms such as the Ricci curvature of a fixed b-metric g,
Ric(g) ∈ Diff0

b(M ; bT ∗M, bT ∗M). For most analytic purposes the bundles are
irrelevant, and thus we suppress them in the notation below.

While elements of Diffb(M) commute to leading order in the symbolic sense,
they do not commute in the sense of the order of decay of their coefficients. (This
is in contrast to the scattering algebra, see [Mel94].) The normal operator captures
the leading order part of P ∈ Diffmb (M) in the latter sense, namely

N(P) =
∑

j+|α|≤m

aα(0, x)(τDτ )jDα
x .

One can define N(P) invariantly as an operator on the model space MI := [0,∞)τ×
X by fixing a boundary defining function of M , see [Vas13, §3]. Identifying a collar
neighborhood of X ⊂ M with a neighborhood of {0} × X in MI , we then have
P−N(P) ∈ τDiffmb (M) (near ∂M). Since N(P) is dilation-invariant (equivalently:
translation-invariant in t = − log τ), it is naturally studied via the Mellin transform
in τ (equivalently: Fourier transform in−t), which leads to the (Mellin transformed)
normal operator family

N̂(P)(σ) ≡ P̂(σ) =
∑

j+|α|≤m

aα(0, x)σjDα
x ,

which is a holomorphic family of operators P̂(σ) ∈ Diffm(X). Here the Mellin
transform is the map

M : u 7→ û(σ, .) =

∫ ∞
0

τ−ıσu(τ, .)
dτ

τ
, (A.3)

with inverse transform

M−1 : v 7→ v̌(τ, .) =
1

2π

∫
R+ıα

τ ıσv(σ, .) dσ,

with α chosen in the region of holomorphy of v. Note that for u which are supported
near τ = 0 and are polynomially bounded as τ → 0, with values in a space such as C,
C∞(X), L2(X) or C−∞(X), the Mellin transformMu is holomorphic in Imσ > C,
C > 0 sufficiently large, with values in the same space. The Mellin transform
is described in detail in [Mel93, §5], but the reader should keep in mind that it
is a renormalized Fourier transform, corresponding to the exponential change of
variables τ = e−t mentioned above, so results for it are equivalent to related results
for the Fourier transform. The L2-based result, Plancherel’s theorem, states that
if ν is a smooth non-degenerate density on X and rc denotes restriction to the line
Imσ = c, then

r−α ◦M : ταL2
(
X × [0,∞);

|dτ |
τ
ν
)
→ L2(R;L2(X; ν)) (A.4)
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is an isomorphism. We are interested in functions u supported near τ = 0, in which
case, with r(c1,c2) denoting restriction to the strip c1 < Imσ < c2, for N > 0,

r−α,−α+N ◦M : τα(1 + τ)−NL2
(
X × [0,∞);

|dτ |
τ
ν
)

→
{
v : R× ı(−α,−α+N) 3 σ → v(σ) ∈ L2(X; ν);

v is holomorphic in σ and sup
−α<r<−α+N

‖v(.+ ır, .)‖L2(R;L2(X;ν)) <∞
}
,

(A.5)

see [Mel93, Lemma 5.18]. Note that in accordance with (A.4), v in (A.5) extends
continuously to the boundary values, r = −α and r = −α−N , with values in the
same space as for holomorphy. Moreover, for functions supported in, say, τ < 1,
one can take N arbitrary.

A.2. b-pseudodifferential operators and b-Sobolev spaces. Passing from
Diffb(M) to the algebra of b-pseudodifferential operators Ψb(M) amounts to al-
lowing symbols to be more general functions than polynomials; apart from symbols
being smooth functions on bT ∗M rather than on T ∗M if M was boundaryless, this
is entirely analogous to the way one passes from differential to pseudodifferential
operators, with the technical details being a bit more involved. One can have a
rather accurate picture of b-pseudodifferential operators, however, by considering
the following: for a ∈ C∞(bT ∗M), we say a ∈ Sm(bT ∗M) if a satisfies

|∂αz ∂
β
ζ a(z, ζ)| ≤ Cαβ〈ζ〉m−|β| for all multiindices α, β (A.6)

in any coordinate chart, where z are coordinates in the base and ζ coordinates
in the fiber; more precisely, in local coordinates (τ, x) near X, we take ζ = (σ, ξ)
as above. We define the quantization Op(a) of a, acting on smooth functions u
supported in a coordinate chart, by

Op(a)u(τ, x) = (2π)−n
∫
ei(τ−τ

′)σ̃+i(x−x′)ξφ

(
τ − τ ′

τ

)
(A.7)

× a(τ, x, τ σ̃, ξ)u(τ ′, x′) dτ ′ dx′ dσ̃ dξ, (A.8)

where the τ ′-integral is over [0,∞), and φ ∈ C∞c ((−1/2, 1/2)) is identically 1 near 0.
The cutoff φ ensures that these operators lie in the ‘small b-calculus’ of Melrose, in
particular that such quantizations act on weighted b-Sobolev spaces, defined below;
see also the explicit description of the Schwartz kernels below using blow-ups. For
general u, we define Op(a)u using a partition of unity. We write Op(a) ∈ Ψm

b (M);
every element of Ψm

b (M) is of the form Op(a) for some a ∈ Sm(bT ∗M) modulo the
set Ψ−∞b (M) of smoothing operators. We say that a is a symbol of Op(a). The

equivalence class of a in Sm(bT ∗M)/Sm−1(bT ∗M) is invariantly defined on bT ∗M
and is called the principal symbol of Op(a).

A different way of looking at Ψb(M) is in terms of Hörmander’s uniform algebra,
namely pseudodifferential operators on Rn arising as, say, left quantizations of
symbols ã ∈ Sm∞(Rnz̃ ;Rn

ζ̃
) satisfying estimates

|∂αz̃ ∂
β

ζ̃
ã(z̃, ζ̃)| ≤ Cαβ〈ζ̃〉m−|β| for all multiindices α, β. (A.9)

To see the connection, consider local coordinates (τ, x) on M near ∂M as above,
and write z̃ = (t, x) with t = − log τ , with the region of interest being a cylindrical
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set (C,∞)t×Ωx corresponding to (0, e−C)τ×Ωx. Then the uniform estimates (A.9)
are equivalent to estimates (pulling back ã via the map ψ(τ, x) = (− log τ, x))

|(τ∂τ )α0∂α
′

x ∂
β0
σ ∂β

′

ξ ψ
∗ã(τ, x, σ, ξ)| ≤ Cαβ〈(σ, ξ)〉m−|β|

for all multiindices α = (α0, α
′), β = (β0, β

′),
(A.10)

and the quantization map becomes

Õp(ã)u(τ, x)

= (2π)−n
∫
ei log(τ/τ ′)σ+i(x−x′)ξψ∗ã(τ, x,−σ, ξ)u(τ ′, x′)(τ ′)−1 dτ ′ dx′ dσ dξ,

Letting σ̃ = τ−1σ, this reduces to an oscillatory integral of the form (A.7), taking
into account that in τ/τ ′ ∈ (C−1, C), C > 0, the function log(τ/τ ′) in the phase

is equivalent to τ−τ ′
τ . (Notice that in terms of t, t′, the cutoff φ in (A.7) is a

compactly supported function of t − t′, identically 1 near 0.) With z = (τ, x),
ζ = (σ, ξ), these estimates (A.10) would be exactly the estimates (A.6) if (τ∂τ )α0

were replaced by ∂α0
τ . Thus, (A.10) gives rise to the space of b-ps.d.o’s conormal to

the boundary, i.e. in terms of b-differential operators, the coefficients are allowed to
be merely conormal to X = ∂M rather than smooth up to it. As in the setting of
classical (one-step polyhomogeneous) symbols, for distributions smoothness up to
the boundary is equivalent to conormality (symbolic estimates in the symbol case)
plus an asymptotic expansion; thus, apart from the fact that we need to be careful
in discussing supports, the b-ps.d.o. algebra is essentially locally a subalgebra of
Hörmander’s uniform algebra. Most properties of b-ps.d.o’s are true even in this
larger, ‘conormal coefficients’ class, and indeed this perspective is very important
when the coefficients are generalized to have merely finite Sobolev regularity as was
done in [Hin16, HV16]; indeed the ‘only’ significant difference concerns the normal
operator, which does not make sense in the conormal setting. We also refer to
[Vas14, Chapter 6] for a full discussion, including an introduction of localizers, far
from diagonal terms, etc.

If A ∈ Ψm1

b (M) and B ∈ Ψm2

b (M), then AB,BA ∈ Ψm1+m2

b (M), while [A,B] ∈
Ψm1+m2−1

b (M), and its principal symbol is 1
iHab ≡ 1

i {a, b}, with Ha as above.
We also recall the notion of b-Sobolev spaces: fixing a volume b-density ν on M ,

which locally is a positive multiple of |dττ dx|, we define, for s ∈ N0,

Hs
b(M) =

{
u ∈ L2(M,ν) : V1 · · ·Vju ∈ L2(M,ν), Vi ∈ Vb(M), 1 ≤ i ≤ j ≤ s

}
,

which one can extend to s ∈ R by duality and interpolation. Weighted b-Sobolev
spaces are denoted

Hs,α
b (M) = ταHs

b(M), (A.11)

i.e. its elements are of the form ταu with u ∈ Hs
b(M). Any b-pseudodifferential

operator P ∈ Ψm
b (M) defines a bounded linear map P : Hs,α

b (M)→ Hs−m,α
b (M) for

all s, α ∈ R. Correspondingly, there is a notion of wave front set WFs,αb (u) ⊂ bS∗M

for a distribution u ∈ H−∞,αb (M) =
⋃
s∈RH

s,α
b (M), defined analogously to the

wave front set of distributions on Rn or closed manifolds: a point $ ∈ bS∗M is not
in WFs,αb (u) if and only if there exists P ∈ Ψ0

b(M), elliptic at $ (i.e. with principal
symbol non-vanishing on the ray corresponding to $), such that Pu ∈ Hs,α

b (M).
Notice however that we do need to have a priori control on the weight α (we are

assuming u ∈ H−∞,αb (M)), which again reflects the lack of commutativity of Ψb(M)
to leading order in the sense of decay of coefficients at ∂M .



144 PETER HINTZ AND ANDRÁS VASY

The Mellin transform is also well-behaved on the b-Sobolev spaces Hs
b(X ×

[0,∞)), and indeed gives a direct way of defining non-integer order Sobolev spaces.
For s ≥ 0, cf. [Mel93, Equation (5.41)],

r−α ◦M : ταHs
b(X × [0,∞);

|dτ |
τ
ν)

→
{
v ∈ L2(R;Hs(X; ν)) : (1 + |σ|2)s/2v ∈ L2(R;L2(X; ν))

} (A.12)

is an isomorphism, with the analogue of (A.5) also holding. Note that the right
hand side of (A.12) is equivalent to

〈|σ|〉sv ∈ L2
(
R;Hs

〈|σ|〉−1(X; ν)
)
, (A.13)

where the space on the right hand side is the standard semiclassical Sobolev space
and 〈|σ|〉 = (1 + |σ|2)1/2; indeed, for s ≥ 0 integer both are equivalent to the
statement that for all β with |β| ≤ s, 〈|σ|〉s−|β|Dβ

xv ∈ L2(R;L2(X; ν)). Here by
equivalence we mean not only the membership in a set, but also that of the standard
norms, such as ( ∑

|β|≤s

∫
Imσ=−α

〈|σ|〉2(s−|β|)‖Dβ
xv‖2L2(X;ν) dσ

)1/2

,

corresponding to these spaces. Note that by dualization, (A.13) characterizes the
Mellin transform of Hs,α

b for all s ∈ R.
The basic microlocal results, such as elliptic regularity, propagation of singu-

larities and radial point estimates, have versions in the b-setting; these are purely
symbolic (i.e. do not involve normal operators), and thus by themselves are insuf-
ficient for a Fredholm analysis, since the latter requires estimates with relatively
compact errors. It is usually convenient to state these results in terms of wave front
set containments, but by the closed graph theorem such statements are automat-
ically equivalent to microlocalized Sobolev estimates, and are indeed often proved
by such.

Let us first discuss microlocal elliptic regularity for a classical operator P ∈
Ψm

b (M). We recall that P elliptic at $ ∈ bS∗M if σb(P) is invertible at $; here
one renormalizes the principal symbol by using any non-degenerate homogeneous
degree m section of bT ∗M so that the restriction to bS∗M , considered as fiber
infinity, makes sense.

Proposition A.1. Suppose u ∈ Hs′,α
b for some s′, α, and $ /∈ WFs−m,αb (Pu).

Then $ /∈WFs,αb (u). Quantitatively, the estimate

‖B2u‖Hs,αb
≤ C

(
‖B1Pu‖Hs−m,αb

+ ‖u‖
Hs
′,α

b

)
,

is valid whenever B1, B2 ∈ Ψ0
b(M), with B1 elliptic on WF′b(B2) and P elliptic on

WF′b(B2).

Next, to describe propagation of singularities for a classical operator P ∈ Ψm
b (M)

with real principal symbol p (scalar if P is acting on vector bundles), we recall that
the characteristic set Char(P ) is the complement of its elliptic set (the set of points
where P is elliptic). Then:

Proposition A.2. Let u ∈ Hs′,α
b for some s′, α. Then WFs,αb (u)\WFs−m+1,α

b (Pu)
is the union of maximally extended (null) bicharacteristics, i.e. integral curves of

Hp inside the characteristic set Char(P) of P inside Char(P) \WFs−m+1,α
b (Pu).
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This statement is vacuous at points $ where Hp is radial, i.e. tangent to the
dilation orbits in the fibers of bT ∗M \o. Elsewhere, it again amounts to an estimate,
which now is of the form

‖B2u‖Hs,αb
≤ C

(
‖B1u‖Hs,αb

+ ‖SPu‖Hs−m+1,α
b

+ ‖u‖
Hs
′,α

b

)
, (A.14)

which is valid whenever B1, B2, S ∈ Ψ0
b(M) with S elliptic on WF′b(B2), and every

bicharacteristic from WF′b(B2) reaching the elliptic set of B1, say in the backward
direction along Hp, while remaining in the elliptic set in S; this estimate gives
propagation in the forward direction along Hp.

The estimate (A.14) remains valid, for propagation in the forward direction, if p
is no longer real, but Im p ≤ 0, and in the backward direction if Im p ≥ 0. Such an
operator is called complex absorbing. Notice that one has a better, elliptic, estimate
where Im p > 0; the point is that the propagation of singularities estimate works
at the boundary of this region.

Radial points of Hp come in many flavors depending on the linearization of Hp.
In the present context, at the b-conormal bundle of the boundary of the event
or cosmological horizon at infinity, the important type is saddle points, or more
precisely submanifolds L of normally saddle points, introduced in [HV15, §2.1.1] in
the b-setting. (See [BVW15] for a source/sink case, which is relevant to the wave
equation on Minkowski type spaces.) More concretely, the type of saddle point is
that (within the characteristic set of P) one of the stable/unstable manifolds lies in
bS∗XM , and the other, call it L, is transversal to bS∗XM , with the full assumptions
stated in [HV15, §2.1.1]; see also the discussion of the dynamics in §3.4. In fact,
one should really consider at least the infinitesimal behavior of the linearization

towards the interior of the cotangent bundle as well, i.e. work on bT ∗M , with
bS∗M its boundary at fiber infinity; then with L a submanifold of bS∗XM still, we
are interested in the setting in which the statement about stable/unstable manifolds

still holds in bT ∗M . Then there is a critical regularity, s = m−1
2 + βα, where α is

the Sobolev weight order as above, and β arises from the subprincipal symbol of P
at L; in the case of event horizons it is the reciprocal surface gravity. (If P 6= P∗,
there is a correction term to the critical regularity, see §5.1.) Namely, the theorem,
[HV15, Proposition 2.1], states:

• for s > m−1
2 +βα one can propagate estimates from a punctured neighbor-

hood of L ∩ bS∗XM in L to X;
• if s < m−1

2 + βα, the opposite direction of propagation is possible.

Remark A.3. This is the redshift effect in the direction of propagation into the
boundary since one has then a source/sink within the boundary; that is, in the di-
rection in which the estimates are propagated, the linearization at L infinitesimally
shifts the frequency (where one is in the fibers of bT ∗M) away from fiber infinity,
i.e. to lower frequencies. Dually, this gives a blue shift effect when one propagates
the estimates out of the boundary.

When the Hp-flow has an appropriate global structure, e.g. when one has com-
plex absorption in some regions, and the Hp-flow starts from and ends in these,
potentially after ‘going through’ radial saddle points, see [HV15, §2.1], one gets
global estimates

‖u‖Hs,αb
≤ C

(
‖Pu‖Hs−m+1,α

b
+ ‖u‖

Hs
′,α

b

)
, (A.15)
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with s′ < s, provided of course the threshold conditions are satisfied when radial
points are present (depending on the direction of propagation). One also has dual
estimates for P∗, propagating in the opposite direction.

Due to the lack of gain in α, these estimates do not directly give rise to a

Fredholm theory even if M is compact, since the inclusion map Hs,α
b → Hs′,α

b

is not compact even if s > s′. This can be done via the analysis of the (Mellin

transformed) normal operator N̂(P)(σ) ≡ P̂(σ). Namely, when P̂(σ) has no poles

in the region − Imσ ∈ [r′, r], and when large |Reσ| estimates hold for P̂, which is
automatic when P has the global structure allowing for the global estimates (A.15),
then one can obtain estimates like

‖u‖Hs,rb
≤ C

(
‖N(P)u‖Hs−m+1,r

b
+ ‖u‖

Hs
′,r′

b

)
,

which, when applied to the error term of (A.15) via the use of cutoff functions,
gives

‖u‖Hs,rb
≤ C

(
‖Pu‖Hs−m+1,r

b
+ ‖u‖

Hs
′,r′

b

)
,

with s > s′, r > r′, and dual estimates for P∗, which does give rise to a Fredholm
problem for P.

We are also interested in domains in M , more precisely ‘product’ or ‘p’ subman-
ifolds with corners Ω in M . Thus, Ω is given by inequalities of the form tj ≥ 0,
j = 1, 2 . . . ,m, such that at any point p the differentials of those of the tj , as well
as of the boundary defining function τ of M , which vanish at p must be linearly
independent (as vectors in T ∗pM). For instance, if m = 2, and p ∈ X = ∂M with
t1(p) 6= 0, t2(p) = 0, then dτ(p) and dt2(p) must be linearly independent. The main
example of interest is the domain Ω defined in §3.5, see Figure 3.4, in which case
we can take t1 =

∏
±(r − (rb0,± ± εM )) and t2 = 1− τ .

On a manifold with corners, such as Ω, one can consider supported and extendible
distributions; see [Hör07, Appendix B.2] for the smooth boundary setting, with
simple changes needed only for the corners setting, which is discussed e.g. in [Vas08,
§3]. Here we consider Ω as a domain in M , and thus its boundary face X ∩ Ω
is regarded as having a different character from the Hj ∩ Ω, Hj = t−1

j (0), i.e.

the support/extendibility considerations do not arise at X—all distributions are
regarded as acting on a subspace of C∞ functions on Ω vanishing at X to infinite
order, i.e. they are automatically extendible distributions at X. On the other
hand, at the Hj we consider both extendible distributions, acting on C∞ functions
vanishing to infinite order at Hj , and supported distributions, which act on all
C∞ functions (as far as conditions at Hj are concerned). For example, the space
of supported distributions at H1 extendible at H2 (and at X, as we always tacitly
assume) is the dual space of the subspace of C∞(Ω) consisting of functions vanishing
to infinite order at H2 and X (but not necessarily at H1). An equivalent way of
characterizing this space of distributions is that they are restrictions of elements of
the dual C−∞(M) of Ċ∞c (M) with support in t1 ≥ 0 to C∞ functions on Ω which
vanish to infinite order at X and H2; thus in the terminology of [Hör07], they are
restrictions of elements of C−∞(M) with support in t1 ≥ 0 to Ω \ (H2 ∪X).

The main interest is in spaces induced by the Sobolev spaces Hs,r
b (M). Notice

that the Sobolev norm is of completely different nature at X than at the Hj , namely
the derivatives are based on complete, rather than incomplete, vector fields: Vb(M)
is being restricted to Ω, so one obtains vector fields tangent to X but not to the



NON-LINEAR STABILITY OF KERR–DE SITTER 147

Hj . As for supported and extendible distributions corresponding to Hs,r
b (M), we

have, for instance,

Hs,r
b (Ω)•,−,

with the first superscript on the right denoting whether supported (•) or extendible
(−) distributions are discussed at H1, and the second the analogous property at
H2; thus Hs,r

b (Ω)•,− consists of restrictions of elements of Hs,r
b (M) with support

in t1 ≥ 0 to Ω \ (H2 ∪X). Then elements of C∞(Ω) with the analogous vanishing
conditions, so in the example vanishing to infinite order at H1 and X, are dense in
Hs,r

b (Ω)•,−; further the dual of Hs,r
b (Ω)•,− is H−s,−rb (Ω)−,• with respect to the L2

(sesquilinear) pairing. For distributions extendible, resp. supported, at all boundary
hypersurface, we shall write

H̄s,r
b (Ω) ≡ Hs,r

b (Ω)−,−, Ḣs,r
b (Ω) ≡ Hs,r

b (Ω)•,•. (A.16)

The main use of these spaces for the wave equation is that due to energy esti-
mates, one can obtain a Fredholm theory using these spaces, with the supported
distributions corresponding to vanishing Cauchy data (where one propagates esti-
mates from in the complex absorption setting discussed above), while extendible
distributions correspond to no control of Cauchy data (corresponding to the final
spacelike hypersurfaces, i.e. with future timelike outward-pointing normal vector, to
which one propagates estimates); note that dualization reverses these, i.e. one starts
propagating for P∗ from the spacelike hypersurfaces towards which one propagated
for P. We refer to [HV15, §2.1] for further details.

A.3. Semiclassical analysis. In one part of the paper, namely the proof of SCP,
we work with semiclassical b-pseudodifferential operators. First recall that the
uniform semiclassical operator algebra, Ψ~(Rn), is given by

A~ = Op~(a); Op~(a)u(z̃) = (2π~)−n
∫
Rn×Rn

ei(z̃−z̃
′)·ζ̃/~a(z̃, ζ̃, ~)u(z̃′) dζ̃ dz̃′,

u ∈ S(Rn), a ∈ C∞([0, 1)~;Sm∞(Rnz̃ ;Rnz̃′));

its classical subalgebra, Ψ~,cl(Rn) corresponds to a ∈ C∞([0, 1)~;Sm∞,cl(Rn;Rn)),

where Sm∞,cl denotes the space of symbols which are classical (one-step polyhomo-

geneous) in the fibers. The semiclassical principal symbol of such an operator is
σ~,m(A) = a|~=0 ∈ Sm∞(T ∗Rn); the ‘standard’ principal symbol is still the equiva-
lence class of a in C∞([0, 1)~;Sm∞/S

m−1
∞ ), or an element of C∞([0, 1)~;Sm∞,hom) in

the classical setting. There are natural extensions to manifolds without boundary
X, for which the behavior of the symbols at infinity in Rnz̃ is irrelevant since, as one
transfers the operators to manifolds, one uses coordinate charts only whose com-
pact subsets play a role. On the other hand, the ‘conormal coefficient’ semiclassical
b-pseudodifferential algebra can be defined via the identifications discussed above,
namely locally using, with z = (t, x), the quantization

A~ = Op~(a);

Op~(a)u(z̃) = (2π~)−n
∫
Rn×Rn

ei(z̃−z̃
′)·ζ̃/~φ̃(t− t′)a(z̃, ζ̃, ~)u(z̃′) dζ̃ dz̃′,

u ∈ S(Rn), a ∈ C∞([0, 1)~;Sm∞(Rnz̃ ;Rn
ζ̃
));

with φ̃ compactly supported, identically 1 near 0, requiring an expansion of a in
powers of τ = e−t as t → ∞. The Schwartz kernel of such an operator vanishes
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to infinite order at ~ = 0 away from the diagonal (in the uniform sense that t− t′
is bounded away from 0), thus working in a manifold setting is in fact almost the
same as working locally.

The fully intrinsic version of this operator algebra can be obtained using Mel-
rose’s approach via blow-ups, as in [Mel93]. First, recall that the standard b-double
space M2

b is constructed by taking M2 = M×M , and blowing up the corner (∂M)2

in it: M2
b = [M2; (∂M)2]. The diagonal then lifts to a product submanifold of this

resolved space, and the b-ps.d.o’s on this space are simply distributions conormal
to the diagonal which vanish to infinite order at the lift of the left and right bound-
aries ∂M ×M and M × ∂M . Indeed, (A.7) is an explicit way of writing such a
parametrization of conormal distributions via oscillatory integrals taking into ac-
count that in τ/τ ′ ∈ (C−1, C), C > 0, regarding (τ/τ ′, τ) as valid coordinates on

the blown-up space, log(τ/τ ′) in the phase is equivalent to τ−τ ′
τ , which together

with xj − x′j defines the lifted diagonal (or b-diagonal) diagb. In the semiclassical

setting, one considers M2× [0, 1)~, blows up (∂M)2× [0, 1)~ first to obtain a family
(parametrized by ~) of double spaces, [M2 × [0, 1); (∂M)2 × [0, 1)] = M2

b × [0, 1)~.
Then the b-diagonal at ~ = 0 is a p-submanifold, and one blows this up to obtain
the semiclassical b-double space,

M2
b,~ = [M2

b × [0, 1)~; diagb×{0}].

Elements of Ψm
b,~(M) are then given by Schwartz kernels which are conormal, of

order m, to the diagonal, smooth up to the front faces of the last two blow-ups (b-
and semiclassical), and vanishing to infinite order at the lifts of the 3 original faces:
left (i.e. ∂M ×M × [0, 1)), right (M × ∂M × [0, 1)) and semiclassical (M2 × {0}).
This is completely analogous to the construction of the semiclassical 0-double space
in [MSBV14a], but in that paper much more delicate semiclassical Fourier integral
operators had to be considered. The algebraic properties of Ψm

b,~(M) can be derived
directly, but they are even more transparent from the above discussion on Rn.

The b-ps.d.o. results such as elliptic estimates, propagation of singularities, etc.,
have semiclassical b-analogues. First, the semiclassical b-Sobolev norms are defined
(up to equivalence of norms on compact manifolds) for s ∈ N, u~ ∈ Hs,α

b , ~ ∈ (0, 1),
by

‖u~‖2Hs,αb,~ (M) =
∑
‖(~V1) · · · (~Vj)(τ−αu)‖2L2

b
,

where the finite sum is over all collections of up to s (including 0) vector fields

Vi ∈ Ṽ, Ṽ a finite subset of Vb(M), such that at each point p in M , elements of

Ṽ span bTpM . In local coordinates near a point p ∈ ∂M this is equivalent to the
squared norm

‖τ−αu‖2L2
b

+ ‖τ−α(~τDτ )su‖2L2
b

+

n−1∑
j=1

‖τ−α(~Dxj )
su‖2L2

b
,

which one can again extend to s ∈ R by duality and interpolation.
One then has a notion of semiclassical b-wave front set WFs,αb,~(u), defined for

families u = (u~)~∈(0,1) which are bounded by C~N in Hs′,α
b,~ for some s′, α,N,C.

(One says that u is polynomially bounded in Hs′,α
b,~ .) This is then a subset of

∂(bT ∗M × [0, 1)) = bS∗M × [0, 1) ∪ bT ∗M × {0},
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where the corner bS∗M × {0} = ∂bT ∗M × {0} is part of both sets on the right,
and is defined by $ /∈ WFs,αb,~(u) if there exists A ∈ Ψ0

b,~(M), elliptic at $, such

that ‖Au‖Hs,αb,~
= O(~∞), i.e. bounded by CN~N for all N . Then, for instance,

elliptic regularity is the statement that if P ∈ Ψm
b,~(M) is elliptic at $, then for u

polynomially bounded in Hs′,α
b,~ ,

$ /∈WFs−m,αb,~ (Pu)⇒ $ /∈WFs,αb (u).

This corresponds to an estimate (by the uniform boundedness principle)

‖B2u‖Hs,αb,~
≤ C

(
‖B1Pu‖Hs−m,αb,~

+ ~N‖u‖
Hs
′,α

b

)
,

which is valid whenever B1, B2 ∈ Ψ0
b(M) with B1 elliptic on WF′b(B2) and P

elliptic on WF′b(B2). There are analogues of propagation of singularities and radial
point estimates. Thus, under global conditions on the Hp-flow, as above, one has
estimates

‖u‖Hs,αb,~
≤ C

(
~−1‖Pu‖Hs−m+1,α

b,~
+ ~N‖u‖

Hs
′,α

b

)
,

with s′ < s; the ~−1 corresponds to the loss of one derivative in the norm of Pu
relative to the elliptic estimate due to the propagation of singularities estimate.
Notice that these estimates give small remainders due to the factor ~N , which can
thus be absorbed into the left hand side for ~ sufficiently small. Therefore, one
can obtain invertibility results for P = P~ for sufficiently small ~ directly, without
having to analyze the normal operator.

Appendix B. A general quasilinear existence theorem

Combining the results of §5 with the Nash–Moser inverse function theorem de-
scribed in §11.1, we now prove that one can solve rather general quasilinear wave
equations with small data globally upon modifying the forcing or the initial data
in a suitable finite-dimensional space, provided the linearization of the non-linear
operator at 0 fits into the framework of §5.1. The purpose is to present a simple
result that is powerful enough for interesting applications: we will be able to use it
directly to prove the non-linear stability of the static model of de Sitter space, see
Theorem C.4. (Subsuming the black hole stability proof in §11.2 into the general
theorem below would complicate the setup only slightly.)

Thus, the simplest way (albeit not the most natural one geometrically) to de-
scribe our requirements for a non-linear differential operator P , acting on sections
of a stationary vector bundle E → M of rank k (see §5.1), is to use coordinates
(t∗, x) =: (x0, . . . , x3), where x = (x1, x2, x3) is a local coordinate system on X in
which E is trivialized with fibers Ck; we then require that for some fixed b ∈ UB ,24

we have

P (u) = (gµνb + qµν(x, u,Du))DµDνu+ qµ(x, u,Du)Dµu+ q(x, u,Du)u

for u with small C1 norm, where the qµν : R3 × Ck × C3k → R are smooth with
qµν(x, 0, 0) ≡ 0, and q, qµ : R3 × Ck × C3k → Ck×k are smooth, valued in endo-
morphisms of E. For example, the non-linear operator u 7→ (Ric + Λ)(gb + u) −
δ̃∗(Υ(gb + u)−Υ(gb)) is of this form.

24The restriction to small angular momenta here is only due to the fact that we did not define
the Kerr–de Sitter family for larger angular momenta in §3.2.
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The main feature of such operators is that the linearization Lu(r) := DuP (r) is

a principally scalar wave operator, and if ũ ∈ Hs+2,α
b (M ;E), α > 0, s > 2, is expo-

nentially decaying, then DũP is stationary up to an operator in Hs,α
b Diff2

b(M ;E).
We furthermore assume that the linearization L0 = D0P satisfies the assump-

tions (1)–(2); for simplicity, we assume β̂ ≥ −1 in (5.4) as in Theorem 5.14. Due to
Theorem 5.4, there exists α > 0 such that the operator L0 has only finitely many
resonances in a half space Imσ > −α and satisfies high energy estimates in this
half space; by shrinking α > 0 if necessary, we can assume L0 has no resonances
with −α ≤ Imσ < 0. (The latter assumption is unnecessary; we only make it
for convenience.) Denote by R = Res(L0, {Imσ > −α}) the finite-dimensional
space of resonant states corresponding to the non-decaying resonances of L0. We
introduce a space of modifications of forcing terms removing the asymptotic behav-
ior of elements of R when solving linear initial value problems for L0: fix a basis
{φ1, . . . , φN} of R, and a cutoff χ, identically 0 near Σ0 and identically 1 for large
t∗; then, adopting the notation of Theorem 5.14, we define

z : CN → H∞,αb (Ω;E)•,− ↪→ D∞,α(Ω;E),

c = (c1, . . . , cN ) 7→
∑
j

L0(χcjφj).

By construction, the assumptions of Theorem 5.14 are satisfied if we take W = {0},
corresponding to the fact that we eliminate all non-decaying asymptotic behavior,
thus the stationary parts of the linearized operators Lu, u ∈ H∞,αb , we need to
consider are fixed, i.e. do not depend on any parameters.

The general Nash–Moser iteration scheme, Theorem 11.1, then implies the fol-
lowing theorem:

Theorem B.1. Suppose P satisfies the above assumptions. Then there exist con-
stants ε > 0 and C such that the following holds: for data d = (f, u0, u1) ∈
D∞,α(Ω;E) (recall Definition 5.6) with ‖d‖20,α < ε, there exist c ∈ CN and
u ∈ H̄∞,αb (Ω;E) solving the quasilinear wave equation{

P (u) = f + z(c) in Ω◦,

γ0(u) = (u0, u1) in Σ0,

and |c| ≤ C‖d‖13,α.

One also obtains an estimate for H̄s,α
b norms of u, as follows from the proof of

Theorem 11.1 given in [SR89].
Furthermore, one can show that the map Z : D∞,α(Ω;E) 3 d 7→ c ∈ CN has

surjective differential, as follows from the construction of the map z and its re-
lation to the linear operator L0 (see [Ham82, §III] for details), and then Z0 :=
Z−1(0) ⊂ D∞,α(Ω;E) is, locally near 0, an N -codimensional smooth Fréchet sub-
manifold. Therefore, we can solve the quasilinear initial value problem P (u) = f ,
γ0(u) = (u0, u1), exactly for (f, u0, u1) ∈ Z0; that is, we have global existence (and
automatically uniqueness) in a space of decaying solutions for an N -codimensional
submanifold of the space of data.



NON-LINEAR STABILITY OF KERR–DE SITTER 151

Appendix C. Non-linear stability of the static model of de Sitter
space

In this section, we prove the non-linear stability of the static model of de Sitter
space using the methods outlined in §1.1. We recall that the stability of global
de Sitter space in (3 + 1) dimensions was proved by Friedrich [Fri86] (with gener-
alizations due to Anderson [And05] and Ringström [Rin08]), which is thus a much
stronger result because it shows stability on a larger spacetime; the point is thus
only to illustrate the main ideas of the paper in a simpler context which however
is very illuminating.

We recall that Graham–Lee [GL91] proved the existence of Poincaré–Einstein
metrics on the ball, with prescribed conformal class of the metric induced on the
conformal boundary, close to the hyperbolic metric. Growing indicial roots in the
elliptic setting do not present a problem as they do in the hyperbolic setting; one
solves an analogue of a boundary value problem (see in particular [GL91, Theo-
rem 3.10]) in which these are excluded from the considerations (somewhat anal-
ogously to scattering constructions from infinity in the hyperbolic setting). Our
computations in the DeTurck gauge below parallel those of [GL91]; the difference
in the signature affects the calculations only in a minor way.

Here, we will introduce de Sitter space simply by using a local coordinate ex-
pression for its metric; we refer to [Hin16, §8.1] for a detailed discussion of de Sitter
space and the static model. We work in (n + 1) dimensions, use Greek letters for
indices between 0 and n, and Latin letters for indices between 1 and n. Locally
near a point of the future conformal boundary of (global) de Sitter space M, the
de Sitter metric g0 takes the form

g0 = τ−2g0, g0 = dτ2 −
∑
i

dw2
i

in a suitable coordinate system τ ≥ 0, w1, . . . , wn ∈ R, where τ = 0 defines the fu-
ture conformal boundary X of M within the coordinate patch; see Figure C.1. Thus,
g is a 0-metric in the sense of Mazzeo–Melrose [MM87], albeit with Lorentzian
rather than Riemannian signature; more general Lorentzian manifolds, with a sim-
ilar structure at infinity as de Sitter space, were introduced and studied by Vasy
[Vas10], and we will make use of the results of that paper freely.

X
q wi

τ
M

Figure C.1. A neighborhood of a point q on the conformal bound-
ary of de Sitter space; also indicated (shaded) is the static model
at q, which near q is the interior of the backward light cone from
q with respect to g (and thus g).

It is natural to work with the frames

eµ := τ∂µ, eµ :=
dwµ
τ
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of the 0-tangent bundle 0TM and the 0-cotangent bundle 0T ∗M, respectively. From
now on, indices refer to these frames, rather than the coordinate frame. Thus, for
instance, for a 1-form ω, we write ωµ = ω(eµ), so ω = ωµe

µ, and raising the index
gives ω0 = ω0 and ωi = −ωi, i.e. G0(ω,−) = ωµeµ if G0 denotes the dual metric.
Similarly to (6.3), we consider natural splittings of the vector bundles

0T ∗M = WN ⊕WT , S2 0T ∗M = VNN ⊕ VNT ⊕ VTT ,

where
WN = 〈e0〉, WT = 〈ei〉,

VNN = 〈e0e0〉, VNT = 〈2e0ei〉, VTT = 〈eiej〉,
(C.1)

where we recall the notation ξη = ξ ⊗s η = 1
2 (ξ ⊗ η + η ⊗ ξ). It will be useful to

further split up VTT into its tracefree (‘0’) and pure trace (‘p’) parts,

VTT = VTT0 ⊕ VTTp, VTT0 = {aijeiej : ai
i = 0}, VTTp = 〈h〉, (C.2)

where we defined h =
∑
i e
iei to be the restriction of−g to τ = const. hypersurfaces.

For a section u of VTT , we note that trg u = − trh u.

C.1. Computation of the explicit form of geometric operators. One com-
putes the connection coefficients

∇0e
0 = 0, ∇0e

i = 0, ∇ie0 = ei, ∇iej = δji e
0;

this easily gives Rµνκλ = (g0)µλ(g0)νκ − (g0)νλ(g0)µκ, so Ric(g0)νλ + n(g0)νλ = 0.
Furthermore, the operator Rg0

defined in (2.9) is equal to Rg0
(r) = trg0

(r)g0 −
(n+ 1)r, which in the splitting (C.1) is equal to the (block) matrix

Rg0
=

−n 0 − trh
0 −(n+ 1) 0
−h 0 h trh−(n+ 1)

 .

We next compute the wave operator on sections of the subbundles in (C.1) using
the formula

− tr∇2T = −∇0∇0T + n∇0T +
∑
i

∇i∇iT,

valid for every tensor T of any rank; thus, for an NN tensor,

�g0(ue0e0) =
(
−e2

0 + ne0 +
∑

e2
i + 2n

)
ue0e0 + 4(eiu)e0ei + 2ueiei,

while for a TN tensor,

�g0
(2uke

0ek)

= 4
∑
i

(eiui)e
0e0 + 2

(
−e2

0 + ne0 +
∑

e2
i + n+ 3

)
uke

0ek + 4(eiuj)e
iej ,

and for a T tensor,

�g0
(ujke

jek)

= 2
∑
i

uiie
0e0 + 4

∑
i

(eiuij)e
0ej +

(
−e2

0 + ne0 +
∑

e2
i + 2

)
ujke

jek.

Let us reformulate these expressions in a more geometric manner: if u is a
function on X, we have

∑
i(eiu)ei = dXu. Furthermore, for a tangential 1-form

uke
k, we calculate its codifferential with respect to the metric h to be δh(uke

k) =
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−
∑
k ekuk; note that this is equal to −δg0

(uke
k). On symmetric 2-tensors, the

divergence (δg0(uµνe
µeν))λ = −gµκ0 ∇µuκλ acts via

δh(uije
iej) = −

∑
j

(ejuij)e
i,

which equals −δg0
(uije

iej). On the other hand, the adjoint of δh acting on symmet-
ric 2-tensors (relative to the inner products induced by h) is (eiuj)e

iej = δ∗h(uke
k) =

−δ∗g0
(uke

k). Therefore, the wave operator �g0
on symmetric 2-tensors, in the de-

composition (C.1) and the trivializations described there, is given by

�g0
=
(
−e2

0 + ne0 +
∑

e2
i

)
+

 2n −4δh 2 trh
2dX n+ 3 −2δh
2h 4δ∗h 2

 (C.3)

We furthermore compute

δ∗g0
=

 e0 0
1
2dX

1
2 (e0 + 1)

h δ∗h

 , δg0
=

(
−e0 + n −δh trh

0 −e0 + (n+ 1) −δh

)
,

and, recalling (2.4),

Gg0
=

 1
2 0 1

2 trh
0 1 0

1
2h 0 1− 1

2h trh

 .

C.2. Unmodified DeTurck gauge. Let us now consider the hyperbolic formula-
tion

Ric(g) + ng − δ∗gΥ(g) = 0, Υ(g) = gg−1
0 δgGgg0. (C.4)

of the Einstein equation. The linearized operator L around g = g0 is given by

2Lr = 2(Dg0
(Ric + n) + δ∗g0

δg0
Gg0

) = �g0
+ 2n+ 2Rg0

= −e2
0 + ne0 +

∑
i

e2
i +

 2n −4δh 0
2dX n+ 1 −2δh
0 4δ∗h 2h trh

 (C.5)

in the splitting (C.1); see [GL91, Equation (2.4)].
We note the exact commutation relation

[L,∆] = 0, ∆ =

τ−2∆h 0 0
0 τ−2∆h,(1) 0
0 0 τ−2∆h,(2)

 ,

where the number in the subscript indicates the degree of the tensors the cor-
responding Laplace operator acts on. Indeed, τ−2∆h =

∑
D2
wj , with the same

formula holding component-wise for ∆h,(1) and ∆h,(2) (trivializing the respective
bundles via the frame {e1, . . . , en} of TX), clearly commutes with all summands of
L separately. (In fact, commutation up to leading order in τ suffices for present
purposes.) Since ∆ ∈ Diff2

b, the arguments of [Vas10, §4] apply to show that the
asymptotic behavior of solutions of Lu = 0 is dictated by the indicial roots of L,
and in fact the general form of all possible asymptotics can be deduced by purely
formal calculations, which we proceed to discuss. In fact, we are only interested in
indicial roots σ with Imσ ≥ 0; roots with Imσ < 0 correspond to exponentially
decaying (in − log τ) asymptotic behavior, hence we do not study them further
here.
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The formal calculations use the properties of the indicial operator I(L, σ); re-
call here that for a second order 0-differential operator such as L, the 2-tensor
τ−iσLτ iσr, with r ∈ C∞(X;S2 0T ∗XM) only depending on the spatial variables wi, is
equal to a quadratic polynomial in σ, valued in endomorphisms of S2 0TM, applied
to r, plus terms in τC∞(M;S2 0TM), i.e. which vanish at the boundary. Thus,
computing I(L, σ) amounts to replacing e0 by iσ and dropping spatial derivatives
(due to τ∂i acting on smooth functions gives a vanishing factor τ), to wit

I(2L, σ) = σ2 + inσ +

2n 0 0
0 n+ 1 0
0 0 2h trh

 .

The indicial roots are those σ ∈ C for which I(L, σ) is not invertible; they are the
indicial roots for the regular-singular ODE obtained from L by dropping spatial
derivatives. (For the related b-problem which we discuss in §C.5, an indicial root σ
gives rise to resonances at σ− iN0.) Using the refined splitting (C.2), we note that
2h trh = 0 on VTT0, while 2h trh = 2n on VTTp. Thus, the indicial roots of L are

σ±NN =
i

2
(−n±

√
n2 + 8n),

σ+
TN = i, σ−TN = −i(n+ 1),

σ+
TT0 = 0, σ−TT0 = −in,

σ±TTp = σ±NN ,

corresponding to I(L, σ±∗ ) having kernel V∗ for ∗ ∈ {NN,TN, TT0, TTp}. This is
completely analogous to the result of [GL91, Lemma 2.9] in Riemannian signature;
the differences of the expressions come from Graham and Lee using a different
rescaling of the vector bundle S2 0T ∗M. These indicial roots correspond to the fact

that one can prescribe the coefficient a±∗ (0) of τ iσ
±
∗ at τ = 0 freely as a section

of ker I(L, σ±∗ ) = V∗, and there exists a unique solution on Lr = 0 attaining this
desired asymptotic behavior; conversely, any solution of Lr = 0 has an asymptotic

expansion
∑
∗ τ

iσ±∗ a±∗ , with a±∗ ∈ C∞(M;S2 0T ∗M) and with a±∗ (0) a section of V∗.
(There may be terms | log τ |k present as well.)

To proceed, we note the indicial operators of δg0 and δ∗g0
,

I(δ∗g0
, σ) =

iσ 0
0 1

2 (iσ + 1)
h 0

 , I(δg0 , σ) =

(
−iσ + n 0 trh

0 −iσ + n+ 1 0

)
.

For brevity, we write

σ+ := σ+
NN =

i

2
(−n+

√
n2 + 8n). (C.6)

Concretely then, for instance,

r1 = τ iσ+

iσ+

0
h

 (C.7)

solves Lr1 = O(τ iσ++1), i.e. r1 solves the linearized gauged Einstein equation up
to terms decaying one order better; and in fact r1 is a pure gauge solution (up to
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faster decaying terms) in the sense that

r1 = δ∗g0

[
τ iσ+

(
1
0

)]
+O(τ iσ++1).

However, r2 = τ iσ+h, say, which also solves Lr2 = 0 up to less growing error terms,
is not in the range of δ∗g0

acting on τ iσ+ times smooth sections of 0T ∗M. Taking the
linear stability of de Sitter space for granted, r2 cannot appear as the asymptotic
behavior of a gravitational wave on de Sitter space; put differently, the asymptotic
behavior r2 is ruled out by the linearized constraint equations.

As explained in §1.1, this argument, ruling out non-pure gauge growing asymp-
totics, is insufficient for the purpose of understanding the non-linear stability prob-
lem, where one is given initial data satisfying the non-linear constraint equations;
we are therefore led to consider modifications of (C.5) for which all non-decaying
modes are pure gauge modes. The way to arrange this is to study (modifications
of) the constraint propagation equation, to which we turn next.

C.3. Stable constraint propagation. We recall that for the Einstein equation
(C.4) in the unmodified wave map/DeTurck gauge, the constraint propagation op-
erator is

�CP
g0

= 2δg0
Gg0

δ∗g0
.

Again, we can compute the asymptotic behavior of solutions of �CP
g0
u = 0 (and

thus resonances of �CP
g0

on the static patch) by finding indicial roots; we calculate

I(�CP
g0
, σ) =

(
σ2 + inσ + 2n 0

0 (σ − i)(σ + i(n+ 1))

)
,

and therefore find that �CP
g0

has the indicial roots σ±NN and σ±TN , so in particular

solutions of �CP
g0
u = 0 are generically exponentially growing (in − log τ).

As in §8, we therefore consider modifications of δ∗g0
; concretely, we consider

δ̃∗u := δ∗g0
u− γ1 e

0 · u+ γ2u0g0, γ1, γ2 ∈ R, (C.8)

for u a 1-form; this is the expression analogous to (8.1) in the current setting.
Defining

�̃CP
g0

= 2δg0Gg0 δ̃
∗,

this gives an extra (first order) term 2δg0Gg0(δ̃∗ − δ∗g0
) relative to �CP

g0
. Using

δ̃∗ − δ∗g0
= −γ1

1 0
0 1

2
0 0

+ γ2

 1 0
0 0
−h 0


and

2δg0Gg0 =

(
−e0 + 2n −2δh (−e0 + 2) trh

dX 2(−e0 + n+ 1) −2δh − dX trh

)
, (C.9)

one computes

I(�̃CP
g0
, σ) =

(
p1 0
0 p2

)
,

where

p1 = σ2 + i(n+ γ1 + (n− 1)γ2)σ − 2n(γ1 − 1),

p2 = σ2 + i(n+ γ1)σ − (n+ 1)(γ1 − 1).
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Therefore, if n + γ1 > 0, n + γ1 + (n − 1)γ2 > 0 and γ1 > 1, the roots of p1 and
p2 have negative imaginary parts, giving SCP. For the sake of comparison with
Theorem 8.1, if we take γ1 = γ, γ2 = 1

2γ, i.e. taking e = 1 in (8.2), we obtain SCP

for de Sitter space (in any dimension) for all γ > 1, or h < 1 for h = γ−1 in the
notation of (8.4).

C.4. Asymptotics for the linearized gauged Einstein equation. For sim-

plicity, we now fix γ1 = 2 and γ2 = 1 and the resulting operator δ̃∗ in (C.8); for
these values, we do have SCP. We then consider the modified gauged Einstein equa-

tion (Ric + n)(g) − δ̃∗Υ(g) = 0; we denote the linearized operator again by L and
calculate, using (C.9),

2L = −e2
0 + ne0 +

∑
i

e2
i +

 e0 −2δh (e0 − 2) trh
dX 2e0 − n− 1 dX trh

h(e0 − 2n) 4δ∗h + 2hδh he0 trh

 .

Since we have arranged SCP, a mode stability statement parallel to UEMS in the
de Sitter setting would now imply that all non-decaying modes of L are pure gauge
solutions. (This is the main difference to the black hole setting, in which one also has
modes with frequency 0 corresponding to the Kerr–de Sitter family. Perturbations
of de Sitter space on the other hand decay exponentially fast to de Sitter space, up
to diffeomorphisms.) We prove this directly. Using the bundle splitting (C.1) and
further splitting VTT according to (C.2), we have

I(2L, σ) = σ2 + inσ +


iσ 0 0 (iσ − 2)n
0 2iσ − n− 1 0 0
0 0 0 0

iσ − 2n 0 0 inσ

 .

First, we note that I(2L, σ) preserves sections of the bundle VTN and equals scalar
multiplication by σ2 + i(n+ 2)σ− (n+ 1), which has roots −i and −i(n+ 1), both
of which lie in the lower half plane.

Next, on VTT0, the operator I(2L, σ) is scalar multiplication by σ(σ+ in), whose
only root in the closed upper half plane is σ = 0; this corresponds to Lr = O(τ)
for any section r ∈ C∞(M, VTT0).

Lastly, on VNN ⊕ VTTp, one finds

I(2L, σ)

1
0
h

 = (σ2 + i(2n+ 1)σ − 2n)

1
0
h

 ,

which vanishes only for σ = −i and σ = −2in which are both in the lower half
plane; on the other hand,

I(2L, σ)

iσ0
h

 = (σ2 + inσ + 2n)

iσ0
h

 .

(Note that for Imσ ≥ 0, the two vectors above are linearly independent, hence
span VTT0 ⊕ VTTp.) Corresponding to the unique zero of the quadratic polynomial
appearing here with non-negative imaginary part σ = σ+, see (C.6), we have for
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any function f ∈ C∞(X)

2Lτ iσ+

iσ+f
0
hf

 = τ iσ++1

 0
(iσ+ + n)

∑
j ∂wjfe

j

0

+O(τ iσ++2).

Since σ+ − i is not an indicial root of L, we can solve away the τ iσ++1 error term,
as we proceed to do; note that for all n ≥ 2, one has 2 < −n+

√
n2 + 8n < 4, thus

Imσ+ ∈ (1, 2), and we ultimately find

2L

τ iσ+

iσ+f
0
hf

+ n+iσ+

2n τ iσ++1

 0∑
j ∂wjfe

j

0

 = o(1). (C.10)

Note that the leading part is equal to fr1, with r1 given in (C.7); this was shown
to be a pure gauge solution up to lower order terms. In order to proceed, we now
restrict to a static patch, where we can explicitly exhibit these non-decaying modes
as pure gauge modes.

C.5. Restriction to a static patch. We fix a static patch of de Sitter space by
choosing a point q ∈ X as the origin of our coordinate system (τ, w1, . . . , wn), and
homogeneously blowing up q; coordinates on the static patch are then

τ, xi :=
wi
τ
,

with the front face given by τ = 0. Correspondingly, our frame takes the form

e0 = τ∂τ −
∑

xj∂xj , ei = ∂xi ,

and the coframe

e0 =
dτ

τ
, ei = dxi + xi

dτ

τ
.

We work on a neighborhood Ω of the causal past of q; concretely, let us take

Ω = {0 ≤ τ ≤ 1,
∑

x2
j ≤ 1 + εM}

for any fixed εM > 0, so Ω is a domain with corners within

M := {0 ≤ τ <∞,
∑

x2
j < 1 + 3εM}.

Suppose now r ∈ C∞(M) is a smooth function on global de Sitter space M. Then
the pullback r̃ of r to Ω is

r̃(τ, xi) = r(τxi) = r(0) + τ
∑

xi∂wir(0) +O(τ2); (C.11)

continuing the Taylor expansion further, one finds that r̃ is (asymptotically as
τ → 0) a sum of terms of the form τ j times a homogeneous polynomial of degree
j in the xi. Thus, one can deduce the resonance expansion in the static patch
from the calculations in §C.4 by taking r to be a homogeneous polynomial in the
coordinates wi of degree ≤ 1 (since higher order terms will give o(1) contributions,
the imaginary part of all resonances being < 2) and reading off the terms in the
resulting asymptotic expansions in τ . Indeed, every resonant state on static de Sit-
ter space arises as a term in the asymptotic expansion of the solution of a wave
equation with smooth forcing, compactly supported and with support disjoint from
X; and conversely, solutions of such equations on static de Sitter spaces admit an
expansion into resonances up to terms of any fixed, prescribed rate of decay τC ,
C ∈ R; but the asymptotic behavior of waves on static de Sitter space, which are
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in this way equivalent to knowledge of resonances and resonant states, can simply
be read off by restriction from the asymptotics on global de Sitter space.

We thus obtain:

Proposition C.1. For the operator L ∈ Diff2
b(Ω;S2 bT ∗ΩM), the following is a

complete list of the resonances σ of L which satisfy Imσ > 1
2 (−n+

√
n2 + 8n)− 2,

and the corresponding resonant states:

(1) σ = σ+ = i
2 (−n +

√
n2 + 8n): resonance of order 1 and rank 1; basis of

resonant states

τ iσ+

iσ+

0
h

 .

(2) σ = σ+ − i: resonance of order 1 and rank n; basis of resonant states

τ iσ++1

 −σ2
+xj

(iσ+ + 1)ej

iσ+xjh

 , j = 1, . . . , n.

(3) σ = 0: resonance of order 1 and rank n(n + 1)/2 − 1; basis of resonant
states  0

0
aije

iej

 ,
∑
i

aii = 0,

Proof. We prove the result for σ = σ+ and σ+ − i: setting f ≡ 1 in (C.10) yields
the resonant state at σ+, while setting f = iσ+wj , j = 1, . . . , n, yields the resonant
states at σ+ − i due to (C.11). �

We can now complete the proof that all non-decaying resonant states are pure
gauge solutions:

Proposition C.2. All resonant states corresponding to resonances in Imσ ≥ 0,
viewed as mode solutions of L on the spacetime, lie in the range of δ∗g0

acting on
1-forms on the spacetime.

Proof. At σ+, we compute in the splittings (C.1)

δ∗g0
τ iσ+

(
1
0

)
= τ iσ+

iσ+

0
h

 .

More generally, we may compute

δ∗g0
τ iσ+

(
f
0

)
= τ iσ+

iσf0
hf

+ τ iσ++1

 0
1
2

∑
∂wjfe

j

0

 ,

and one can solve away the second term, with the result

δ∗g0

[
τ iσ+

(
f
0

)
+ 1

iσ+
τ iσ++1

(
0∑
∂wjfe

j

)]
= o(1).

Putting f = 1 gives the resonant state at σ+, thus proving the result for the
resonance σ+, while putting f = iσ+wj , j = 1, . . . , n, we find

δ∗g0
τ iσ++1

(
iσ+xj
ej

)
= τ iσ++1

 −σ2
+xj

(iσ+ + 1)ej

iσ+xjh

 ,



NON-LINEAR STABILITY OF KERR–DE SITTER 159

proving the result for the resonance σ+ − i. Finally, for σ = 0, we observe

δ∗g0

(
0∑

i aijxie
j

)
= δ∗g0

τ−1

(
0∑

i aijwie
j

)
=

 0
0

aije
iej

 ,

finishing the proof. �

Remark C.3. For any choice of parameters γ1, γ2, the space of resonances at 0 is
always non-trivial, and contains the resonant states given in Proposition C.1 (3).
There are further modifications one can consider, for instance using a conformally
rescaled background metric g0 = τγ3g0 and considering the gauge Υ(g)−Υ(g0), with
Υ(g) = g(g0)−1δgGgg

0, but this does not affect the previous statement regarding the
zero resonance. Thus, if we are restricting ourselves to modifications of Einstein’s
equations which are well-behaved from the perspective of global de Sitter space,
there seems to be no way to eliminate all non-decaying resonances! Choosing
γ1, γ2, γ3 appropriately, one can remove all non-decaying resonances apart from 0,
but this is quite delicate.

Denote by NΘ := n + 1 + n(n + 1)/2 − 1 (so NΘ = 9 for n = 3) the total
dimension of the space of non-decaying resonant states; then, paralleling the proof
of Proposition 10.2, we let Θ be the NΘ-dimensional space of 1-forms θ of the form

θ = −Dg0Υ(δ∗g0
(χω)) = δg0Gg0δ

∗
g0

(χω),

where χ(τ) is a fixed cutoff, identically 1 near τ = 0 and identically 0 for τ ≥ 1/2,
say, and ω is one of the 1-forms used in the proof of Proposition C.2 exhibiting the
non-decaying modes as pure gauge modes. Thus, we have

L(δ∗g0
(χω)) = δ̃∗θ;

and furthermore θ is compactly supported in (0, 1)τ due to

0 = δg0Gg0L(δ∗g0
ω) = −�̃CP

g0

(
Dg0Υ(δ∗g0

ω)
)

and SCP, which gives Dg0Υ(δ∗g0
ω) = 0 as δ∗g0

ω is a non-decaying mode. One can
of course also check directly that the resonant states described in Proposition C.1
are annihilated by δg0

Gg0
; for the zero resonant states, this is straightforward to

check, while for the resonant states at σ+ and σ+ − i, this follows from the fact
that δg0Gg0 applied to the expression in square brackets in (C.10) gives a result of
order τ iσ++2. The upshot is that

Θ ⊂ C∞c (Ω◦;T ∗Ω◦)

can be used as the fixed, NΘ-dimensional space of gauge modifications, using which
we can prove the non-linear stability of the static model. That is, modifying the
forcing terms of the linearized equations which we need to solve in the course of a

non-linear iteration scheme by δ̃∗θ for suitable θ ∈ Θ (which are found at each step
by the linear solution operators), we can solve the linear equations—and thus the
non-linear gauged Einstein equation—in spaces of exponentially decaying 2-tensors:

Theorem C.4. Let Σ0 = Ω ∩ {τ = 1} be the Cauchy surface of Ω. Let h, k ∈
C∞(Σ0;S2T ∗Σ0) be initial data satisfying the constraint equations (2.2), and sup-
pose (h, k) is close to the data induced by the static de Sitter metric g0 in the
topology of H21(Σ0;S2T ∗Σ0) ⊕ H20(Σ0;S2T ∗Σ0). Then there exist a compactly
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supported gauge modification θ ∈ Θ and a section g̃ ∈ H∞,αb (Ω;S2 bT ∗ΩM), with
α > 0 small and fixed, such that g = g0 + g̃ solves the Einstein equation

Ric(g) + ng = 0,

attaining the given initial data at Σ0, in the gauge Υ(g)− θ = 0 (see (C.4) for the
definition of Υ). More precisely, g solves the initial value problem{

Ric(g) + ng − δ̃∗(Υ(g)− θ) = 0 in Ω◦,

γ0(g) = i0(h, k) on Σ0,

where i0 constructs correctly gauged (relative to Υ(g) = 0) Cauchy data from the
given initial data (h, k), analogously to Proposition 3.10.

Proof. Given what we have arranged above, this follows directly from Theorem B.1

if we take z : RNΘ ∼= Θ→ C∞c (Ω◦;T ∗Ω◦) to be the map θ 7→ −δ̃∗θ. �

The number of derivatives here is rather excessive: in fact, due to the lack
of trapping, one does not lose derivatives beyond the usual loss of 1 derivative
for hyperbolic equations; thus one can prove this theorem using a Newton-type
iteration method as in [Hin16, §8]. But since we state this result in order to present
a simple analogue of Theorem 11.2, we refrain from optimizing it.

While the above arguments prove the stability of the static model of de Sitter
space, there is absolutely no direct implication for the initial value problem near
a Schwarzschild–de Sitter spacetime: the limit M• → 0 in which Schwarzschild–
de Sitter space becomes de Sitter space is very singular.
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singularities. Ann. Sci. Éc. Norm. Supér. (4), 48(2):351–408, 2015.

[DL17] Mihalis Dafermos and Jonathan Luk. The interior of dynamical vacuum black holes
I: The C0-stability of the Kerr Cauchy horizon. Preprint, arXiv:1710.01722, 2017.

[DR07] Mihalis Dafermos and Igor Rodnianski. The wave equation on Schwarzschild–de
Sitter spacetimes. Preprint, arXiv:0709.2766, 2007.

[DR08] Mihalis Dafermos and Igor Rodnianski. Lectures on black holes and linear waves.

Evolution equations, Clay Mathematics Proceedings, 17:97–205, 2008.
[DR09] Mihalis Dafermos and Igor Rodnianski. The red-shift effect and radiation decay

on black hole spacetimes. Communications on Pure and Applied Mathematics,

62(7):859–919, 2009.
[DR10] Mihalis Dafermos and Igor Rodnianski. Decay for solutions of the wave equation

on Kerr exterior spacetimes I-II: The cases |a| � m or axisymmetry. Preprint,

arXiv:1010.5132, 2010.
[DRSR16] Mihalis Dafermos, Igor Rodnianski, and Yakov Shlapentokh-Rothman. Decay for

solutions of the wave equation on Kerr exterior spacetimes III: The full subextremal

case |a| < M . Ann. of Math. (2), 183(3):787–913, 2016.
[DSR16] Mihalis Dafermos and Yakov Shlapentokh-Rothman. Time-Translation Invariance of

Scattering Maps and Blue-Shift Instabilities on Kerr Black Hole Spacetimes. Com-

munications in Mathematical Physics, pages 1–32, 2016.
[DSS11] Roland Donninger, Wilhelm Schlag, and Avy Soffer. A proof of Price’s law on

Schwarzschild black hole manifolds for all angular momenta. Advances in Math-
ematics, 226(1):484–540, 2011.

[DSS12] Roland Donninger, Wilhelm Schlag, and Avy Soffer. On pointwise decay of linear
waves on a Schwarzschild black hole background. Communications in Mathematical
Physics, 309(1):51–86, 2012.

[DV12] Kiril Datchev and András Vasy. Gluing semiclassical resolvent estimates via propa-

gation of singularities. International Mathematics Research Notices, 2012(23):5409–
5443, 2012.

[Dya11a] Semyon Dyatlov. Exponential energy decay for Kerr–de Sitter black holes beyond
event horizons. Mathematical Research Letters, 18(5):1023–1035, 2011.

[Dya11b] Semyon Dyatlov. Quasi-normal modes and exponential energy decay for the Kerr–de

Sitter black hole. Comm. Math. Phys., 306(1):119–163, 2011.

[Dya12] Semyon Dyatlov. Asymptotic distribution of quasi-normal modes for Kerr–de Sitter
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[Hör07] Lars Hörmander. The analysis of linear partial differential operators. III. Classics
in Mathematics. Springer, Berlin, 2007.
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pages 895–944. Springer, 2000.

[Kel17] Jordan Keller. Decay of Solutions to the Maxwell Equations on Schwarzschild–de
Sitter Spacetimes. Preprint, arXiv:1706.06735, 2017.

[Ker63] Roy P. Kerr. Gravitational field of a spinning mass as an example of algebraically

special metrics. Physical Review Letters, 11(5):237, 1963.
[KI03] Hideo Kodama and Akihiro Ishibashi. A master equation for gravitational pertur-

bations of maximally symmetric black holes in higher dimensions. Progress of The-

oretical Physics, 110(4):701–722, 2003.
[KIS00] Hideo Kodama, Akihiro Ishibashi, and Osamu Seto. Brane world cosmology: Gauge-

invariant formalism for perturbation. Physical Review D, 62(6):064022, 2000.

[Kla85] Sergiu Klainerman. Uniform decay estimates and the Lorentz invariance of the clas-
sical wave equation. Comm. Pure Appl. Math., 38(3):321–332, 1985.

[Kla86] Sergiu Klainerman. The null condition and global existence to nonlinear wave equa-

tions. In Nonlinear systems of partial differential equations in applied mathematics,
Part 1 (Santa Fe, N.M., 1984), Lectures in Appl. Math., pages 293–326. Amer.

Math. Soc., Providence, RI, 1986.
[KS84] Hideo Kodama and Misao Sasaki. Cosmological Perturbation Theory. Progress of

Theoretical Physics Supplement, 78:1–166, 1984.

[KS99] Kostas D. Kokkotas and Bernd G. Schmidt. Quasi-normal modes of stars and black
holes. Living Rev. Rel, 2(2):262, 1999.

[KW87] Bernard S. Kay and Robert M. Wald. Linear stability of Schwarzschild under pertur-

bations which are non-vanishing on the bifurcation 2-sphere. Classical and Quantum
Gravity, 4(4):893, 1987.
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