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Abstract. We prove the global non-linear stability, without symmetry as-

sumptions, of slowly rotating charged black holes in de Sitter spacetimes in the
context of the initial value problem for the Einstein–Maxwell equations: if one

perturbs the initial data of a slowly rotating Kerr–Newman–de Sitter (KNdS)

black hole, then in a neighborhood of the exterior region of the black hole, the
metric and the electromagnetic field decay exponentially fast to their values

for a possibly different member of the KNdS family. This is a continuation

of recent work of the author with Vasy on the stability of the Kerr–de Sitter
family for the Einstein vacuum equations. Our non-linear iteration scheme au-

tomatically finds the final black hole parameters as well as the gauge in which

the global solution exists; we work in a generalized wave coordinate/Lorenz
gauge, with gauge source functions lying in a suitable finite-dimensional space.

We include a self-contained proof of the linear mode stability of Reissner–
Nordström–de Sitter black holes, building on work by Kodama–Ishibashi. In

the course of our non-linear stability argument, we also obtain the first proof

of the linear (mode) stability of slowly rotating KNdS black holes using robust
perturbative techniques.
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1. Introduction

The Einstein–Maxwell system describes the interaction of gravity and electro-
magnetism in the context of Einstein’s Theory of General Relativity. On a 4-
manifold M◦, this system consists of coupled equations for the Lorentzian metric
g with signature (+,−,−,−) and the electromagnetic field F , a 2-form, on M◦:

Ric(g) + Λg = 2T (g, F ), dF = 0, δgF = 0. (1.1)



NON-LINEAR STABILITY OF KERR–NEWMAN–DE SITTER 3

Here, Λ is the cosmological constant, which we take to be positive. (This is con-
sistent with the currently accepted ΛCDM model of cosmology [R+98, P+99].)
Moreover, T is the energy-momentum tensor associated with the electromagnetic
field F , and δg is the codifferential. Thus, the first equation in (1.1), Einstein’s
field equation, describes the dynamics of the spacetime metric g in the presence of
an electromagnetic field F , and the second equation, Maxwell’s equation, describes
the propagation of electromagnetic waves on this spacetime. In the absence of an
electromagnetic field, the system (1.1) reduces to the Einstein vacuum equation
Ric(g) + Λg = 0.

Equation (1.1) is very close in character to a coupled system of wave equations;
it is however not quite such a system due to its gauge invariance: pulling a solu-
tion (g, F ) back by any diffeomorphism of M◦ produces another solution of (1.1).
The correct formulation of the non-characteristic initial value problem is therefore
somewhat subtle; this was first accomplished by Choquet-Bruhat [CB52] for the
vacuum Einstein equations, see also [CBG69]. For the Einstein–Maxwell system,
an initial data set

(Σ0, h, k,E,B)

consists of a smooth 3-manifold Σ0, a Riemannian metric h, a symmetric 2-tensor
k, and 1-forms E and B on Σ0, subject to the constraint equations; these are the
Gauss–Codazzi equations for a metric subject to (1.1), together with equations for
E and B asserting that the electromagnetic field is source-free. Given such data,
one can find a unique (up to gauge equivalence) solution (M◦, g, F ) of (1.1), with
an embedding of Σ0 into M◦ as a spacelike hypersurface, attaining these data at
Σ0 in the sense that h and k are the metric and second fundamental form on Σ0

induced by g, and E and B are the electric and magnetic field, encoded by the
electromagnetic 2-form F , as measured by an observer crossing Σ0 in the normal
direction at unit speed. See [CB09, §6.10] and §2 below for a detailed discussion.

1.1. Statement of the main result. We analyze the global behavior of solutions
of the initial value problem for (1.4) with initial data which are close to those of
a slowly rotating Kerr–Newman–de Sitter (KNdS) black hole. The KNdS family
of solutions of (1.4) describes stationary, charged, and rotating black holes inside
of a universe undergoing accelerated expansion (consistent with Λ > 0); it was
discovered by Carter [Car68], following the discovery of the Kerr [Ker63] and Kerr–
Newman (KN) solutions [NCC+65] describing neutral or charged rotating black
holes in asymptotically flat spacetimes (for which Λ = 0). Thus, fixing Λ > 0, a
KNdS solution (gb, Fb), defined on a manifold

M◦ = Rt∗ × (0,∞)r × S2, (1.2)

is characterized by its parameters

b = (M•,a, Qe, Qm) ∈ R6,

with M• > 0 denoting the mass of the black hole, a ∈ R3 its angular momentum
(direction and magnitude), and Qe, Qm ∈ R its electric and magnetic charge. KNdS
solutions are stationary, i.e. translations in the time variable t∗ are isometries, and
axisymmetric around the axis of rotation a/|a| if a 6= 0. (If Qe = Qm = 0, then the
electromagnetic field vanishes, and the metric gb reduces to a Kerr–de Sitter (KdS)
metric with parameters (M•,a); if furthermore a = 0, the metric gb is a spheri-
cally symmetric Schwarzschild–de Sitter (SdS) metric.) A non-degenerate KNdS
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black hole has an event horizon H+ at a radius r = rb,− > 0 and a cosmological

horizon H+ at r = rb,+ > rb,−. In the vicinity of a KNdS black hole, i.e. near its
event horizon, the effect of the cosmological constant is small, and the black hole
behaves very much like a KN black hole with the same mass, charge and angular
momentum, while far away, near and beyond the cosmological horizon, the KNdS
geometry is close to the geometry of (a static patch of) de Sitter space, with the
same cosmological constant. See Figure 1.1. The Reissner–Nordström–de Sitter
(RNdS) family is the subfamily of non-rotating (spherically symmetric) charged
black holes, which thus have parameters b0 = (M•,0, Qe, Qm).

H+ H+

CH+

I +i+

Figure 1.1. Part of the Penrose diagram of a maximally extended
Kerr–Newman–de Sitter metric. Near and inside of the event hori-
zon H+, the black hole resembles a Kerr–Newman black hole (with
Cauchy horizon denoted CH+), while near and beyond the cosmo-
logical horizon H+, it resembles a de Sitter spacetime with confor-
mal boundary I +.

1.1.1. Black hole stability. We fix the domain

Ω◦ = {t∗ ≥ 0, r< ≤ r ≤ r>} ⊂M◦,

with r< < rb0,− and r> > rb0,+, which thus contains a neighborhood of the exterior
region rb0,− < r < rb0,+ of a fixed non-degenerate RNdS spacetime. The RNdS
solution (gb0 , Fb0) induces initial data (hb0 , kb0 ,Eb0 ,Bb0) on

Σ0 = {t∗ = 0} ⊂ Ω◦.

See Figure 1.2.
Our main result is the full global non-linear stability of slowly rotating Kerr–

Newman–de Sitter black holes in the neighborhood Ω◦ of the black hole exterior,
without any symmetry assumptions on the data:

Theorem 1.1. Suppose (h, k,E,B) are smooth initial data on Σ0 which satisfy
the constraint equations and which are close (in a high regularity norm) to the
data (hb0 , kb0 ,Eb0 ,Bb0) of a non-degenerate Reissner–Nordström–de Sitter solution.
Then there exist a smooth solution (g, F ) of the Einstein–Maxwell system (1.1)
on Ω◦, attaining the given initial data, and Kerr–Newman–de Sitter black hole
parameters b ∈ R6 close to b0 such that

g = gb + g̃, F = Fb + F̃ , (1.3)
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Ω◦

Σ0

r
=
r <

r
=
r >

r = rb0,− r = rb0,+

t∗ = c

Ω◦

Σ0

t∗ = c

H+ H+

r =
r<

r =
r
>

i+

Figure 1.2. Left: The domain Ω◦ on which we will solve the
initial value problem for the Einstein–Maxwell system, with initial
surface Σ0. The location of the horizons of the RNdS solution with
parameters b0 is indicated by dashes. Right: The same domain,
drawn as a subset of the Penrose compactification. The artificial
boundaries at r = r< and r = r> are spacelike.

where

g̃, F̃ = O(e−αt∗),

with α > 0 only depending on the parameters b0 of the black hole we are perturbing.
That is, the metric g and the electromagnetic field F decay exponentially fast to the
stationary Kerr–Newman–de Sitter metric gb and electromagnetic field Fb.

Thus, we only consider the future development of initial data, but Theorem 1.1
applies mutatis mutandis to the past development of perturbations of RNdS data
provided the past domain of dependence of Σ0 within RNdS contains a neighbor-
hood of past timelike infinity i−; an example of such an initial surface is labelled Σi
in Figure 9.1. Phrased more geometrically, Theorem 1.1 states that the maximal
globally hyperbolic development of the given initial data contains a region of the
form indicated on the right in Figure 1.2 (we do not construct the horizons H+ and
H+ here, however).

See Theorem 1.8 for the detailed statement. The iteration scheme which we use
to construct the solution (g, F ) automatically finds the final black hole parameters
b. Theorem 1.1 extends the earlier result on the non-linear stability of slowly
rotating Kerr–de Sitter black holes [HV16b], obtained in joint work with Vasy,
to the coupled Einstein–Maxwell system; if E = 0 and B = 0, then Theorem 1.1
reduces to [HV16b, Theorem 1.1]. Prior to the present work, even the mode stability
for coupled gravitational and electromagnetic linearized perturbations of rotating
KNdS (or KN) black holes was not known; we discuss this further in §1.2.

There is no experimental evidence for the existence of magnetic charges in our
universe. In the context of Theorem 1.1, the magnetic charge of the solution is
Qm = 1

4π

∫
S
F , where S is any 2-sphere homologous to the sphere S0 defined by

t∗ = 0, r = r0 ∈ (r<, r>). In particular, Qm can be computed on the level of
initial data, namely Qm = 1

4π

∫
S0
?hB; if the initial data have vanishing magnetic

charge, then the final black hole will have vanishing magnetic charge as well. Now
F 7→ 1

4π

∫
S
F induces an isomorphism of the cohomology group H2(Σ0,R) ∼= R;

thus, the vanishing of Qm is a cohomological condition which is equivalent to the
condition that F = dA for an electromagnetic 4-potential A on Ω◦. Thus, restricting
to the setting in which there are no magnetic charges, the system (1.1) simplifies
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to

Ric(g) + Λg = 2T (g, dA), δgdA = 0, (1.4)

which we continue to call the Einstein–Maxwell system. The formulation of its
initial value problem uses the same data as the formulation for (1.1), with the
additional condition that there are no magnetic charges, i.e. that ?hB is trivial
in the cohomology group H2(Σ0,R). One then solves for the 4-potential A, with
the electromagnetic field being F = dA. The introduction of A gives rise to an
additional gauge invariance: if (g,A) solves the system (1.4), then adding any
exact 1-form da, a ∈ C∞(Ω◦), to A gives another solution of (1.4). This will prove
to be very useful, as it allows for more flexibility in the formulation of a gauge-
fixed version of (1.4); see §1.4. Our proof of Theorem 1.1 automatically finds a
generalized wave map/Lorenz gauge within a suitable finite-dimensional family of
gauges in which one can find the global solution (g,A) of the initial value problem.

In the context of Theorem 1.1, the fact that H2(Σ0,R) ∼= R allows one to use the
electric-magnetic duality of the Einstein–Maxwell system to reduce the study of the
initial value problem for the general equation (1.1) with data close to (magnetically
charged) RNdS data to the study of the 4-potential formulation (1.4) with data
close to RNdS data without magnetic charge; see §2.1. For the remainder of this
introduction, we will assume that the magnetic charge vanishes, and consequently
only discuss the formulation (1.4). The KNdS family without magnetic charge then
consists of pairs (gb, Ab), with Fb = dAb.

Like the magnetic charge, the electric charge Qe of the solution (1.3), thus of the
final state (gb, Ab), can also be computed on the level of initial data by means of
Qe = 1

4π

∫
S
?gF = 1

4π

∫
S
?hE. Therefore, if the initial data are free of charges (which

requires the data to be close to Schwarzschild–de Sitter data), then the final black
hole will be a slowly rotating Kerr–de Sitter black hole, and the electromagnetic
field decays exponentially. (However, our proof of Theorem 1.1 does not simplify
for uncharged data with E or B non-vanishing, see Remark 9.4.)

From a physical perspective, the most interesting setting for Theorem 1.1 arises
when the initial data have very small (or vanishing) charge, so |Qe/M•| � 1. (A
black hole with higher charge-to-mass ratio would selectively attract particles of the
opposite charge, see [Wal10, §12.3].) We stress that we make no restrictions on the
charge here, apart from the assumption of non-degeneracy, as our methods extend
easily to the case of large charges. The restriction to small angular momenta is
more serious; see the discussion in [HV16b, Remark 1.5], which also applies in the
context of the present paper. One benefit of not assuming Qe to be small is that
it allows for the study of near-extremal black holes while staying close to spherical
symmetry, which opens the door to a quantitative study of Penrose’s Strong Cosmic
Censorship conjecture in this context; see Remark 1.2 for further details. Note that
while the size of the perturbation of RNdS initial data allowed by Theorem 1.1 is
not specified explicitly, it must shrink to 0 as the RNdS parameters b0 approach
extremality: our methods fail for extremal black holes, where in fact qualitatively
different behavior is expected, see the work by Aretakis [Are11a, Are11b].

Theorem 1.1 is the first definitive result on the stability of black holes under non-
linearly coupled gravitational and electromagnetic perturbations; the only other
non-linear stability result on black hole spacetimes known to the author is the
aforementioned work [HV16b]. We point out however that Dafermos, Holzegel,
and Rodnianski [DHR16] recently proved the linear stability of the Schwarzschild
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solution under linearized gravitational perturbations. We also mention the recent
experimental evidence [LIG16].

The non-linear stability of de Sitter space in the presence of Maxwell or Yang–
Mills fields was proved by Friedrich [Fri91], following his earlier work on the Einstein
vacuum equations [Fri86], see also [And05]; Ringström [Rin08] discusses a closely
related problem for (non-linear) scalar fields. Based on the monumental work by
Christodoulou and Klainerman [CK93] on the stability of Minkowski space as a
solution of the Einstein vacuum equation Ric(g) = 0, with refinements by Bieri
[BZ09], Zipser [Zip00] proved the stability of Minkowski space as a solution of the
system (1.1) with Λ = 0: Minkowski space itself solves this system with F ≡ 0.
Lindblad and Rodnianski [LR05, LR10] and Speck [Spe14] gave different proofs of
(variants of) the latter two results, based on wave coordinate gauges. The non-linear
stability of Kerr–Newman black holes was investigated numerically in [ZCH+14],
including in near-extremal regimes (large angular momenta and/or large charges);
no signs of developing instabilities were found. Since such numerical simulations are
very expensive, the parameter space explored is rather small. The mode stability of
Kerr–Newman solutions for a wider range of parameters was checked numerically
in [DGS15]. We refer the reader to §1.3 for further pointers to the literature.

Remark 1.2. Using the techniques developed in this paper, one can couple a mass-
less neutral scalar field into the Einstein–Maxwell system and prove the global
non-linear stability of the slowly rotating KNdS family with constant scalar field.
(We remark that for the Einstein–Maxwell–scalar field system, there are non-trivial
dynamics even in spherical symmetry.) In order to study Penrose’s Strong Cosmic
Censorship conjecture in either of these contexts, it is necessary to provide a (near)
sharp bound for the decay rate α, see [Daf03, CGNS15a, CGNS15b, CGNS17,
HV17, DL17]. Our arguments can in fact easily be seen to provide a value for
α in terms of the spectral gaps of certain wave equations (which in turn can be
computed numerically); however, we do not obtain any explicit bounds here.

In fact, one could allow the scalar field to have non-zero mass and show the
non-linear stability of the KNdS family with vanishing scalar field (as solutions
to the scalar Klein–Gordon equation decay exponentially fast to 0). Shlapentokh-
Rothman’s work on ‘black hole bombs’ [SR14] for linear scalar Klein–Gordon equa-
tions on Kerr spacetimes suggests that non-linear stability may fail for certain values
of the scalar field mass and the black hole angular momentum.

The proof of Theorem 1.1 builds on the framework developed in [HV16b] for
the study of the Einstein vacuum equations; we will recall this framework in §1.4
below. The study of the coupled Einstein–Maxwell system presents a number of
additional difficulties which we resolve in this paper:

(1) In addition to the diffeomorphism invariance, which for the Einstein vacuum
equations is eliminated by imposing a (generalized) wave coordinate gauge
(see [Fri85] for a very general version of this), one needs to fix a gauge for
the electromagnetic 4-potential A in order to transform the system (1.4)
into a quasilinear system of wave equations, called the gauge-fixed Einstein–
Maxwell system.

(2) In order to be able to relate non-decaying modes of the linearized gauge-
fixed Einstein–Maxwell system to physical degrees of freedom, we need to
establish constraint damping for this system. Constraint damping, which
under the name ‘stable constraint propagation’ plays a central role in
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[HV16b], first appeared in the numerics literature [GCHMG05], and was
used in particular for the simulation of binary black hole mergers [Pre05].

(3) The linearization of the system (1.4), as well as of the gauge-fixed system
linearized around a RNdS solution, yields two decoupled equations on an
SdS background if the black hole has vanishing charge Qe, one being the
linearized Einstein equation, the other being Maxwell’s equation. For Qe 6=
0 however, the equations are coupled already at the linearized level, which
complicates the symbolic analysis at the trapped set (normally hyperbolic
trapping) and at the horizons (radial point estimates).

(4) We need to show the (generalized) mode stability for the linearization of
(1.4) around a non-degenerate RNdS solution: all generalized mode solu-
tions are sums of linearized KNdS solutions and pure gauge solutions. In
this paper, we give a full, self-contained proof of generalized mode stabil-
ity, completing and extending work by Kodama and Ishibashi [KI03, KI04],
which in turn relies on earlier work by Kodama, Ishibashi and Seto [KIS00]
as well as Kodama and Sasaki [KS84].

We postpone the detailed discussion of these issues, and the way by which we
overcome them, to §1.4.

1.1.2. The role of the cosmological constant. Working with Λ > 0 simplifies several
aspects of the analysis underlying the proof of Theorem 1.1; this is not due to
the positivity of Λ per se, but rather due to the fact that the de Sitter black hole
spacetimes have a convenient (asymptotically hyperbolic) structure far away from
the black hole, namely they have a cosmological horizon H+. Here, we use the
framework developed in a seminal paper by Vasy [Vas13] and extended by the au-
thor (partly in joint work with Vasy) [HV15b, Hin16, HV16a], in combination with
analysis at the trapped set, starting with the important work of Wunsch–Zworski
[WZ11], and developed further by Dyatlov [Dya16] and the author [HV14, Hin17];
see also [NZ09] and [HSP77]. This followed earlier work by Sá Barreto and Zworski
[SBZ97], Bony and Häfner [BH08], Melrose, Sá Barreto, and Vasy [MSBV14], as
well as Dyatlov [Dya11b, Dya11a, Dya12]. (For a broader perspective on scattering
theory and the role of resonances, see [Zwo16a].) Using the structure of (slowly
rotating) KNdS spacetimes, one can show that solutions of linear tensor-valued
wave equations (with appropriate behavior at the trapped set) have an asymptotic
expansion as t∗ → ∞ into finitely many (generalized) modes with t∗-dependence

e−it∗σ (times a power tj∗, j ∈ N0), Imσ > −α, plus an exponentially decaying
O(e−αt∗) remainder term. In the setting of the linear stability statement, Theo-
rem 1.3 below, we will argue that the main term of such an asymptotic expansion
is a stationary mode, i.e. with σ = 0, corresponding to a linearized KNdS solution,
which also allows us to find the final black hole parameters b in the non-linear set-
ting. In Theorem 1.1 then, α > 0 is chosen so small that all other physical degrees
of freedom decay faster than e−αt∗ . We remark that it is an open problem to prove
more precise asymptotics for the solution (1.3) in the spirit of the phenomenon of
ringdown for linear waves as in [BH08, Dya12].

The exponential decay is also very helpful in the non-linear analysis, as it obviates
the need to exploit any special structure of the non-linear terms of (1.4); this is in
stark contrast to the case of semilinear or quasilinear wave equations on (3 + 1)-
dimensional Minkowski space, where the null condition, introduced by Klainerman
[Kla86], or weaker versions thereof play a crucial role in ensuring global existence.
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The key difference between Kerr–Newman–de Sitter (Λ > 0) and Kerr–Newman
(Λ = 0) spacetimes from the point of view of stationary scattering theory (which
is a key ingredient in the framework developed in [HV16b]) is the behavior at low
frequencies: for KNdS spacetimes, this is closely related to scattering on asymp-
totically hyperbolic manifolds, while for Kerr–Newman spacetimes, the far end is
asymptotically Euclidean, which leads to much more delicate low frequency behav-
ior. We refer the reader to the introduction of [Vas13] for details and references.

The limit Λ → 0 is thus rather singular, and Theorem 1.1 by itself provides no
information on the stability of Kerr–Newman black holes: as Λ→ 0, the exponential
decay rate α is expected to tend to 0 as well, and we do not have any explicit
control on the size of the allowed departure of the initial data from RNdS data.
The conjectured decay rate for gravitational perturbations of the Kerr spacetime is
in fact polynomial with a fixed rate, see for instance the lecture notes by Dafermos
and Rodnianski [DR08] as well as the works by Tataru [Tat13] and Dafermos–
Rodnianski–Shlapentokh-Rothman [DRSR16].

1.2. Results for the linearized Einstein–Maxwell system. In the course of
the proof of Theorem 1.1, we establish the linear stability of slowly rotating KNdS
black holes, which is the analogue in this setting of the linear stability result (for the
linearized Einstein vacuum equations) for the Schwarzschild spacetime by Dafermos,
Holzegel and Rodnianski [DHR16].

Theorem 1.3. Fix a Kerr–Newman–de Sitter solution (Ω◦, gb, Fb), with b close
to the parameters of a non-degenerate Reissner–Nordström–de Sitter spacetime.
Suppose (ḣ, k̇, Ė, Ḃ) are high regularity initial data on Σ, that is, ḣ and k̇ are

symmetric 2-tensors and Ė and Ḃ are 1-forms on Σ0, which satisfy the linearization
of the constraint equations around the data (hb, kb,Eb,Bb). Then there exist a

solution (ġ, Ḟ ) of the linearization of the Einstein–Maxwell system (1.1) around
(gb, Fb), attaining these data, and linearized black hole parameters b′ ∈ R6 such
that

(ġ, Ḟ )− d

ds
(gb+sb′ , Fb+sb′)|s=0 = O(e−αt∗), (1.5)

where L denotes the Lie derivative. That is, linearized coupled gravitational and
electromagnetic perturbations of a slowly rotating KNdS black hole decay exponen-
tially fast to a linearized KNdS solution.

We will prove this theorem by fixing a wave map/Lorenz gauge, and showing that
the solution of the gauge-fixed linearized Einstein–Maxwell system satisfies (1.5)
after subtraction of a pure gauge solution LV (gb, Fb), with LV the Lie derivative
along a suitable vector field V .

Theorem 1.4. Fix a KNdS solution (Ω◦, gb, Fb) as above. Suppose Imσ ≥ 0, and

(ġ, Ḟ ) = e−iσt∗(ġ0, Ḟ0),

with (ġ0, Ḟ0) ∈ C∞(Ω◦;S2T ∗Ω◦ ⊕ T ∗Ω◦) independent of t∗, is a mode solution
of the Einstein–Maxwell system (1.1) linearized around (gb, Fb). Then there exist
parameters b′ ∈ R6 and a vector field V on Ω◦ such that

(ġ, Ḟ ) =
d

ds
(gb+sb′ , Fb+sb′)|s=0 + LV (gb, Fb).

(If σ 6= 0, then b′ = 0.) The vector field V can be taken to be of the form∑k
j=0 e

−iσt∗tj∗Vj, k ≤ 1, with Vj vector fields on Ω◦ which are independent of t∗.
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See Theorems 8.2 and 8.3 for the precise statements. As alluded to in §1.1.1, the
mode stability of KNdS black holes was not rigorously known before, likewise even
for the algebraically simpler Kerr–Newman solution, see [Cha02, Chapter 11, §111].
In this paper, we show that the mode stability — and in fact the full non-linear
stability — for small a = |a| can be deduced from the stability for a = 0 by using
a robust perturbative framework.

For asymptotically flat black hole spacetimes, the study of mode stability, and
black hole perturbation theory in general, was initiated by Regge and Wheeler
[RW57] for the Schwarzschild spacetime, with further contributions by Zerilli [Zer70]
and Vishveshwara [Vis70]. Moncrief [Mon74a, Mon74b, Mon75] subsequently es-
tablished the mode stability of Reissner–Nordström black holes. Whiting [Whi89]
proved mode stability for the Teukolsky equation on Kerr spacetimes, with re-
finements and extensions due to Shlapentokh-Rothman [SR15], Andersson–Ma–
Paganini–Whiting [AMPW16], as well as Civin in the Kerr–Newman case [Civ14].

1.3. Further related work. Besides the references given in §1.1.2 for wave equa-
tions on black hole spacetimes with Λ > 0, we mention [DR07, Ian14, Ian15],
as well as Schlue’s work on the stability properties of the cosmological region of
Kerr–de Sitter black holes [Sch15, Sch16]. Related to the scattering theoretic un-
derpinnings of the present work, we mention Warnick’s physical space approach to
the study of resonances [War15].

There is a large amount of literature on asymptotically flat black hole spacetimes;
we only give a brief account here. The seminal papers by Wald [Wal79] and Kay–
Wald [KW87] proved the boundedness of linear scalar waves on the Schwarzschild
spacetime; Dafermos and Rodnianski [DR09] gave a more robust proof, exploiting
the red-shift effect, and established polynomial decay. Polynomial decay for linear
scalar waves on Kerr was proved by Andersson–Blue [AB15a] and in the afore-
mentioned [DRSR16]; see also [FKSY06]. In his thesis, Civin obtained analogous
results for waves on Kerr–Newman spacetimes [Civ15]. The precise decay rates
(Price’s law [Pri72]) were obtained by Tataru [Tat13], see also [MTT12], as well
as [DR05] in a spherically symmetric but non-linear context. Strichartz estimates
were proved by Tataru and Tohaneanu [TT11], also in collaboration with Marzuola
and Metcalfe [MMTT10]. For non-linear results, we refer to Luk’s work on Kerr
[Luk13], Ionescu–Klainerman [IK15], and Stogin [Sto16] for a wave map equation,
and Dafermos–Holzegel–Rodnianski [DHR13] for a scattering construction of dy-
namical Kerr black holes. Many of these works rely on the influential ‘vector field
method’ developed by Klainerman [Kla85]; see also [Mos16] for a discussion of
recent developments.

In the context of non-scalar fields, we mention the work by Blue [Blu08] and
Sterbenz–Tataru [ST15] on Maxwell’s equation on Schwarzschild spacetimes, as well
as the paper by Andersson and Blue on Kerr [AB15b]. For gravitational perturba-
tions of Schwarzschild, we recall the recent stability result by Dafermos–Holzegel–
Rodnianski [DHR16]; see also [FS16]. Dirac waves on Kerr and Kerr–Newman
were studied by Finster–Kamran–Smoller–Yau [FKSY03] as well as Häfner–Nicolas
[HN04].

We also mention the works [Bas10, Bas13] by Baskin, and [BVW15, BVW16]
by Baskin–Vasy–Wunsch; while they do not concern black hole spacetimes, some
of the microlocal analysis used in these papers is closely related to aspects of the
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analysis underlying the proof of our main theorem, as will be discussed in detail in
upcoming work by Häfner and Vasy [HV].

The study of mode stability of higher-dimensional black holes has received con-
siderable attention in recent years. For D-dimensional spacetimes with Λ > 0, the
mode stability of SdS was proved for D = 4 in [KI03] and for D = 5, 6 in [KI04];
numerical results extend this to D ≤ 11 [KZ07]. For RNdS spacetimes, stability
is known by analytic means for D = 4, 5, and numerically for D = 6, but there
is evidence for mode instability for near-extremal RNdS black holes with D ≥ 7
[KZ09]. This surprising finding is in striking contrast to the asymptotically flat
case, Λ = 0, where the mode stability of Schwarzschild is known for all D [IK03],
and that of Reissner–Nordström for D = 4, 5, with numerical results for D ≤ 11.

1.4. Strategy of the proof. We present the general framework in a schematic
form, thereby also summarizing and streamlining the ideas developed in [HV16b].
We consider (non-linear) gauge-invariant evolution equations of hyperbolic charac-
ter in the following setup:

(a) M is a product manifold, M = Rt∗ × X, and E,F → M are stationary
vector bundles (i.e. equipped with an action of the group of translations in
t∗).

(b) P is a second order differential operator acting on (suitable) smooth sections
of E.

(c) Gauge invariance: A gauge group G acts on sections of E, g ·φ := Γ(g)φ, so
that for any g ∈ G and any solution of P (φ) = 0, we also have P (Γ(g)φ) = 0.

We assume that TIdG = C∞(M ; G̃) is the space of sections of some vector

bundle G̃→M .
(d) Gauge fixing I: There exists a (non-linear) operator Υ ∈ Diff1(M ;E,F ) and

a linear operator D ∈ Diff1(M ;F,E) such that the gauge-fixed equation

P (φ)−D(Υ(φ)) = 0 (1.6)

is a quasilinear system of wave equations with Σ0 := {t∗ = 0} ⊂ M as a
Cauchy hypersurface.

(e) Gauge fixing II: For any φ with P (φ) = 0, there exists a gauge transforma-
tion g (locally near Σ0) such that Υ(Γ(g)φ) = 0; one can find g by solving
a (non-linear) wave equation. On the linearized level, the equation

�Υ
φ g := DφΥ ◦ (DIdΓ(g)(φ)) = 0

is principally a wave equation for g ∈ TIdG, with Σ0 as a Cauchy hypersur-
face.

(f) Generalized Bianchi identity: There exists a linear differential operator
B(φ) ∈ Diff1(M ;E,F ), with coefficients depending possibly non-linearly on
φ, such that B(φ)P (φ) = 0 for all φ, and such that B(φ) ◦D ∈ Diff2(M ;F )
is principally a wave operator with Σ0 as a Cauchy hypersurface.

Due to the gauge invariance, an initial value problem for P can in general only be
solved for initial data satisfying certain constraint equations. The solution of such
an initial value problem for P can be found by the following well-known procedure:
one arranges the gauge condition Υ(φ) = 0 at Σ0, and then solves the equation
(1.6), which implies that the 1-jet of Υ(φ) vanishes at Σ0 (see §2.2 for a detailed
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discussion in the Einstein–Maxwell case). Since Υ(φ) solves the wave equation

B(φ)D(Υ(φ)) = 0, (1.7)

one then infers that Υ(φ) ≡ 0, hence one has P (φ) = 0, as desired.
Suppose now that we are given a finite-dimensional family φb of stationary so-

lutions, with b ∈ RN close to some b0 ∈ RN , so P (φb) = 0. We choose the gauge
Υ so that Υ(φb0) = 0. We wish to study the non-linear stability of the family φb.
The key ingredients of our framework are:

(1) Linear mode stability at b0: A smooth (generalized) mode solution φ̇ of

Dφb0
P (φ̇) = 0, so φ̇(t∗, x) =

∑k
j=0 e

−it∗σtj∗φ̇j(x), with Imσ ≥ 0, σ 6= 0, is

pure gauge: that is, φ̇ = DIdΓ(g)(φb0) for some g ∈ TIdG. If σ = 0, then

φ̇ is equal to a pure gauge solution plus φ′b0(b′) := d
dsφb0+sb′ |s=0 for some

b′ ∈ RN .
(2) Constraint damping at b0: All solutions y ∈ C∞(M ;F ) of (B(φb0)◦D)(y) =

0 are exponentially decaying in t∗ at a rate α > 0.
(3) High energy estimates at b0: Solutions of the linearized equation

Lb0 φ̇ := Dφb0
(P −D ◦Υ)(φ̇) = Dφb0

P (φ̇)−D(Dφb0
Υ(φ̇)) = 0 (1.8)

(and of stationary perturbations thereof) with smooth initial data have an
asymptotic expansion into a finite number of generalized modes (resonant
states) with frequencies σj ∈ C, j = 1, . . . ,M , σ1 = 0, Imσj ≥ 0, plus an
O(e−αt∗) remainder.

We stress that these assumptions only concern the linearization at the fixed
solution φb0 ; this will be the RNdS solution later on, so in particular we will not
need to prove mode stability of slowly rotating KNdS solutions directly in order to
show non-linear stability!

Remark 1.5. The reason for the terminology in point (3) is that obtaining such an
asymptotic expansion typically relies on understanding the behavior of the Fourier

transform of Lb0 , which is L̂b0(σ) = eit∗σLb0e
−it∗σ acting on t∗-independent sections

of E, as |Reσ| → ∞ (with Imσ ≥ −α) [Vas13]. This in turn relies on a precise
understanding, which is robust under perturbations, of semiclassical microlocal

estimates for L̂b0(σ) at trapping, radial sets, etc. The behavior for small frequencies
is also important for obtaining exponential decay of the remainder; this was already
discussed in §1.1.2. See Figure 1.3.

Remark 1.6. Points (1) and (3) immediately imply the linear stability of φb0 : a

solution of Lb0 φ̇ = 0 with initial data satisfying the linearized constraints and put

into the linearized gauge Dφb0
Υ(φ̇) = 0 (see (e)) satisfies φ̇ = φ′b0(b′)+DIdΓ(g)(φb0)

for some b′ and g. Indeed, the linearization of the gauge propagation argument
given above implies Dφb0

P (φ̇) = 0, thus this holds for each term in the asymptotic

expansion of φ̇, to which in turn point (1) applies. This argument is not suited for
non-linear analysis, or even for the linear stability analysis of φb for b close to but
different from b0. See also [HV16b, Theorem 10.2] and its subsequent discussion.

The statement in point (2) could also be called ‘damping of the gauge violation:’
For any global solution φ of (1.6), the failure Υ(φ) of the gauge condition is expo-
nentially damped. Arranging this means choosing the operator D carefully; notice
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Re σ

Im σ = −α

Im σ

∅ ∅

∅

Figure 1.3. Resonances of Lb0 in the context of the Einstein–
Maxwell system. Semiclassical microlocal analysis yields high en-
ergy bounds in Imσ ≥ −α and gives the absence of resonances for
large |Reσ|. Energy estimates imply the absence of resonances
with Imσ � 0. Only finitely many non-decaying resonances,
drawn as crosses, remain. This qualitative picture persists for sta-
tionary perturbations of Lb0 .

that in the above setup, only its principal part matters, so the task is to choose the
zeroth order terms appropriately.

Every term, say aj(t∗, x) := e−it∗σj φ̇j(x) (omitting potential powers of t∗ for
brevity), in the asymptotic expansion of the solution of equation (1.8) solves the
equation Lb0(aj) = 0 separately, hence the (linearized) generalized Bianchi identity
implies B(φb0)D(Dφb0

Υ(aj)) = 0. But then

Dφb0
Υ(aj) = 0 (1.9)

due to constraint damping (note that aj is a non-decaying mode). Thus, aj also
satisfies Dφb0

P (aj) = 0 and therefore has a very particular structure in view of the

mode stability statement (1). Put differently, constraint damping ensures that what
at first looks like an analytic obstacle to the solvability of the quasilinear gauge-fixed
equation (1.6) (growing modes, such as aj , of the ‘ungeometric’ linearized gauge-
fixed equation) is in fact geometric (pure gauge, or a linearized solution φ′b0(b′)).

One expects that for fixed non-linear wave equations, non-decaying solutions,
such as aj , of the linearization preclude the existence of global non-linear solu-
tions; here however, the equation is not fixed due to the flexibility in the choice of
gauge. We exploit this as follows: fixing a basis aj = DIdΓ(gj)(φb0) of the finite-
dimensional space of non-decaying pure gauge solutions of (1.8), we can define the
space

Θ := span{θj} ⊂ C∞c (M ;E), θj := Dφb0
Υ(DIdΓ(χgj)(φb0)),

of gauge modifications, where χ = χ(t∗) is a cutoff, 0 near Σ0 and 1 for large t∗.
(The inclusion into C∞c follows from (1.9).) Note here that

Lb0(DIdΓ(χgj)) = −Dθj
in view of the gauge invariance (c). The point then is that one can solve

Lb0 φ̇ = −Dθ (1.10)

(with prescribed initial data) for φ̇, which is the sum of the contribution from the
resonance at σ1 = 0 plus an exponentially decaying tail, provided we choose θ ∈ Θ
appropriately (and the choice of θ can be read off from the asymptotic behavior of
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the solution of Lb0 φ̇0 = 0 with the same initial data). Note that equation (1.10)
can be rewritten as

Dφb0
P (φ̇)−D(DΦb0

Υ(φ̇)− θ) = 0,

making the change of the gauge evident on the linearized level.
Suppose the family φb is trivial, i.e. the only stationary solution of interest is

φb0 .1 (Mode stability then becomes the statement that all non-decaying generalized
mode solutions are pure gauge, including at 0 frequency.) Then we can prove the
non-linear stability of φb0 by solving the quasilinear wave equation

Φ(φ̃, θ) := P (φb0 + φ̃)−D(Υ(φb0 + φ̃)− θ) = 0

for φ̃ = O(e−αt∗) and θ ∈ Θ by means of a simple Newton-type iteration scheme,

starting with the guess (φ̃0, θ0) = (0, 0): we solve the linear wave equation

D(φ̃k,θk)Φ(φ̃′, θ′) = −Φ(φ̃k, θk) (1.11)

globally at each step, where we choose θ′ ∈ Θ so that this has a solution φ̃′ =

O(e−αt∗); and we then update φ̃k+1 = φ̃k + φ̃′, θk+1 = θk + θ′. Note here that the
space D(Θ) is a finite-dimensional complement of the range of D0Φ(·, 0) acting on
sections of size O(e−αt∗); if one has a robust Fredholm theory for linearizations of

Φ(·, 0) around small φ̃, the same space D(Θ) will be a complement to the range
of Dφ̃Φ(·, 0) as well, ensuring the solvability of (1.11). We point out that this

iteration scheme automatically finds the gauge modification θ = limk→∞ θk ∈ Θ

in which the global solution φ = φb0 + φ̃, φ̃ = limk→∞ φ̃k, of P (φ) = 0 exists.
Furthermore, it is unnecessary to know the dimension of the space of non-decaying
mode solutions of Lb0 in (1.8) — only the finite-dimensionality matters. (Without
the finite-dimensionality, one would encounter additional analytic problems when
dealing with the gauge modification θ.)

If the family φb is non-trivial, we in addition need to deal with the parameter
b ∈ RN . For the linearized equation (1.8), we note that by (e), there exists a
linearized gauge gb(b

′) such that

φ′Υb (b′) := φ′b(b
′) +DIdΓ(gb(b

′))

solves Lb(φ
′Υ
b (b′)) = 0; thus, after adding a pure gauge solution, one can exhibit

the linearization of the family φb as a stationary solution of Lb(φ̇) = 0.

Remark 1.7. Since one finds gb0(b′) by solving the wave equation

�Υ
φb0

(gb0(b′)) = −Dφb0
Υ(φ′b0(b′)),

the raison d’être for gb0(b′) is the incompatibility of φb, with b close to b0, with the
gauge condition Υ = 0.

The linear stability of φb for b near b0 can now be proved as follows: consider
the space

Zb := D(Θ) + {Lb(χφ′Υb (b′)) : b′ ∈ RN} ⊂ C∞c (M ;E),

1This is the setting for the non-linear stability of the static model of de Sitter space, both for
the Einstein vacuum equations, see [HV16b, Appendix C], and for the Einstein–Maxwell system.
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with the second summand taking care of the zero resonant states coming from the
linearization of the family φb. (Recall that the space D(Θ) is the same for all b
close to b0.) Then by construction, we can solve the initial value problem for

Lb0 φ̃
′ = −z ∈ Zb0

with φ̃′ = O(e−αt∗) exponentially decaying, provided we choose z suitably; the
choice of z can again be directly read off from the asymptotic behavior of the
solution of the initial value problem for Lb0 φ̇0 = 0 with the same data. By Fredholm
stability arguments as above, we can therefore solve

Lbφ̃
′ = −z ∈ Zb, (1.12)

for b close to b0, with φ̃′ = O(e−αt∗) when one chooses z suitably (again depending
linearly on the initial data). Writing z = Dθ + Lb(χφ

′Υ
b (b′)), and assuming the

initial data satisfy the linearized constraints, this shows that φ̇ := χφ′Υb (b′) + φ̃′

solves

DφbP (φ̇) = 0 (1.13)

in the gauge DφbΥ(φ̇)− θ = 0, proving the linear stability. Mode stability of φb is
a simple consequence.

A crucial feature of this argument is that the exponential decay for the solution
of (1.12) does not use any assumptions on the initial data; only the last step,
relating the solution of (1.12) to a solution of the linearized equation (1.13), uses
the linearized constraints. This allows us to solve the non-linear equation as follows:
writing

φb0,b = (1− χ)φb0 + χφb, (1.14)

which interpolates between φb0 initially and φb eventually, we solve

Φ(φ̃, b, θ) := P (φb + φ̃)−D(Υ(φb + φ̃)−Υ(φb0,b)− θ) = 0 (1.15)

for φ̃ = O(e−αt∗), θ ∈ Θ and b ∈ RN . (The additional modification of the gauge
term here addresses the incompatibility described in Remark 1.7. We use φb0,b
rather than φb in order to leave the gauge condition unchanged near the Cauchy
surface Σ0.) One solves equation (1.15) by solving a linearized equation globally at
each step of a Newton (or Nash–Moser) iteration scheme.

We stress that we can solve equation (1.15) globally for any Cauchy data; only
once one has found the solution does one need to use the assumption that the initial

data satisfy the constraints in order to conclude that P (φb + φ̃) = 0 in the gauge

Υ(φb + φ̃)−Υ(φb0,b)− θ = 0.

1.4.1. Illustration: Maxwell’s equations. We consider the linear Maxwell equation
in the 4-potential formulation, even though this does not fit exactly into the above
framework.2 Thus, we study

δgdA = 0, (1.16)

where g = gb0 is a non-degenerate RNdS metric on the manifold M◦ defined in
(1.2). In the above terminology, we thus have P = δgd, acting on sections of the
bundle E = T ∗M◦. The gauge group is G = C∞(M◦), acting by a·A := A+da. We
choose the Lorenz gauge Υ(A) := δgA, so the bundle F is the trivial line bundle

2In any case, this is not the right equation to consider for charged black holes, as it ignores
the coupling of the electromagnetic field and the metric tensor.
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R = M◦ × R. The gauge-fixed equation (1.6) reads (δgd + d̃δg)A = 0, where d̃
(called −D above) is given by

d̃u = du+ γ3 u dt∗ (1.17)

with γ3 ∈ R specified momentarily. The generalized Bianchi identity is simply the
identity δ2

g = 0, so B(A) = δg in (f) above.

The mode stability analysis for (1.16) reveals3 that for frequencies σ with Imσ ≥
0, σ 6= 0, (generalized) mode solutions are pure gauge, i.e. exact 1-forms, while at
σ = 0, there is a 1-dimensional space of solutions, namely span{Ab0}. Arranging

constraint damping requires that all solutions of δgd̃y = 0 decay exponentially
fast. Note that for γ3 = 0, a solution is given by y ≡ 1, which does not decay;
one can however show that for γ3 > 0 small (by perturbative arguments) or large
(using semiclassical analysis), constraint damping does hold, see §6. The high

energy estimates for the operator Lb0 = δgd + d̃δg follow from a computation of
the subprincipal operator of Lb0 at the trapped set; this relies on [Hin17] and a
continuity argument if γ3 is small, and can be checked for general γ3 > 0 by a
direct calculation. We discuss this further below.

We conclude that for given initial data, we can choose a function θ within a
suitable finite-dimensional space Θ ⊂ C∞c (M◦) such that

δgdA+ d̃(δgA− θ) = 0

has a solution A = cAb0 + Ã, with c ∈ R and Ã = O(e−αt∗), for a suitable choice of
θ. If the initial data satisfy the constraint equation 〈δgdA, dt∗〉 = 0 at Σ0, and one
picks Cauchy data for A so that δgA = 0 at Σ0, then we conclude that δgdA = 0
holds, and A satisfies the gauge condition δgA− θ = 0.4

1.4.2. Einstein–Maxwell system. We now apply the above framework to the charged
black hole stability problem. (In our proof of Theorem 1.1, we will need to modify
the precise formulation only slightly, see §§2.2 and 9.1).

P (g,A) =
(
2(Ric(g) + Λg − 2T (g, dA)), δgdA

)
,

so the vector bundle is E = S2T ∗M◦ ⊕ T ∗M◦. (The factor 2 is explained by
equation (2.29).) The gauge group consists of diffeomorphisms φ of M◦ and smooth
functions a, acting by (g,A) 7→ (φ∗g, φ∗A + da). For the gauge, we take Υ =
(ΥE ,ΥM ), with

ΥE(g)κ = gµν(Γ(g)κµν − Γ(gb0)κµν),

which is thus a generalized wave coordinate gauge, and

ΥM (g,A) = δg(A−Ab0),

which is a generalized Lorenz gauge; see §2.2 for further discussion. (The gauge
source functions in both cases were chosen so as to make Υ(gb0 , Ab0) = 0.) The
bundle F is given by F = T ∗M◦⊕R. To write down the gauge-fixed equation (1.6),
we use the operator

D = (2δ̃∗, d̃),

3This can be deduced from [HV15a, Theorem 1] applied to the equation (δgd+ dδg)A = 0.
4In fact, for γ3 > 0 small, one can check that Θ = 0. However — and this is crucial for

Einstein–Maxwell — even a finite-dimensional family Θ of gauge modifications would cause no

problems.
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with d̃ as in (1.17), and δ̃∗ = δ∗gb0
+ γ1 dt∗ · u − γ2u(∇t∗)gb0 for large γ1, γ2 ∈ R.

The generalized Bianchi identity uses the operator

B(g,A) = (δgGg, δg),

where Gg = Id− 1
2g trg is the trace-reversal operator; thus GgRic(g) = Ein(g) is

the Einstein tensor, which is divergence-free by the second Bianchi identity.
We prove the mode stability of the RNdS solution (gb0 , Ab0) in §5, see Theo-

rem 5.1. Constraint damping at this solution is shown in §6, see Theorem 6.3,
using and extending results from [HV16b, §8].

The high energy estimates are proved in §7, see Theorem 7.1. The key step here
is to analyze the behavior of the linearized gauge-fixed operator Lb0 at the trapped
set, which is located in phase space over the photon sphere and generated by null-
geodesics orbiting the black hole indefinitely without escaping through the event
or cosmological horizon. The relevant object is the subprincipal operator [Hin17]
at the trapped set; this is a version of the well-known subprincipal symbol, and we
show in §7.2 that in a suitable sense it has a favorable sign at the trapping.

In summary:

Theorem 1.8 (More precise version of Theorem 1.1). Suppose (h, k,E,B) are
initial data on Σ0, satisfying the constraint equations, free of magnetic charges,
and close (in the topology of H21) to the initial data of the non-degenerate RNdS
solution (gb0 , Ab0). Then there exist KNdS black hole parameters b close to b0 and

exponentially decaying tails (g̃, Ã) = O(e−αt∗) such that

(g,A) = (gb0,b + g̃, Ab0,b + Ã)

(see (1.14)) solves the Einstein–Maxwell system (1.4), attains the given initial data,
and satisfies the gauge conditions

ΥE(g)−ΥE(gb0,b)− θ = 0, ΥM (g,A)−ΥM (g,Ab0,b)− κ = 0,

where the gauge modification (θ, κ) lies in a suitable finite-dimensional space Ξ ⊂
C∞c (Ω◦;T ∗Ω◦ ⊕ R).

See Theorem 9.2 for the precise statement, describing the function spaces as
well as the space Ξ. We stress the importance of techniques from (non-smooth)
global microlocal analysis (b-analysis, semiclassical analysis) and scattering theory
underlying the proof; these techniques enable us to build a framework which is
sufficiently robust under perturbations of the geometry and the dynamical struc-
ture of the spacetime to allow for the global analysis of tensorial quasilinear wave
equations.

1.5. Notation. We give a list of notation used frequently throughout the present
paper, together with a reference to the first appearance:

Ab0,b . . . 4-potential interpolating between Ab0 and Ab, cf. gb0,b below
b0 . . . . . . parameters of a fixed RNdS black hole, see (3.1)
b . . . . . . . black hole parameters, b ∈ B, see §3
B . . . . . . parameter space for slowly rotating, non-degenerate KNdS black holes,

see §3
Bm . . . . . parameter space for KNdS black holes allowing for magnetic charges,

see §3.3

δ̃∗ . . . . . . modification of the symmetric gradient, see (2.21)
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d̃ . . . . . . . modification of the exterior derivative, see (2.25)
δg . . . . . . (negative) divergence, (δgT )µ1...µN = −Tλµ1...µN ;

λ

δ∗g . . . . . . symmetric gradient, (δ∗gu)µν = 1
2 (uµ;ν + uν;µ)

γ0 . . . . . . map assigning to a function on Ω its Cauchy data at Σ0, see (2.20)
gb0,b . . . . metric interpolating between gb0 and gb, see (9.3)
gb . . . . . . KNdS metric with parameters b ∈ B, see (3.19)
θ . . . . . . . gauge source function for the wave coordinate gauge, see (8.9)
ib . . . . . . map constructing Cauchy data from geometric initial data, see Propo-

sition 3.8
κ . . . . . . . gauge source function for the Lorenz gauge, see (8.9)
µ . . . . . . . metric coefficient of the RNdS metric, see (3.3)
M . . . . . static exterior region of an RNdS black hole, see (3.6)
M◦ . . . . . underlying manifold of an extended KNdS black hole, see (3.14)
M . . . . . . compactification of M◦ at future infinity, see (3.17)
LV . . . . . Lie derivative along the vector field V

L̃TV . . . equal to LV T , see Definition 2.4
Ω◦ . . . . . domain in M on which we solve initial value problems, see (3.30)
Ω . . . . . . . compactification of Ω◦ in M , see (3.29)
r± . . . . . . short for rb0,±, see §5
rb,± . . . . radius of the event (−) and cosmological (+) horizons of the KNdS

spacetime with parameters b, see Lemma 3.4
Σ0 . . . . . Cauchy surface in Ω, see (3.31)
Ssub . . . . subprincipal operator, see (4.3)
τ . . . . . . . global boundary defining function of M , see (3.17)
τ0 . . . . . . null boundary defining function of M near the horizons, see (3.18)
t . . . . . . . static or Boyer–Lindquist time coordinate, see (3.2)
t∗ . . . . . . timelike function on M◦ which is smooth across the horizons, see

(3.13)
trijg . . . . . trace in the i-th and j-th indices, (trijg T )µ1...µN = Tµ1...λ...

λ
...µN , with

the two λ’s at the i-th and j-th slots
X . . . . . . boundary of M at future infinity
ΥE . . . . . gauge condition for the metric tensor, see (2.17)
ΥM . . . . gauge condition for the 4-potential, see (2.23)

Acknowledgments. I would like to thank András Vasy, Maciej Zworski, Jim Isen-
berg, Sergiu Klainerman, and Yakov Shlapentokh-Rothman for valuable discussions
and for their interest and support. I am very grateful to Mihalis Dafermos, and to
an anonymous referee, for valuable comments on both content and exposition. I
would also like to thank the Miller Institute at the University of California, Berke-
ley, for support.

2. Basic properties of the Einstein–Maxwell equations

We shall only describe the aspects relevant for present purposes; we refer the
reader to [CB09, §6] for a detailed exposition.

2.1. Derivation of the equations; charges and symmetries. On an oriented,
time-oriented 4-dimensional Lorentzian spacetime (M, g) with signature (1, 3), the
Einstein–Maxwell system, with cosmological constant Λ, for the metric g and the
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electromagnetic 4-potential A ∈ C∞(M◦;T ∗M◦), arises as the Euler–Lagrange sys-
tem for the Lagrangian density

L(g,A) = (Rg + 2Λ + 2|dA|2g) |dg|,
where we define the squared norm of a 2-form F by

|F |2g =
∑
µ<ν

FµνF
µν , (2.1)

raising indices using g; this gives

Ein(g)− Λg = 2T (g, dA), δgdA = 0, (2.2)

where Ein(g) = Ric(g)− 1
2Rgg is the Einstein tensor, δgA = −Aµ;

µ the divergence
(adjoint of d), and

T (g, F ) = − tr24
g (F ⊗ F ) +

1

2
g|F |2g, (2.3)

or in index notation T (g, F )µν = −FµλFνλ+ 1
4gµνFκλF

κλ, is the energy-momentum
tensor associated with the electromagnetic tensor F . It is convenient to rewrite
(2.2) by applying the trace-reversal operator Gg = Id− 1

2g trg to the first equation;
since trg T (g, F ) ≡ 0, this yields

Ric(g) + Λg = 2T (g, dA).

Since the system (2.2) only involves F := dA, one often writes it in the form

Ein(g)− Λg = 2T (g, F ), (2.4)

dF = 0, δgF = 0. (2.5)

While this is locally equivalent to (2.2), it is not so globally when H2(M◦,R) 6= 0,
with H2(M◦,R) the second cohomology group with real coefficients; the latter is
indeed the case for the black hole spacetimes of interest in the present paper. We
return to this point below.

The second Bianchi identity δgEin(g) ≡ 0 applied to (2.4) implies the conserva-
tion law δgT (g, F ) = 0. This is well-known to be satisfied provided F solves (2.5);
concretely, we have

δgT (g, F ) = − tr13
g (δgF ⊗ F )− 1

2
tr13
g tr24

g (F ⊗ dF ). (2.6)

Assuming now that (g, F ) is a smooth solution of (2.4)–(2.5), let i : Σ0 ↪→M◦ be
a spacelike hypersurface with future timelike unit normal field N , and let h = −g|Σ0

be the restriction of the metric tensor to Σ0, which is thus a (positive definite)
Riemannian metric. Declaring a basis B of TpΣ0 to be positively oriented if and
only if the basis {N} ∪B of TpM

◦ is, we also have a Hodge star operator ?h on
Σ0. The electric and magnetic fields, as measured by observers with 4-velocity N ,
are then defined by

E := −i∗ιNF = ?hi
∗ ?g F, B := i∗ιN ?g F = ?hi

∗F ∈ C∞(Σ0;T ∗Σ0); (2.7)

thus, if (t, x, y, z) are local coordinates near a point p ∈ Σ0 with N = ∂t and
{∂t, ∂x, ∂y, ∂z} an oriented orthonormal basis of TpM

◦, and we write Ex = E(∂x),
etc., then

F = (Ex dx+ Ey dy + Ez dz) ∧ dt
+ (Bx dy ∧ dz +By dz ∧ dx+Bz dx ∧ dy).
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Remark 2.1. For a metric g with signature (p, q), n = p+ q, we will frequently use
the identities

?g?g = (−1)k(n−k)+q, δg = (−1)n(k−1)+1+q ?g d?g,

for the action on differential k-forms.

We moreover compute for Tg,F ≡ T (g, F )

Tg,F (N,N) =
1

2
(|E|2h + |B|2h),

Tg,F (N, ·) = ?h(B ∧E) on TΣ0;
(2.8)

T (N,N) is the energy density of the electromagnetic field as measured by an ob-
server with velocity N .

Observe now that the expression for Tg,F (N,N) is invariant under ‘rotations’

(E,B) 7→ (Eθ,Bθ) := (cos(θ)E− sin(θ)B, sin(θ)E + cos(θ)B); (2.9)

the same is true for Tg,F (N, ·). On the other hand, Eθ and Bθ are the electric and
magnetic field, respectively, corresponding to

Fθ = cos(θ)F + sin(θ) ?g F. (2.10)

It follows that Tg,F (N,N) = Tg,Fθ (N,N) for all timelike vectorsN ; since Tg,F (X,X)
is a quadratic form in X, this holds for all vectors N . Thus, by the standard po-
larization identity, Tg,Fθ = Tg,F for all θ. Moreover dFθ = 0 and δgFθ = 0 for all θ
provided (2.5) holds. Thus:

Lemma 2.2. If (g, F ) solves the Einstein–Maxwell system (2.4)–(2.5), then so does
(g, Fθ) for all θ ∈ R, with Fθ defined in (2.10).

Let us now assume for simplicity

M◦ ∼= Rt∗ × Ir × S2, Σ0 = {t∗ = 0} ⊂M◦, (2.11)

with I ⊂ R a non-empty open interval, and assume that Σ0 is spacelike. If S =
{t∗ = t0, r = r0} ⊂M (with t0 ∈ R, r0 ∈ I) is a 2-sphere, we can define the electric
and magnetic charges, associated with F solving (2.5), by

Qe(g, F ) :=
1

4π

∫
S

?gF, Qm(F ) :=
1

4π

∫
S

F ; (2.12)

by Stokes’ theorem, Qe and Qm are independent of the specific choice of S. In
particular, we can take S ⊂ Σ0, in which case we find, in terms of (2.7), that

Qe(g, F ) = Qe(h,E) :=
1

4π

∫
S

?hE =
1

4π

∫
S

〈E, ν〉dσ,

with ν the outward pointing unit normal to S (with respect to h) and dσ the volume
element; and likewise for Qm(F ) = Qm(B) := (4π)−1

∫
S
?hB.

Lemma 2.3. In the setting (2.11), and given any 2-form F solving (2.5), there
exists θ ∈ R such that Qm(Fθ) = 0, with Fθ defined in (2.10); for such θ, we have

Qe(g, Fθ)
2 = Qm(F )2 +Qe(g, F )2.

Proof. We have Qm(Fθ) = cos(θ)Qm(F ) + sin(θ)Qe(g, F ), so it suffices to take θ
such that (cos θ, sin θ) ⊥ (Qm(F ), Qe(g, F )), which can always be arranged. �
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Without loss of generality, we may therefore assume Qm(F ) = 0, equivalently
F = dA for some 1-form A, reducing the study of the (Einstein–)Maxwell equations
on M in the form (2.4)–(2.5) to the study of the system (2.2).

2.2. Initial value problems for the non-linear system. Initial data for the
Einstein–Maxwell system (2.4)–(2.5) are 5-tuples

(Σ0, h, k,E,B), (2.13)

where Σ0 is a smooth 3-manifold with Riemannian metric h, k is a symmetric 2-
tensor, and E,B are 1-forms on Σ0. The initial value problem asks for a (globally
hyperbolic) 4-manifold M◦ equipped with a Lorentzian metric g and a 2-form F
solving (2.4)–(2.5), together with an embedding of Σ0 ↪→M◦ as a Cauchy surface,
such that h = −g|Σ0

is the induced metric, k the second fundamental form of Σ0,
and such that F induces the given fields E,B on Σ0 via (2.7).

Evaluating (2.4) on the pair of vectors (N,N), with N the future timelike unit
normal to Σ0, and on pairs (N,X) with X ∈ TΣ0, and pulling back dF = 0 and
d?gF = 0 to Σ0, we find as necessary conditions for the well-posedness of the initial
value problem the constraint equations

Rh − |k|2h + (trh k)2 − 2Λ = 2(|E|2h + |B|2h),

δhk + d trh k = 2 ?h (B ∧E);
(2.14)

δhE = 0, δhB = 0. (2.15)

For future use, we point out that if we have a solution of the form F = dA,
then the constraint on B is automatically satisfied because of d2 = 0, while the
constraint δhE = 0 is equivalent to

(δdA)(N) = 0, (2.16)

in formal analogy to the derivation of the constraints arising from (2.4).
We next recall the proof that these constraints are also sufficient for the local

solvability of the Einstein–Maxwell system (2.4)–(2.5) [CB09, §6.10]. (See [CBG69,
Sbi16] for a discussion of the maximal globally hyperbolic development.) Thus,
suppose we are given initial data (2.13) satisfying the constraint equations, and
define M◦ = Rt∗ × Σ0. We construct a Lorentzian metric g and a 2-form F in a
neighborhood of Σ0 inM◦ solving the Einstein–Maxwell equations and attaining the
given data at Σ0. We eliminate the diffeomorphism invariance by fixing a gauge:
following DeTurck [DeT82], see also [GL91, Fri85], we fix a pseudo-Riemannian
background metric t and define the gauge 1-form

ΥE(g) := gt−1δgGgt. (2.17)

As discussed in [HV16b, §2.1], we have ΥE(g) ≡ 0 if and only if the identity map
Id: (M◦, g) → (M◦, t) is a wave map. Conversely, given any metric g on M◦, one
may solve the wave map equation �g,tφ = 0, with φ = Id to second order at Σ0, and
then ΥE(φ∗g) = 0; in particular, if (g, F ) solves the Einstein–Maxwell equations,
then so does (φ∗g, φ∗F ), and the latter satisfies the wave map gauge.

Aiming now to construct a solution of the initial value problem in the gauge
ΥE(g) = 0, we consider the modified system

PDT (g, F ) = 0, (dδg + δgd)F = 0, (2.18)

where
PDT (g, F ) := Ric(g) + Λg − δ∗gΥE(g)− 2T (g, F ), (2.19)
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and (δ∗gu)µν = 1
2 (uµ;ν+uν;µ) is the symmetric gradient. Now, (2.18) is a quasilinear

hyperbolic system for (g, F ) (which is principally scalar if one multiplies the first
equation by 2).

The second equation in (2.18) is linear in F , but the expression in a local coordi-
nate system involves second derivatives of g due to the fact that F is not a scalar;
on the other hand, F itself appears in the first equation only in undifferentiated
form. Thus, one can still prove the local well-posedness of initial value problems
for the evolution equation (2.18) if one controls g in C0Hs ∩ C1Hs−1 and F in
C0Hs−1 ∩ C1Hs−2; see the discussions in [Tay96, §18.8] and [CB09, §10.4].

To formulate the Cauchy problem for (2.18), denote for any section u of an
associated bundle E → M◦ of the frame bundle of M◦ (such as S2T ∗M◦, or
S2T ∗M◦ ⊕ Λ2T ∗M◦) its Cauchy data by

γ0(u) := (u|Σ0
,L∂t∗u|Σ0

) ∈ C∞(Σ0;EΣ0
)⊕ C∞(Σ0;EΣ0

). (2.20)

Now, given initial data (h, k,E,B) on Σ0, one first constructs the 1-jet of the
Lorentzian metric g at Σ0, that is, g0, g1 ∈ C∞(Σ0;S2T ∗Σ0

M◦), with the following
property: if g is any Lorentzian metric with γ0(g) = (g0, g1), then g induces the
data (h, k) on Σ0, and ΥE(g) = 0 at Σ0. (Since the second fundamental form
and ΥE only depend on first derivatives of the metric tensor, these requirements
are independent of the choice of g.) Next, g determines a unit normal vector field
N on Σ0 (in fact, its 1-jet), and one can thus construct F0 ∈ C∞(Σ0; Λ2T ∗Σ0

M◦)
inducing (E,B) on Σ0 according to (2.7) (with F0 in place of F ). We obtain the
second piece F1 ∈ C∞(Σ0; Λ2T ∗Σ0

M◦) of Cauchy data for F by enforcing Maxwell’s
equations (2.5) on Σ0: the requirements LNF = dιNF and LN ?g F = dιN ?g F
lead to

i∗LNF = d(i∗ιNF ), i∗(LN ?g F ) = d(i∗ιN ?g F ),

which at Σ0 determines F1 = (LNF )|Σ0
. See §3.5 for further details about the

construction of Cauchy data.
We can now solve the system (2.18) with initial data γ0(g, F ) = (g0, F0; g1, F1)

uniquely near Σ0. By construction, we have dF = 0 and δgF = 0 at Σ0; using
the second equation in (2.18) together with the constraints (2.15), one in fact finds
γ0(dF ) = 0, γ0(δgF ) = 0. But dF and δgF satisfy the wave equations (dδg +
δgd)(dF ) = 0, (dδg + δgd)(δgF ) = 0, hence we conclude that dF = 0 and δgF = 0
everywhere. Therefore δgT (g, F ) = 0 by (2.6), and the second Bianchi identity
gives

0 = δgGgPDT (g, F ) = −δgGgδ∗gΥE(g),

which is a wave equation for ΥE(g). Now ΥE(g)|Σ0
= 0 by construction, and then

PDT (g, F ) = 0 together with the constraint equations imply γ0(ΥE(g)) = 0, as
follows from evaluating GgPDT (g, F ) = 0 on pairs of vectors (N,N) and (N,X),
X ∈ TΣ0. Thus, ΥE(g) = 0 everywhere, so (g, F ) solves (2.2) in the gauge ΥE(g) =
0, as desired.

The specific choice of the hyperbolic formulation has dramatic consequences for
the long-time behavior of solutions (2.18). The first useful modification concerns
the choice of gauge: namely, we may replace the gauge condition ΥE(g) = 0 by
ΥE(g) = θ for a suitable 1-form θ, supported away from Σ0. The second useful
modification of the operator (2.19) is the replacement of δ∗g by an operator

δ̃∗ ∈ Diff1(M◦;T ∗M◦, S2T ∗M◦), (2.21)
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independent of g for simplicity, which agrees with δ∗g to leading order — this con-

dition is independent of the choice of g indeed — that is, δ̃∗ has principal symbol

σ1(δ̃∗)(ζ) = iζ ⊗ (·), ζ ∈ TpM
◦, p ∈ M◦. The constraint propagation equation

becomes

δgGg δ̃
∗ΥE(g) = 0

in this case. Neither modification affects the principal (high energy) part of the
operator PDT , but the low energy behavior is affected in a crucial manner, as
explained in §1.4.

Under the additional assumption [?hB] = 0 ∈ H2(Σ0,R), one can instead solve
the system (2.2) for (g,A), with electromagnetic tensor then given by F = dA.
We present the proof in a coordinate-invariant form which will be useful later: the
system (2.2) has an additional gauge freedom, namely the group

Diff(M◦) n C∞(M◦)

acts on the space of solutions, with (φ, a) ∈ Diff(M◦)× C∞(M◦) acting by

(g,A) 7→ (φ∗g, φ∗A+ da). (2.22)

A typical method of fixing a gauge for A is by demanding δgA = 0, called Lorenz
gauge; it is in fact convenient to note δg = − trg δ

∗
g and to introduce the gauge

function

ΥM (g,A) := trg δ
∗
tA, (2.23)

where t is a fixed background metric as above;5 thus, ΥM (g,A) equals −δgA up
to terms of order 0 in A. Note that given any A, one may solve the equation
ΥM (g, da) ≡ trg δ

∗
t da = −ΥM (g,A), which is a linear scalar wave equation for a,

and then ΥM (g,A + da) = 0. If one wants to put (g,A) into the wave map and
Lorenz gauge simultaneously, one first finds φ with ΥE(φ∗g) = 0 by solving a wave
map equation, as explained above, and then a such that ΥM (φ∗g, φ∗A + da) = 0,
as just discussed.

We then consider the gauge-fixed system

PDT (g, dA) = 0, PL(g,A) = 0, (2.24)

with PDT as in (2.19), and

PL(g,A) := δgdA− dΥM (g,A).

This system is again quasilinear and principally scalar (after multiplying the first
equation by 2); in fact, due to our definition of ΥM (g,A), the equation PL(g,A) does
not involve second derivatives of g (while PDT (g, dA) now involves first derivatives
of A), hence g and A live at the same level of regularity.

In order to solve the initial value problem for the Einstein–Maxwell system for
(g,A) by means of the hyperbolic formulation (2.24), one first constructs Cauchy
data (g0, g1) for the metric g as above. Next, one constructs Cauchy data for
A; for example, one can write ?hB = dA0 on Σ0, with A0 ∈ C∞(Σ0;T ∗Σ0) ⊂
C∞(Σ0;T ∗Σ0

M◦) (via the metric g), and one can then pick A1 ∈ C∞(Σ0;T ∗Σ0
M◦)

so that any A ∈ C∞(M◦;T ∗M◦) with γ0(A) = (A0, A1) satisfies ?hi
∗dA = B,

−i∗ιNdA = E, and ΥM (g,A) = 0 at Σ0; see §3.5 for details.

5The point is that this expression does not involve first derivatives of g, which has the advantage
of making the gauge-fixed Einstein–Maxwell system principally scalar without having to assign

different regularities to g and A.
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Having these Cauchy data at hand, one can now solve the system (2.24). The
first constraint equation in (2.15), written as (2.16), shows that NΥM (g,A) = 0 at
Σ0, so γ0(ΥM (g,A)) = 0; as before, we also find γ0(ΥE(g)) = 0. But then

0 = δgPL(g,A) = −δgdΥM (g,A)

implies that ΥM (g,A) ≡ 0, hence we in fact have a solution of δgdA = 0 in this
gauge. This in turn, using the second Bianchi identity and (2.6) again, implies
ΥE(g) ≡ 0, and we have therefore found a solution of the Einstein–Maxwell system
(2.2) in the gauge ΥE(g) = 0, ΥM (g,A) = 0.

Again, there are two immediate ways in which one can modify the particular
hyperbolic operator PL: first, by using a different gauge condition ΥM (g,A) = κ
for a suitable function κ ∈ C∞(M◦) supported away from Σ0; and second, by
replacing the second d by a first order differential operator

d̃ : C∞(M◦)→ C∞(M◦;T ∗M◦), (2.25)

which agrees with d to leading order, i.e. σ1(d̃)(ζ) = iζ, ζ ∈ TpM◦, p ∈ M◦. The
constraint propagation equation for ΥM (g,A) then becomes

δgd̃ΥM (g,A) = 0.

As in the discussion of modifications of PDT , such modifications are only relevant
for the low energy, long time behavior of (g,A), see §6.

In particular, this discussion applies in the case when Σ0
∼= Ir × S2 as in

(2.11) and the magnetic charge Qm(B) vanishes. By the discussion around (2.9)
and Lemma 2.3, the constraint equations are invariant upon replacing (E,B) by
(Eθ,Bθ), and for suitable θ, we indeed have [?hBθ] = 0, thus we can solve the
Einstein–Maxwell system for (g,A) with initial data (Eθ,Bθ) for dA, and then
F := (dA)−θ yields a solution of (2.4)–(2.5) with initial data (E,B) for F . Due
to the additional flexibility of the formulation (2.2) afforded by the gauge freedom
in A, the formulation (2.2) (or rather (2.24)), together with this argument, is thus
what we will use to study the stability problem for charged black holes.

2.3. Initial value problems for the linearized system. For our stability ar-
guments, the key is to understand certain properties of the linearization around
special solutions of the Einstein–Maxwell system, as well as of the linearization of
suitable gauge-fixed formulations.

Thus, suppose (gs, Fs), s near 0, is a smooth family of solutions of the Einstein–
Maxwell system (2.4)–(2.5) on a spacetime M◦ = R × Σ0; let (g, F ) := (g0, F0).

Then (ġ, Ḟ ) = d
ds (gs, Fs)|s=0 satisfies the linearized Einstein–Maxwell system

Dg(Ric + Λ)(ġ) = 2Dg,FT (ġ, Ḟ ),

dḞ = 0, Dg,F (δ(·)(·))(ġ, Ḟ ) ≡ d

ds
(δgsFs)

∣∣∣
s=0

= 0.
(2.26)

Since for each s and any fixed θ ∈ R, Lemma 2.2 applies to (gs, Fs), we find that

a solution (ġ, Ḟ ) of the linearized system gives rise to a family (ġ, Ḟθ) of solutions,
where

Ḟθ := cos(θ)Ḟ + sin(θ)
d

ds
(?gsFs)

∣∣∣
s=0

(2.27)

only depends on (g, F ) and (ġ, Ḟ ).
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Suppose Σ0 is spacelike for g. The derivatives (ḣ, k̇, Ė, Ḃ) of the initial data
(hs, ks,Es,Bs) at Σ0 then satisfy the linearizations of the constraint equations
(2.14)–(2.15) around the data (h, k,E,B) = (h0, k0,E0,B0) induced by (g, F ).
Alternatively, if Ns denotes the smooth family of future timelike unit normals
to Σ0 with respect to gs, one can differentiate the constraints ((Ein − Λ)(gs) −
2Tgs,Fs)(Ns, V ) = 0, V ∈ TΣ0

M◦, at s = 0, obtaining(
Dg(Ein− Λ)(ġ)− 2Dg,FT (ġ, Ḟ )

)
(N,V ) = 0, V ∈ TΣ0M

◦,

which is equivalent to the linearization of (2.14). The constraints for the electro-
magnetic field on the other hand read

d(i∗Ḟ ) = 0, Dg,F (δ(·)(·))(ġ, Ḟ )(N) = 0,

which are equivalent to the linearization of (2.15).

The transformation (2.27) induces a transformation (Ė, Ḃ) 7→ (Ėθ, Ḃθ) on the
level of initial data. If M◦ ∼= R × Σ0, we can define linearized charges by differ-
entiating (2.12) for (gs, Fs) in place of (g, F ) at s = 0, and then the analogue of
Lemma 2.3 holds for the linearized fields and charges.

Given initial data satisfying the linearized constraints, we now indicate briefly
how to solve the linearized system (2.26): one considers the gauge-fixed version

Dg(Ric + Λ)(ġ)− δ∗gDgΥ
E(ġ) = 2Dg,FT (ġ, Ḟ ),

dDg,F (δ(·)(·))(ġ, Ḟ ) + δgdḞ = 0.
(2.28)

(If all gs satisfy the gauge condition ΥE(gs) = 0, then (ġ, Ḟ ) indeed satisfies this
equation, as follows from differentiating δ∗gsΥ

E(gs) = 0 at s = 0.) This is now a
linear, principally scalar hyperbolic system, up to multiplication of the first equation
by 2, and taking into account the relative regularity of ġ and Ḟ , as discussed after
equation (2.18). Indeed, we recall from [GL91, §3] that

(DgRic)(ġ) =
1

2
�g ġ − δ∗gδgGg ġ + Rg(ġ), (2.29)

where Rg(r)µν = Riem(g)κµνλr
κλ + 1

2 (Ric(g)µλrν
λ + Ric(g)νλrµ

λ), and

DgΥ
E(ġ) = −δgGg ġ + Eg(ġ), (2.30)

with Eg(r)µ = Cλκν(gµλr
κν − rµλgκν) and Cκµν = 1

2 (t−1)κλ(tµλ;ν + tνλ;µ − tµν;λ),
while for a 1-form u, we have

Dg(δ
∗
(·)u)(ġ)µν :=

d

ds
(δ∗g+sġu)µν |s=0 = −1

2
(ġµκ;ν + ġνκ;µ − ġµν;κ)uκ,

which is thus a 0-th order differential operator with coefficients depending only on
first covariant derivatives of g. Lastly, T (g, F ) is of order 0 in both g and F , hence
its linearization in (g, F ) is of the same type.

If one arranges for the map taking initial data satisfying the non-linear con-
straints into correctly gauged Cauchy data for (g, F ) to be differentiable, the de-
rivative of this map maps linearized initial data into correctly gauged Cauchy data
for this linearized system. After solving (2.28), one can then verify that

dḞ = 0, Dg,F (δ(·)(·))(ġ, Ḟ ) = 0, (2.31)

In order to conclude the argument, one needs to verify that this implies

δgGg
(
Dg(Ric + Λ)(ġ)− 2Dg,FT (ġ, Ḟ )

)
= 0, (2.32)
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since this gives the wave equation δgGgδ
∗
g(DgΥ

E(ġ)) = 0, and it is then easy to

conclude DgΥ
E(ġ) ≡ 0, finishing the argument. In order to prove (2.32), we observe

that the second Bianchi identity and (2.6) imply

δgGg(Ric(g) + Λg − 2T (g, F )) = 2 tr13
g (δgF ⊗ F ) + tr13

g tr24
g (F ⊗ dF )

for all (g, F ); linearizing around the (g, F ) at hand, for which Ric(g) + Λg −
2T (g, F ) = 0, we deduce (2.32) by using δgF = 0, dF = 0 as well as (2.31).

Assuming that Fs = dAs for all s, with As depending smoothly on s, and
restricting to those linearized fields Ḟ for which [Ḟ ] = 0 ∈ H2(M◦,R), so Ḟ = dȦ,
we can consider the linearized Einstein–Maxwell system in the form

L (ġ, Ȧ) = 0, (2.33)

where

L (ġ, Ȧ) =
(
L1(ġ, Ȧ),L2(ġ, Ȧ)

)
,

L1(ġ, Ȧ) = Dg(Ric + Λ)(ġ)− 2Dg,dAT (ġ, dȦ),

L2(ġ, Ȧ) = Dg,A(δ(·)d(·))(ġ, Ȧ),

(2.34)

One can detect the condition [Ḟ ] = 0 already on the level of linearized initial
data: indeed, with i : Σ0 ↪→ M◦ the inclusion (which induces an isomorphism in

cohomology), we simply have i∗Ḟ = Dh,B(?(·)(·))(ḣ, Ḃ). (By the linearization of
the second constraint in (2.15), this form is indeed closed.) Moreover, in the special

case considered in Lemma 2.3, we have [Ḟ ] = 0 if and only if the linearized magnetic

charge Q̇m =
∫
S
Ḟ vanishes; by means of a ‘rotation’ of the form (2.27), which on

the level of initial data corresponds to a rotation of (Ė, Ḃ) akin to (2.9), this can
always be arranged. In the context of the present paper, it thus suffices to study
(2.33).

One can then solve the initial value problem for the linearized system (2.33) by
considering the gauge-fixed system

Dg(Ric + Λ)(ġ)− δ∗gDgΥ
E(ġ) = 2Dg,dAT (ġ, dȦ),

Dg,A(δ(·)d(·))(ġ, Ȧ)− d
(
Dg,AΥM (ġ, Ȧ)

)
= 0.

(2.35)

Note here that the second equation indeed has principal part (δgd + dδg)Ȧ, and
moreover only involves up to first derivatives of ġ. Thus, we can solve the initial
value problem in a manner that is analogous to our treatment of (2.28); see §3.5
for details. The only additional input is that we need to derive the propagation
equation for the linearized gauge condition Dg,AΥM (ġ, Ȧ) = 0. This however is
straightforward: since δgdA = 0 for the solution (g,A) around which we linearize,
and since one always has δgδgdA = 0, one finds

δg
(
Dg,A(δ(·)d(·))(ġ, Ȧ)

)
= 0,

and thus (2.35) implies the wave equation δgd(Dg,AΥM (ġ, Ȧ)) = 0, as desired.
The action (2.22) of the gauge group for the non-linear Einstein–Maxwell system

induces, by linearization around (φ, a) = (Id, 0), an action of C∞(M◦;TM◦) ×
C∞(M◦) 3 (V, a) on a solution (ġ, Ȧ) of (2.33) via

(ġ, Ȧ) 7→ (ġ + LV g, Ȧ+ LVA+ da); (2.36)



NON-LINEAR STABILITY OF KERR–NEWMAN–DE SITTER 27

equivalently, C∞(M◦;T ∗M◦) × C∞(M◦) 3 (ω, a) acts on (ġ, Ȧ) by the same for-
mula via the identification V = ω]. We note that Lω]g = 2δ∗gω. For notational
convenience, we make the following definition:

Definition 2.4. For a vector field V and a tensor T , define L̃TV := LV T .

Using the action (2.36), we can put any given solution (ġ, Ȧ) of (2.33) into the

gauge DgΥ
E(ġ) = 0, Dg,AΥM (ġ, Ȧ) = 0 by solving the forced wave equation

DgΥ
E(ġ + LV g) = 0 (2.37)

for the vector field V — this is indeed a wave equation, since DgΥ
E ◦ L̃g is equal

to �g (on vector fields) modulo lower order terms — and then solving the forced
wave equation

Dg,AΥM (ġ + LV g, Ȧ+ LVA+ da) = 0 (2.38)

for the scalar function a; here, we note that ΥM ◦ d is equal to �g (on functions)
modulo lower order terms. If one chooses trivial Cauchy data for ω and a on Σ0,
then (ġ + LV g, Ȧ + LVA + da) solves (2.33), and induces the same initial data

(ḣ, k̇, Ė, Ḃ) as (ġ, Ȧ).
Furthermore, as in the non-linear setting, we have a considerable freedom in

the precise formulation of the gauge-fixed equation (2.35), in that we can replace
δ∗g in the first equation and the second d in the second equation, respectively, by

any operator δ̃∗, resp. d̃, with the same principal symbol, thus modifying the way
in which the gauge term enters the equation. The propagation equations for the
linearized gauge terms then become

δgGg δ̃
∗(DgΥ

E(ġ)) = 0, δgd̃(Dg,AΥM (ġ, Ȧ)) = 0. (2.39)

Moreover, we can use different gauge conditions, for example DgΥ
E(ġ) = θ and

Dg,AΥM (ġ, Ȧ) = κ. In fact, the choice of the hyperbolic formulation of the non-
linear Einstein–Maxwell system will to a large extent be made so that the linearized
system has desirable properties, specifically that is implements constraint damping
and has good high frequency properties.

3. Kerr–Newman–de Sitter black holes

With the cosmological constant Λ > 0 fixed, the KNdS family of solutions of the
Einstein–Maxwell system is parameterized by the mass M• > 0 of the black hole,
the angular momentum per unit mass a ∈ R, and the electric charge Qe ∈ R. It
will be convenient to parameterize the angular momentum redundantly by a vector
a ∈ R3. We thus package these parameters into the parameter space

B = {(M•,a, Qe)} ⊂ R× R3 × R.
In §3.3, we will extend this parameter space to also allow for magnetic charges, in
which case we need to use the more general formulation (2.4)–(2.5) of the Einstein–
Maxwell equations.

We first introduce the Reissner–Nordström–de Sitter (RNdS) subfamily of subex-
tremal, non-rotating charged black holes in §3.1; these spacetimes have parameters
(M•,0, Qe), and we shrink the parameter space B to be a small neighborhood of
a fixed member of the RNdS family. In §3.2, we then show how to realize the
family of slowly rotating KNdS metrics with parameters in B as a smooth family
of stationary metrics on a fixed 4-manifold.
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3.1. Reissner–Nordström–de Sitter black holes. We fix a set of parameters

b0 = (M•,0,0, Qe,0); (3.1)

the RNdS solution of the Einstein–Maxwell equations is then described by the
spherically symmetric, static metric

gb0 = µ(r) dt2 − µ(r)−1 dr2 − r2
/g, (3.2)

/g the round metric on S2, where

µ(r) = 1− 2M•,0
r
− Λr2

3
+
Q2
e,0

r2
, (3.3)

and the 4-potential and electromagnetic field

Ăb0 = −Qe,0r−1 dt, Fb0 = dĂb0 = Qe,0r
−2 dr ∧ dt. (3.4)

(We reserve the nameAb0 for the 4-potential that we eventually use, see (3.16).) The
notation for the electric charge is consistent; indeed, one has Qe(gb0 , Fb0) = Qe,0,
while Qm(Fb0) = 0, see (2.12). We assume that the parameter b0 ∈ R5 is non-
degenerate:

Definition 3.1. The parameters (Λ,M•,0, Qe,0), with Λ > 0, are non-degenerate
if and only if for b0 = (M•,0,0, Qe,0) the two largest positive roots

rb0,− < rb0,+ (3.5)

of µ are simple (thus µ(r) > 0 for r ∈ (rb0,−, rb0,+)), and in the interval (rb0,−, rb0,+),
the function r−2µ has a unique non-degenerate critical point rP .

The expressions (3.2) and (3.4) are then valid in the static region

M = Rt ×X , X = (rb0,−, rb0,+)r × S2. (3.6)

Let us discuss conditions for non-degeneracy: the sharp condition for uncharged
black holes, i.e. Qe,0 = 0 is

0 < 9ΛM2
•,0 < 1,

see [HV17, §2]. Since non-degeneracy is an open condition, black holes with 0 <
9ΛM2

•,0 < 1 and small charge Qe,0 6= 0 are non-degenerate as well. Another class
of (nearly extremal) non-degenerate spacetimes can be obtained by fixing |Qe,0| <
M•,0 and then taking Λ > 0 small. Following [KI04, Appendix A], we determine
the conditions on Λ,M•,0 and Qe,0 in general:

Proposition 3.2. The parameters (Λ,M•, Q) are the parameters of a non-degen-
erate RNdS spacetime if and only if Q = 0 and 0 < 9ΛM2

• < 1, or Q 6= 0 and

D := 9M2
• − 8Q2 > 0, max

(
0,

6(M• −
√
D)

(3M• −
√
D)3

)
< Λ <

6(M• +
√
D)

(3M• +
√
D)3

. (3.7)

In particular, for Q < M•, the lower bound for Λ simply reads Λ > 0.

Proof of Proposition 3.2. Write

µ = 1− 2M•
r
− Λr2

3
+
Q2

r2
,

and

µ′ =
2r

3
(µ̂− Λ), µ̂ =

3

r2

(M•
r
− Q2

r2

)
.
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Since µ(r) → ∞ as r → 0+ and µ(r) → −∞ as r → ∞, non-degeneracy requires
that there exists an ρ ∈ (0, r−) such that µ′(ρ) = 0 and

µ(ρ) = 1− 3M•
ρ

+
2Q2

ρ2
< 0;

this can only hold if D = 9M2
• − 8Q2 > 0. In this case, define

r1− :=
3M• −

√
D

2
, r2− :=

3M• +
√
D

2
; (3.8)

thus,

µ′(r) = 0 =⇒ µ(r) = r−2(r − r1−)(r − r2−).

Next, we note that µ̂′ = 3r−5(4Q2 − 3M•r) = 0 iff r = r̂ := 4Q2

3M•
, while ±µ̂′ < 0

for r > 0, ±(r − r̂) > 0, so µ̂ is strictly monotonically increasing for 0 < r < r̂ and
decreasing for r > r̂. We remark that r1− < r̂ < r2−. Now, the non-degeneracy
implies the existence of roots 0 < r1 < r2 of the equation µ′ = 0, or equivalently
of the equation µ̂ = Λ, and they satisfy µ(r1) < 0, µ(r2) > 0. See Figure 3.1. The
first inequality is equivalent to r1 ∈ (r1−, r2−), and the second then to r2 > r2−.
The latter can be rephrased as µ̂(r2−) > Λ, which reads

Λ <
6(M• +

√
D)

(3M• +
√
D)3

;

the former on the other hand is equivalent to min(µ̂(r1−), µ̂(r2−)) < Λ; since
µ̂(r2−) > Λ, this simply reads µ̂(r1−) < Λ, or

Λ >
6(M• −

√
D)

(3M• −
√
D)3

,

thus proving the necessity of (3.7).

rr1 r̂

µ

ri

r1−

r−

r2− r2

r+

rr1 r̂

µ̂

r2

Λ

Figure 3.1. Left: Schematic graph of µ, with its zeros ri, r−
and r+, critical points r1 and r2, and the critical points r1− and
r2− ≡ rP of r−2µ. Right: Schematic graph of µ̂, with its critical
point r̂.

Conversely, the above arguments show that (3.7) implies the existence of r1, r2

with r1− < r1 < r2− < r2 such that µ(r1) < 0, µ(r2) > 0; in particular, since r2µ
is a quartic polynomial with a negative root (due to (r2µ)|r=0 > 0 and µ(r)→ −∞
as r → −∞), µ has exactly three simple positive roots ri, r−, r+ with

0 < ri < r1− < r− < r2− < r+. (3.9)
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It remains to check that r−2µ has a unique non-degenerate critical point rP in
(r−, r+); but

−r
5

2
(r−2µ)′ = r2 − 3M•r + 2Q2 = (r − r1−)(r − r2−),

hence we have rP = r2−, and (r−2µ)′′ < 0 at r = rP . The proof is complete. �

The proof also shows that for non-degenerate RNdS spacetimes, µ has a unique
non-degenerate maximum at some radius rc ∈ (rb0,−, rb0,+).

The singularity of the expression (3.2) at r = rb0,± is merely a coordinate singu-
larity. One way to extend the metric past r = rb0,± is to introduce, near r = rb0,±,
the function

t0 = t− T0(r), T ′0 = ±µ−1, (3.10)

in which case we find

gb0 = µ(r) dt20 ± 2 dt0 dr − r2
/g. (3.11)

This extends analytically across r = rb0,±; we can take the 4-potential to be

−Qe,0r−1dt0, which differs from Ăb0 by an exact form. By analyticity, the thus
extended metric and 4-potential continue to solve the Einstein–Maxwell system.
As we will discuss in more detail in §3.4, there is an event horizon H+ at r = rb0,−,

and a cosmological horizon H+ at r = rb0,+. Note that level sets of t0 are null
hypersurfaces transversal to the event horizon (near rb0,−) and the cosmological
horizon (near rb0,+). This form of the metric will be useful for calculations near
the horizons.

Since the function t0, defined only locally near rb0,±, does not give a single global
extension of the metric, we instead define a function T (r) ∈ C∞((rb0,−, rb0,+)) such
that

T ′ = ±(µ−1 + cb0,±) near rb0,±, (3.12)

with cb0,±(r) smooth for r up to and including rb0,±, and put

t∗ = t− T (r). (3.13)

One can choose cb0,± and thus t∗ in such a way that dt∗ is everywhere timelike; see
Figure 3.2. In fact, the proof of [HV16b, Lemma 3.1] carries over verbatim to give:

Lemma 3.3. Let rc denote the (unique and non-degenerate) critical point of µ in
(rb0,−, rb0,+), and put c2 = µ(rc)

−1/2. For a suitable choice of t∗, the metric gb0
and the dual metric Gb0 take the form

gb0 = µdt2∗ − 2ν dt∗ dr − c2 dr2 − r2
/g,

Gb0 = c2 ∂2
t∗ − 2ν ∂t∗ ∂r − µ∂2

r − r−2 /G,

where the smooth function ν = ν(r), defined near [rb0,−, rb0,+], is given by

ν(r) = ∓
√

1− c2µ, ±(r − rc) > 0.

In particular, |dt∗|2 = c2 > 0 is constant.

This provides an extension of the metric to the 4-manifold

M◦ := Rt∗ ×X, X = Ir × S2, (3.14)

where

Ir = (rI,−, rI,+), rI,± = rb0,± ± 2ε (3.15)
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H+ H+

H− H−

t0 = c

t = c

t∗ = c

i+

i−

Figure 3.2. Penrose diagram of a RNdS spacetime, together with
level sets of the static time coordinate t, the null coordinate t0 from
(3.10) (for the bottom sign), and the timelike function t∗ from
(3.13).

for ε > 0 small and fixed. We can then define the electromagnetic field on M◦ via

Ab0 = −Qe,0r−1 dt∗, Fb0 = Qe,0r
−2 dr ∧ dt∗. (3.16)

The thus extended metric and potential (gb0 , Ab0) furnish a solution of the Einstein–
Maxwell system (2.2).

The stationary structure of RNdS spacetimes is conveniently encoded by partially
compactifying M◦ at future infinity. Thus, we define

M =
(
M◦ t ([0,∞)τ ×X)

)
/ ∼,

(t∗, x) ∼ (τ, x), τ := e−t∗ ,
(3.17)

with the algebra of smooth functions on M generated by τ and smooth functions
on X; thus, τ is a boundary defining function. We often identify

∂M = {τ = 0} ∼= X.

By stationarity gb0 is a smooth non-degenerate Lorentzian b-metric on M ,

gb0 ∈ C∞(M ;S2 bT ∗M),

and Ab0 , resp. Fb0 , is a smooth b-1-form, resp. b-2-form,

Ab0 ∈ C∞(M ; bT ∗M), Fb0 ∈ C∞(M ; Λ2 bT ∗M).

Indeed, these assertions follow from dt∗ = −dττ . See also Appendix A.
Near the horizons, the coordinates used in (3.11) give rise to a local boundary

defining function of M , namely

τ0 := e−t0 , (3.18)

which is equivalent to (i.e. a smooth positive multiple of) τ on its domain of def-
inition. In the black hole exterior region, but away from the horizons, i.e. for
r ∈ (rb0,−, rb0,+) bounded away from rb0,±, the static time coordinate t also gives
rise to a smooth boundary defining function, namely τs := e−t, which is equivalent
to τ there.
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3.2. Slowly rotating KNdS black holes. We next recall the form of the KNdS
solution of the Einstein–Maxwell system (see e.g. [PG06, §A]), given parameters

b = (M•,a, Qe), a = |a| 6= 0.

In Boyer–Lindquist coordinates (t, r, θ, φ) on Rt×(rb,−, rb,+)×S2
θ,φ, with rb,± defined

momentarily, and with the polar coordinates chosen such that the axis θ = 0
through the north poles of the spheres r = const. is parallel to a, we let

gb = −ρ2
b

(dr2

µ̃b
+
dθ2

κb

)
+

µ̃b
(1 + λb)2ρ2

b

(dt− a sin2 θ dφ)2

− κb sin2 θ

(1 + λb)2ρ2
b

(a dt− (r2 + a2) dφ)2,

(3.19)

where

λb =
Λa2

3
, κb = 1 + λ cos2 θ, ρ2

b = r2 + a2 cos2 θ,

µ̃b = (r2 + a2)
(

1− Λr2

3

)
− 2M•r + (1 + λb)

2Q2
e;

then rb,− < rb,+ are the largest two roots of µ̃b, see Lemma 3.4 below. In these
coordinates, the 4-potential can be taken to be

Ăb = −Qer
ρ2
b

(dt− a sin2 θ dφ),

and the electromagnetic tensor is correspondingly given by

Fb = dĂb =
Qe
ρ4
b

(
(r2 − a2 cos2 θ) dr ∧ (dt− a sin2 θ dφ)

− 2ar cos θ sin θ dθ ∧ (a dt− (r2 + a2) dφ)
)
.

Thus, Qm(Fb) = 0. On the other hand, we compute

?gbFb = −Qe
ρ4
b

(
2ar cos θ dr ∧ (dt− a sin2 θ dφ)

+ (r2 − a2 cos2 θ) sin θ dθ ∧ (a dt− (r2 + a2) dφ)
)
,

hence

Qe(gb, Fb) =
1

4π

∫
S

?gbFb =
Qe
2

∫ π

0

(r2 − a2 cos2 θ)(r2 + a2)

(r2 + a2 cos2 θ)2
sin θ dθ = Qe,

as can be seen by first substituting z = cos θ, and then y = arctan(az/r); this

justifies the normalization of Qe in the form of gb and Ăb.
Since we focus on slowly rotating black holes in this paper, we assume that the

parameter space B is a small neighborhood of b0. We remark however that in the
present section, we could equally well work much more generally with any KNdS
spacetime which is non-degenerate in a suitable sense, as discussed in the Kerr–
de Sitter setting in [Vas13, §6.1] and the discussion around [Vas13, equation (6.13)].

Lemma 3.4. There exist unique smooth functions b 7→ rb,±, defined for b near b0,
which agree with rb0,± in (3.5) at b = b0, such that µ̃b(rb,±) = 0. Thus, rb,± ∈ Ir
for b near b0, with Ir defined in (3.15).

Proof. This follows from the simplicity of the roots rb0,± of µ = r−2µ̃b0 and the
implicit function theorem. �
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We now describe the extension of gb, Fb and Ăb (up to a gauge change) beyond
the horizons r = rb,±; this discussion is similar to [HV16b, §3.2]. Thus, we write

t∗ = t− Tb(r), φ∗ = φ− Φb(r),

where

T ′b = ±
( (1 + λb)(r

2 + a2)

µ̃b
+ cb,±

)
, Φ′b = ±

(a(1 + λb)

µ̃b
+ c̃b,±

)
;

a simple argument, see [HV16b, Lemma 3.4], shows that one can choose cb,±, resp.
a−1c̃b,±, to agree with cb0,± (defined implicitly in Lemma 3.3), resp. 0, for b = b0,
and to depend smoothly on b in the neighborhood B of b0. That is, fixing rb0,− <
r1 < r2 < rb0,+, one can arrange cb,−(r), a−1c̃b,−(r) ∈ C∞(Bb × (rI,−, r2)r) and
cb,+(r), a−1c̃b,+(r) ∈ C∞(Bb × (r1, rI,+)r). One then computes the dual metric Gb
of gb to be

ρ2
bGb = −µ̃b(∂r ∓ cb,±∂t∗ ∓ c̃b,±∂φ∗)2

± 2a(1 + λb)(∂r ∓ cb,±∂t∗ ∓ c̃b,±∂φ∗)∂φ∗
± 2(1 + λb)(r

2 + a2)(∂r ∓ cb,±∂t∗ ∓ c̃b,±∂φ∗)∂t∗

− (1 + λb)
2

κb sin2 θ
(a sin2 θ ∂t∗ + ∂φ∗)

2 − κb∂2
θ ,

(3.20)

see [HV16b, equation (3.17)]. By construction, the two choices of sign give the same
result in the overlap region r1 < r < r2, and the arguments leading up to [HV16b,
Proposition 3.5] apply directly here as well, thus proving that

gb ∈ C∞(Bb ×M◦;S2T ∗M◦)

is a smooth family of stationary metrics on M◦, and hence, in the compactified
picture, gb ∈ C∞(Bb ×M ;S2 bT ∗M).

Next, we consider the vector potential

Ăb = −Qer
ρ2
b

(
dt∗ ± cb,± dr − a sin2 θ(dφ∗ ± c̃b,± dr)

)
∓ Qe(1 + λb)r

µ̃b
dr.

The last term is an exact differential, hence we can define the 4-potential on M◦

by

Ab = −Qer
ρ2
b

(
dt∗ ± cb,± dr − a sin2 θ(dφ∗ ± c̃b,± dr)

)
∓ χQe(1 + λb)r

µ̃b
dr,

with χ = χ(r) a smooth cutoff, identically 0 near r = rb,±, and identically 1 on a
large subinterval of (rb,−, rb,+); where χ ≡ 1, both choices of sign yield the same
value of Ab, and near rb,+, resp. rb,−, we use the top, resp. bottom, sign. This
expression is smooth near the poles θ = 0, π of S2, as a simple coordinate change
shows. The smoothness of Ab as a smooth 1-form on M◦ depending on b ∈ B
near b0 is easily established, similarly to the proof of [HV16b, Proposition 3.5]:
the smooth dependence of ac̃b,± sin2 θ dr on the parameter b follows from that of

a2 sin2 θ = |a|2 − 〈a, p/|p|〉2 at a point p ∈ X ⊂ R3 (via the polar coordinate
map), while the smooth dependence of a sin2 θ dφ∗ = (a∂φ∗)

[ (using the musical
isomorphism on Euclidean R3) was established in the reference.

One can alternatively use cb,± ≡ 0, c̃b,± ≡ 0 near rb,±, giving rise to modifications
t0 and

φ0 = φ− Φ0
b(r), (Φ0

b)
′ = ±a(1 + λb)

µ̃b
,
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of the functions t∗ and φ∗; in the coordinates (t0, r, θ, φ0) then, the expressions

for gb and Ab are analytic, and the fact that (gb, Ăb) and hence (gb, Ab) solves the
Einstein–Maxwell system in the region of validity rb,− < r < rb,+ of the Boyer–
Lindquist coordinates continues analytically to M◦. On the compactified manifold
M , we can use τ0 as in (3.18) as a boundary defining function near the horizons.

The electromagnetic tensor

Fb = dAb

is then also a smooth (in b near b0) family of 2-forms on M◦. In the compactified
picture, we in fact have Ab ∈ C∞(Bb×M ; bT ∗M) and Fb ∈ C∞(Bb×M ; Λ2 bT ∗M).

Given the smooth families gb, Ab and Fb, we can now define linearized KNdS
solutions:

Definition 3.5. For b ∈ B and b′ ∈ R5, define

g′b(b
′) = Db(g(·))(b

′) =
d

ds
gb+sb′ |s=0,

and similarly A′b(b
′) and F ′b(b

′).

Thus, (g′b(b
′), A′b(b

′)), resp. (g′b(b
′), F ′b(b

′)), is a solution of the Einstein–Maxwell
system linearized around (gb, Ab), resp. (gb, Fb), see (2.33), resp. (2.26).

3.3. KNdS black holes with magnetic charge. Lemmas 2.2 and 2.3 imme-
diately give the form of the metrics and electromagnetic tensors of magnetically
charged KNdS black holes. Concretely, consider the enlarged parameter space

Bm = {(M•,a, Qe, Qm)} ⊂ R× R3 × R× R; (3.21)

we take Bm to be a small neighborhood of the parameters

bm,0 = (M•,0,0, Qe,0, Qm,0)

of a non-degenerate RNdS spacetime with magnetic charge. We then define the
map

ρ : Bm 3 (M•,a, Qe, Qm) 7→ (M•,a,
√
Q2
e +Q2

m) ∈ B,
and then, in the notation of §3.2,

bm = (M•,a, Qe, Qm) ∈ Bm
=⇒ gbm := gρ(bm), Fbm := QeF(M•,a,1) +Qm ?gbm F(M•,a,1).

(3.22)

(For Qm = 0, this notation is consistent with the notation of the previous section
for non-magnetically charged KNdS black holes.) Thus, the parameter range for
general charged RNdS black holes is the same as for purely electrically charged
RNdS black holes with charge

√
Q2
e +Q2

m. Since

T (gbm , Fbm) = T (gbm , Fρ(bm)) = T (gρ(bm), Fρ(bm))

by the discussion preceding Lemma 2.2, one concludes that (gbm , Fbm) is a solution
of the Einstein–Maxwell system (2.4)–(2.5); furthermore,

Qe(gbm , Fbm) = Qe, Qm(gbm , Fbm) = Qm

by construction.

Remark 3.6. In the expression (3.19) for the electrically charged KNdS metric,
the charge appears always in the second power, hence gbm depends smoothly on
bm ∈ Bm. For Fbm , the smooth dependence is then clear.
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3.4. Geometric and dynamical properties of KNdS spacetimes. We refer
the reader to [Vas13, §6] for a detailed discussion of the Kerr–de Sitter geometry;
the geometry of KNdS spacetimes is entirely analogous, thus we shall be brief. For b
near b0, we define the dual metric function Gb ∈ C∞(bT ∗M) by Gb(z, ζ) = |ζ|2(Gb)z ,
z ∈M , ζ ∈ bT ∗zM , and the characteristic set

Σb = G−1
b (0) = Σ+

b ∪ Σ−b ⊂ bT ∗M \ o,

where o is the 0-section of the vector bundle bT ∗M . Since Σb is conic in the fibers,
it can be identified with its boundary at fiber infinity ∂Σb ⊂ bS∗M ; here,

Σ±b =
{
ζ ∈ Σb : ±

〈
ζ,−dτ

τ

〉
> 0
}

are the future (+) and past (−) light cones.
The null-geodesic flow near the b-conormal bundles

Lb,± = bN∗{r = rb,±} \ o ⊂ Σb

of the horizons has exactly the same structure (saddle point in the normal direc-
tions) as in the KdS case discussed in [HV16b, §3.3]. Indeed, the only difference
between KNdS and KdS metrics is the precise form of the function µ̃b, which how-
ever does not play any role in the relevant computations; only the non-degeneracy
is important. Thus, let us use the coordinates

σ
dτ

τ
+ ξ dr + ζ dφ+ η dθ

on bT ∗M near r = rb,±. Let then L•b,± = Lb,± ∩ Σ•b , • = +,−, denote the

future (superscript ‘+’), resp. past (superscript ‘−’), component of the b-conormal
bundles of the event (subscript ‘+’), resp. cosmological (subscript ‘−’) horizon, and
put L±b = L±b,+ ∩ L

±
b,−. The generalized radial sets

R(±)
b,(±) := L(±)

b,(±) ∩
bT ∗XM (3.23)

are then invariant under the Hgb flow; thus, their boundaries ∂R(±)
b,(±) ⊂

bS∗XM at

fiber infinity are invariant under the rescaled Hamilton flow |ξ|−1HGb . As shown
in [HV16b, §3.3], ∂R+

b has a stable manifold ∂L+
b transversal to bS∗XM , and an

unstable manifold Σ+
b ∩ bT ∗XM within bT ∗XM , with ‘stable’ and ‘unstable’ reversed

when replacing ‘+’ by ‘−’. Quantitatively, there exist smooth positive functions
βb,±,0, βb,± ∈ C∞(Rb,±) (see [HV16b, equation (3.27)]) such that with the defining
function

ρ̂ = |ξ|−1 (3.24)

of fiber infinity bS∗M ⊂ bT ∗M , we have

± ρ̂−1HGb ρ̂ = βb,•,0, ∓τ−1HGbτ = βb,•,0βb,• at R±b,•, • = +,−. (3.25)

See Figure 3.3.
We next compute the location of the trapped set in the exterior regionM of the

RNdS spacetime with parameters b0 as in (3.1); we drop ‘b0’ from the notation.
Writing covectors ζ ∈ bT ∗M in r− < r < r+ using τs = e−t as

ζ = σ
dτs
τs

+ ξ dr + η, η ∈ T ∗S2, (3.26)
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R+
b,−

L+
b,−

r = rb,−

R+
b,+

L+
b,+

r = rb,+

bT ∗XM \ o τ = 0

Figure 3.3. The future-directed null-geodesic flow near the b-
conormal bundle L+

b,± of the event (‘−’), resp. cosmological (‘+’)
horizon. The saddle point structure of the rescaled Hamilton flow

at ∂R+
b,±, with unstable manifold Σ+

b ∩ bT ∗XM , is closely related
to the classical red-shift effect.

the dual metric function equals Gb0 = µ−1σ2−µξ2−r−2|η|2, with Hamilton vector
field

HG = 2µ−1σ τs∂τs − 2µξ∂r − r−2H|η|2 + (µ−2µ′σ2 + µ′ξ2 − 2r−3|η|2)∂ξ.

In M, where µ > 0, we have HGr = −2µξ = 0 if and only if ξ = 0, in which case
H2
Gr = 0 if and only if HGξ = 0, which in the characteristic set Σ is equivalent to

(µr−2)′ = 0. By the non-degeneracy assumption on b0, this equation has a unique
solution rP ∈ (rb0,−, rb0,+), and the trapped set is

Γ = {(0, rP , ω;σ, 0, η) ∈ bT ∗XM \ o : µ−1σ2 = r−2|η|2} ⊂ bT ∗XM ; (3.27)

it has two connected components Γ± = Γ∩Σ±. The Hamilton vector field at Γ (as
a b-vector field on bT ∗M restricted to Γ) is

HG = 2µ−1σ τs∂τs − r−2H|η|2 . (3.28)

Lemma 3.7. For all non-degenerate RNdS spacetimes, the null-geodesic flow near
the trapped set Γ is r-normally hyperbolic for every r, see [WZ11].

Proof. By the homogeneity of HG, it is sufficient to work at the frequency σ = 1.
The expansion rate of the HG flow within Γ equals 0 by spherical symmetry: null-
geodesics within Γ are simply (affinely reparameterized) geodesics on the round
S2.

We compute the linearization of HG in the normal directions to Γ using the
normal coordinates r − rP and ξ: the action of HG on N∗(Γ ∩ {σ = 1}) (within
τs = 0, σ = 1)6 in the basis {d(r − rP ), dξ} is given by the matrix

[HG] =

(
0 µ−2r2(r−2µ)′′|r=rP

−2µ(rP ) 0

)
,

with both off-diagonal entries strictly negative. Therefore, the minimal and maxi-
mal expansion rates of the HG flow are equal, and are given by the positive eigen-
value of [HG]. �

6Here, N∗(Γ ∩ {σ = 1}) is the quotient I/I2, where I is the space of C∞ functions on
{τs = 0, σ = 1} vanishing on Γ.
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Recalling the notation (3.14)–(3.15), we will study linear and non-linear waves
on the domain with corners

Ω := [0, 1]τ × Y ⊂M, (3.29)

where

Y = J × S2 ⊂ X, J = [r<, r>], r< := rb0,− − ε, r> := rb0,+ + ε.

We also write

Ω◦ := [0,∞)t∗ × Y ⊂M◦ (3.30)

for the uncompactified domain. Apart from the boundary at future infinity, Ω has
three boundary hypersurfaces: one is the Cauchy surface

Σ0 := {τ = 1} ∩ Ω = {t∗ = 0} ∩ Ω◦ ∼= Y. (3.31)

on which we pose initial/Cauchy data by means of the map γ0 defined in (2.20);
the other two are the lateral boundaries

{τ ≤ 1, r = rb0,± ± ε} ∩ Ω,

both of which are spacelike: indeed, their outward pointing conormals ±dr are
timelike as can be seen from (3.20), and they are future timelike if we take ε > 0
small. See Figure 3.4.

Y

Σ0

Ω

r b
0
,−

r b
0
,+

M

X

Figure 3.4. The domain Ω ⊂M , with boundary at future infinity
Y ⊂ X = ∂M ; the event and cosmological horizon of the RNdS
metric gb0 are indicated by dashed lines. The Cauchy hypersurface
is Σ0.

Therefore, linear wave equations with Cauchy data posed on Σ0 and no data on
the lateral boundary hypersurfaces are well-posed in Ω◦.

3.5. Constructing gauged Cauchy data from initial data sets. We return
to the 4-potential formulation (2.2) of the Einstein–Maxwell system, hence to black
holes with vanishing magnetic charge, and denote by b0 the RNdS parameters (3.1).
The construction in §3.2 gives rise to KNdS initial data

(hb, kb,Eb,Bb)

on Σ0, induced by the metric gb and the 4-potential Ab. We now show how to
construct correctly gauged Cauchy data for the gauge-fixed system (2.24) from
initial data given on Σ0 which are close to the data (hb0 , kb0 ,Eb0 ,Bb0) induced by
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the RNdS metric with parameters b0. We use the DeTurck (or wave map type)
gauge 1-form for the Einstein part of the system,

ΥE(g) := gg−1
b0
δgGggb0 , (3.32)

i.e. taking the background metric in (2.17) to be gb0 , and the Lorenz type gauge
function for the Maxwell part,

ΥM (g,A) := trg δ
∗
gb0
A, (3.33)

see (2.23). Since the realization of the KNdS family as a family of stationary
metrics, described in §3.2, does not respect these gauges in general, we consider
modifications by additional gauge source functions. We thus consider, for fixed
b ∈ B, the gauge

ΥE(g)−ΥE(gb) = 0, ΥM (g,A−Ab) = 0; (3.34)

note that (g,A) = (gb, Ab) does satisfy these gauge conditions. In order to capture
the vanishing magnetic charge, we consider for s > 3/2 the subspace

Zs :=
{

(h, k,E,B) ∈ Hs+1(Σ0;S2
>0T

∗Σ0)×Hs(Σ0;S2T ∗Σ0)

×Hs(Σ0;T ∗Σ0)×Hs+1/2(Σ0;T ∗Σ0) :

d ?h B = 0,

∫
S2

?hB = 0
}
,

(3.35)

where S2
>0T

∗Σ0 denotes the fiber bundle of positive definite inner products on TΣ0.
We now prove:

Proposition 3.8. There exist a neighborhood

(hb0 , kb0 ,Eb0 ,Bb0) ∈ U ⊂ Z2

of RNdS initial data and a smooth map

ib : U ∩ Zs → Hs+1(Σ0;S2T ∗Σ0
M◦)×Hs(Σ0;T ∗Σ0

M◦)

×Hs(Σ0;S2T ∗Σ0
M◦)×Hs−1(Σ0;T ∗Σ0

M◦),

for all s ≥ 2, induced by continuity by a map on smooth sections (i.e. by a map ib
for s =∞), so that for (h, k,E,B) ∈ U , the sections

(g0, A0; g1, A1) = ib(h, k,E,B)

induce the data (h, k,E,B) on Σ0, and they satisfy the gauge conditions (3.34) in
the sense that for any section (g,A) of S2T ∗M◦ ⊕ T ∗M◦ near Σ0 with γ0(g,A) =
(g0, A0; g1, A1), the conditions (3.34) hold at Σ0.

Moreover, for exact KNdS data with parameter b, we have ib(hb, kb,Eb,Bb) =
γ0(gb, Ab).

Since the number of derivatives we use in the application of Proposition 3.8 is
rather large, see the statement of Theorem 1.8, we do not make any efforts to
optimize the regularity assumptions.

We remark that in contrast to [HV16b, Proposition 3.10], the definition of the
space Zs incorporates one of the constraint equations (2.15), which is necessary
since we study the Einstein–Maxwell system using the potential A rather than the
electromagnetic 2-form F .
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Proof of Proposition 3.8. The metric components of the map ib, that is, the map
(h, k,E,B) 7→ (g0, g1), was already constructed in [HV16b, Proposition 3.10]; the
construction there yields a smooth map ib on Sobolev spaces as well. We thus focus
on the construction of the Cauchy data (A0, A1) of the 4-potential A.

The first step is to construct a bounded linear map

A] :
{
u ∈ Hs+1/2(Σ0; Λ2T ∗Σ0) : du = 0,

∫
S2

u = 0
}
→ Hs(Σ0;T ∗Σ0) (3.36)

such that d ◦ A] = Id. We present a direct argument, using the structure Σ0
∼=

J × S2, J = [r<, r>], of Σ0. Thus, let π : Σ0 → S2 be the projection onto the
second factor, and let j : S2 ↪→ Σ0 be the embedding ω 7→ (r<, ω). Then the map
K : Hσ(Σ0; ΛT ∗Σ0)→ Hσ(Σ0; ΛT ∗Σ0), σ ≥ 0, defined by linear extension from

K(f(r, ω)dr ∧ π∗u)(r, ω) := (π∗u)(r, ω)

∫ r

r<

f(s, ω) ds, K(f(r, ω)π∗u) := 0,

for f ∈ Hσ(Σ0) and u ∈ C∞(S2; ΛT ∗S2), satisfies Id−π∗j∗ = dK + Kd. (See
Bott–Tu [BT13].) Therefore, for closed u as in (3.36), we have u = dKu+π∗(j∗u).
Now u′ := j∗u ∈ Hs(S2; Λ2T ∗S2) can be written uniquely as u′ = /?u0 + /du′′ where
u0 ∈ R and u′′ ∈ Hs+1(S2;T ∗S2). Here, /d, /δ, /? denote the exterior differential,
codifferential and Hodge star on S2. Since 0 =

∫
u′ = 4πu0, we conclude that

u = dÃ]0 with Ã]0 = A]u := Ku + π∗u′′, finishing the construction of the map
(3.36).

Returning to the construction of the map ib, we define

Ã]0 := A](?hB− ?hbBb), A]0 := i∗Ab + Ã]0 ∈ Hs(Σ0;T ∗Σ0);

thus dA]0 = i∗(?hB), and A]0 = i∗Ab if (h,B) = (hb,Bb). We make the ansatz

Aj = aj dt∗ +A]j , j = 0, 1,

with aj ∈ Hs−j(Σ0) and A]1 ∈ Hs−1(Σ0;T ∗Σ0) to be determined. Note now that
the knowledge of g0 determines the future unit normal vector field N to Σ0, N ∈
Hs+1(Σ0;TΣ0

M), which we can write as N = c∂t∗ +X with 0 6= c ∈ Hs+1(Σ0) for
some vector field X ∈ Hs+1(Σ0;TΣ0) on Σ0. The requirement that −i∗ιNdA = E

at Σ0 for A = A0 + t∗A1 then reads E = c(da0 − A]1) − ιXdA]0. Observe that if

N and E are induced by (gb, Ab), then this holds for a0 = ι∂t∗Ab and A]1 = 0 by
definition of Eb and due to the fact that Ab is stationary. In general then, we define

a0 := ι∂t∗Ab, A]1 := da0 − c−1(E + ιXdA
]
0),

so in particular A]1 = 0 if (h, k,E,B) = (hb, kb,Eb,Bb).
Lastly, we arrange the gauge condition ΥM (g,A − Ab) = trg0

δ∗gb0
(A − Ab) = 0

at Σ0, which is an equation for a1 of the form

G0(∂t∗ , ∂t∗)a1 ∈ Hs−1

here G0 is the dual metric of g0. This determines a1 ∈ Hs−1(Σ0) uniquely: indeed,
G0(∂t∗ , ∂t∗) > 0 since this holds with Gb replaced by G0, and in general G0 is close
to Gb, so the positivity persists. In view of the uniqueness, we have a1 = 0 if the
data (h, k,E,B) are induced by (gb, Ab), as claimed. The proof is complete. �

We can use the map ib to construct gauged Cauchy data for the initial value prob-
lem for the linearized Einstein–Maxwell system (2.33), linearized around (gb, Ab)
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and with initial data (ḣ, k̇, Ė, Ḃ); we need to assume that the linearized magnetic
charge vanishes, i.e. the 2-form

Dhb,Bb(?(·)(·))(ḣ, Ḃ) (3.37)

is closed and has vanishing integral over a non-trivial S2 ↪→ Σ0. For simplicity, we
assume the linearized data are C∞. We then define

h(s) = hb + sḣ, k(s) = kb + sk̇, E(s) = Eb + sĖ

and

?h+sḣB(s) = ?hB + sDhb,Bb(?(·)(·))(ḣ, Ḃ)

for s close to 0; thus h′(0) = ḣ etc., and d(s) := (h(s), k(s),E(s),B(s)) ∈ U . It
follows that ib(d(s)) is well-defined and smooth in s, and then

(ġ0, Ȧ0; ġ1, Ȧ1) =
d

ds
ib(d(s))

∣∣
s=0

= D(hb,kb,Eb,Bb)ib(ḣ, k̇, Ė, Ḃ)

gives Cauchy data satisfying the gauge conditions

DgbΥ
E(ġ) = 0, ΥM (gb, Ȧ) = 0, (3.38)

for ġ and Ȧ with γ0(ġ, Ȧ) = (ġ0, Ȧ0; ġ1, Ȧ1).

4. Linear analysis on slowly rotating KNdS spacetimes

We recall from [HV16b, §5] the main results on the global regularity and as-
ymptotic behavior of solutions to initial value problems for linear wave equations
on (asymptotically stationary perturbations of) slowly rotating KNdS7 spacetimes,
in particular in the presence of finite-dimensional spaces of non-decaying or expo-
nentially growing resonant states. We only state those results which are directly
needed for our present purposes; we refer the reader to [HV16b, §5] for a detailed
discussion of the background, as well as for the proofs.

Let E → M be a stationary vector bundle, so E = π∗XEX , where πX : M =
[0,∞)τ ×X → X is the projection, and EX → X is a smooth complex finite rank
vector bundle. Let then L ∈ Diff2

b(M ;E) be an operator acting on sections of E
satisfying the following assumptions:

(1) L is stationary, i.e. commutes with dilations in τ .
(2) For fixed KNdS parameters b close to b0, the principal symbol of L is

σb,2(L) = Gb ⊗ Id, where Gb ∈ C∞(bT ∗M) is the dual metric function
of gb, and Id is the fiber-wise identity map on π∗E → bT ∗M \ o, with
π : bT ∗M →M the projection.

(3) With ρ̂, defined in (3.24), denoting the defining function of fiber infinity
bS∗M ⊂ bT ∗M near the radial set Rb,± at r = rb,±, see (3.23), we define

β ∈ C∞(∂Rb), β|∂Rb,± = βb,± > 0,

recalling the definition of βb,± from (3.25). Fixing a positive definite inner
product on E at r = rb,±, write

± ρ̂σb,1

( 1

2i
(L− L∗)

)
= −βb,•,0β̂• (4.1)

7The results in [HV16b] are stated for slowly rotating KdS spacetimes, but extend immediately
to slowly rotating KNdS spacetimes as well.
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at ∂R±b,•, with • = +,− specifying the cosmological (‘+’) and event (‘−’)

horizon. Thus, β̂± ∈ C∞(∂Rb; End(π∗E)) is pointwise self-adjoint, and we
define

β̂ := inf
∂Rb

β̂± (4.2)

to be its smallest eigenvalue.
(4) Recall from [Hin17] the subprincipal operator, defined in a local trivializa-

tion of E by

Ssub(L) = −iHGb ⊗ Id +σsub(L) ∈ Diff1
b(bT ∗M \ o;π∗E), (4.3)

where we trivialize bΩ
1
2 (M) using |dgb|

1
2 to define the subprincipal symbol

σsub(L). This operator is homogeneous of degree 1 with respect to dilations
in the fibers of bT ∗M \ o. Denote σ = σb,1(τDτ ), see also (3.26). We then
require that for all αΓ > 0, there exists a smooth positive definite fiber
inner product h on π∗E near Γ such that

± 1

2i|σ|
(Ssub(L)− Ssub(L)∗) < αΓ (4.4)

at Γ± = Γ ∩ {±σ < 0}, where the adjoint on the left hand side is taken
with respect to the symplectic volume b-density (defined by continuity from
M◦ where it is equal to the standard symplectic volume density) and the
fiber inner product h; note that the left hand side is a section of End(π∗E)
which is pointwise self-adjoint with respect to h, and (4.4) is a bound for
its eigenvalues. (In fact it suffices to demand (4.4) for some fixed constant
αΓ > 0 which depends on dynamical quantities associated with the trapping
at Γ, see also [HV16b, Remark 5.1].)

Thus, β̂ controls the threshold regularity for microlocal propagation into ∂Rb,
while the condition (4.4) guarantees that solutions of Lu = 0 which have above-
threshold regularity have an asymptotic expansion into resonances, up to an expo-
nentially decaying remainder term. In order to state this precisely, we first recall

the definition of the Mellin-transformed normal operator family L̂(σ) = τ−iσLτ iσ

acting on C∞c (X;EX); we then have:

Theorem 4.1. (See [HV16b, Theorem 5.4].) There exist α > 0 and C,C1, C2 > 0

such that the following holds for fixed s > 1/2 + α sup(β) − β̂: let8 X s = {u ∈
H̄s(Y ;EY ) : L̂(σ) ∈ H̄s−1(Y ;EY )}, then

L̂(σ) : X s → H̄s−1(Y ;EY ), Imσ ≥ −α,

is a holomorphic family of Fredholm operators. The inverse L̂(σ)−1 exists for

Imσ > C2 (so L̂(σ)−1 is a meromorphic operator family) as well as for Imσ = −α,
and the high energy estimate

‖u‖H̄s
〈σ〉−1 (Y ;EY ) ≤ C‖L̂(σ)u‖H̄s−1

〈σ〉−1
(4.5)

holds for Imσ > −α and |Reσ| > C1, as well as for Imσ = −α.

Indeed, due to (4.4), Dyatlov’s results [Dya16] apply at the trapped set, which
in concert with radial point estimates [Vas13] yields the estimate (4.5). We fix α

8See Appendix A for the definition of Sobolev spaces H̄s of extendible distributions.
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as in the statement of this theorem, and always assume that s satisfies the lower
bound.

We define
Res(L) ⊂ {σ ∈ C : Imσ > −α}

to be the set of poles of L̂(σ)−1 in Imσ > −α; for each σ ∈ Res(L), there are
associated finite-dimensional spaces

Res(L, σ) =
{
r =

k∑
j=0

e−iσt∗tj∗rj(x) : Lr = 0, rj ∈ C∞(Y ;EY )
}
,

Res∗(L, σ) =
{
r =

k∑
j=0

e−iσ̄t∗tj∗rj(x) : L∗r = 0, rj ∈ Ḋ(Y ;EY )
}
,

of resonant, resp. dual resonant states. Thus, for k = 0, these states are mode
solutions of Lr = 0, resp. L∗r = 0, which are smooth on Y , resp. distributional
with support in {rb,− ≤ r ≤ rb,+}; for k > 0, they are generalized mode solutions.
For subsets V ⊂ C, we also write

Res(L, V ) :=
⊕
σ∈V

Res(L, σ), Res∗(L, V ) :=
⊕
σ∈V

Res∗(L, σ).

Let us write

R =
⊕

σ∈Res(L)

Res(L, σ), R∗ =
⊕

σ∈Res(L)

Res∗(L, σ), (4.6)

for the finite-dimensional total spaces of resonant and dual resonant states (recall
the implicit assumption Imσ > −α). We can then define the continuous linear map

λ : Ḣ−∞,αb ([0, 1]τ ; H̄s−1(Y ;EY )) 3 f 7→ 〈f, ·〉 ∈ L(R∗, C̄).

We recall from [HV16b, Proposition 5.7] that λ(f) = 0 is equivalent to the holo-

morphicity of L̂(σ)−1f̂(σ) in Imσ > −α; since L is dilation-invariant, λ(f) = 0
thus guarantees that the forward solution of Lu = f does not contain any resonant
states from R, hence is exponentially decaying at rate α. See Theorem 4.2 for the
precise statement.

Next, we recall from [HV16b, Definition 5.6] the Banach space of initial data
and forcing terms,

Ds,α(Ω;E) := H̄s,α
b (Ω;E)⊕ H̄s+1(Σ0;EΣ0

)⊕ H̄s(Σ0;EΣ0
),

equipped with the direct sum norm. Given u ∈ C∞(Ω;E), we denote by

γ0(u) = (u|Σ0 ,L∂t∗u|Σ0)

its Cauchy data, analogously to the definition (2.20). The map controlling the as-
ymptotic behavior for the initial value problem (L, γ0)u = (f, u0, u1) ∈ Ds,α(Ω;E)
is then

λIVP : Ds−1,α(Ω;E) 3 (f, u0, u1) 7→ λ(Hf + [L,H](u0 + u1t∗)) ∈ L(R∗,C),

where H = H(t∗) is the Heaviside function; note that [L,H], being a first order
differential operator with coefficients which are δ distributions at Σ0 (undifferenti-
ated for the coefficients of the highest derivatives, and at most once differentiated
otherwise), acting on u0 + u1t∗ produces an element of the space

Ḣ
−3/2−0,α
b ([0, 1]τ ; H̄s−1(Y ;EY ))



NON-LINEAR STABILITY OF KERR–NEWMAN–DE SITTER 43

which only depends on u0 and u1.
We can now describe the asymptotic behavior of solutions of the initial value

problem

(L, γ0)u = (f, u0, u1) ∈ Ds,α(Ω;E)

under the assumptions of Theorem 4.1. Namely, u has an asymptotic expansion
into resonant states, up to an exponentially decaying remainder:

u =
∑

σ∈Res(L)

uσ + ũ, (4.7)

where uσ ∈ Res(L, σ), and ũ ∈ H̄s,α
b (Ω;E). More concretely, enumerating the

resonances Res(L) = {σ1, . . . , σN}, we have

u =
N∑
j=1

dj∑
k=1

njk∑
`=0

ujk`e
−iσjt∗t`∗ajk`(x) + ũ,

where ujk` ∈ C are complex numbers (determined by the data), while the collection
of resonant states

njk∑
`=0

e−iσjt∗t`∗ajk`(x), k = 1, . . . , dj ,

spans Res(L, σj).
The fundamental result guaranteeing the solvability of initial value problems for

L in decaying function spaces after suitably modifying the data by elements of a
fixed finite-dimensional space is the following:

Theorem 4.2. (See [HV16b, Corollaries 5.8 and 5.12].) With α > 0 and s as in
Theorem 4.1, suppose Z ⊂ Ds,α(Ω;E) is a finite-dimensional linear subspace. If
the map λIVP|Z : Z → L(R∗,C) is surjective, then for all (f, u0, u1) ∈ Ds,α(Ω;E),
there exists an element z ∈ Z, depending continuously on (f, u0, u1), such that the
solution of the initial value problem

(L, γ0)u = (f, u0, u1) + z

satisfies u ∈ H̄s,α
b (Ω).

This result suffices to prove the linear stability of non-degenerate RNdS space-
times, see the discussion at the beginning of §8.

We proceed to discuss the stability under perturbations. First, we consider finite-
dimensional families of stationary perturbations. Thus, suppose W ⊂ RNW is an
open neighborhood of some fixed w0 ∈ RNW , and suppose that for each w ∈W , we
are given a stationary (dilation-invariant) operator

Lw ∈ Diff2
b(M ;E),

depending continuously on w, such that Lw0
satisfies the assumptions stated above

for L. Suppose moreover that

σb,2(Lw)(ζ) = |ζ|2Gb(w)
⊗ Id,

with b(w) ∈ B depending continuously on w ∈ W . As shown in [HV16b, §5.1.2],
the conclusions of Theorem 4.1 hold for the operator Lw, w ∈W , as well, shrinking
W if necessary. One then has:
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Theorem 4.3. (See [HV16b, Corollary 5.12].) Let V be a small open neighborhood
of Res(Lw0). Suppose NZ ∈ N0, and suppose

z : W × CNZ → Ds,α(Ω;E)

is continuous, and linear in the second argument. For w ∈W , define the map

λw : CNZ 3 c 7→ λIVP(z(w, c)) ∈ L(Res∗(Lw, V ),C).

Assume that λw0 is surjective. Then λw for w ∈ W near w0 is surjective as well,
and there exists a continuous map

W ×Ds,α(Ω;E) 3 (w, (f, u0, u1)) 7→ c ∈ CNZ ,

linear in the second argument, such that the solution of the initial value problem

(Lw, γ0)u = (f, u0, u1) + z(w, c)

satisfies u ∈ Hs,α
b (Ω;E), with continuous dependence on (w, (f, u0, u1)).

This result will allow us to deduce the linear stability of slowly rotating KNdS
black holes perturbatively from the linear stability of RNdS black holes, see Theo-
rem 8.2.

Finally, we discuss the extension to operators which are stationary up to an
exponentially decaying, finite regularity remainder, which is the central analytic
ingredient in our proof of non-linear stability in §9. Thus, with Lw as above, we
consider operators

Lw,w̃ = Lw + L̃w,w̃,

where

w̃ ∈ W̃ s = {ũ ∈ H̄s,α
b (Ω;E) : ‖ũ‖H̄14,α

b
< ε},

with ε > 0 small and s ≥ 14; further L̃w,w̃ ∈ H̄s,α
b (Ω)Diff2

b(Ω;E) is principally
scalar, with coefficients decaying at the rate α given in Theorem 4.1. We assume

L̃w0,0 = 0, and we require

‖L̃w1,w̃1
− L̃w2,w̃2

‖H̄s,αb Diff2
b
.
(
|w1 − w2|+ ‖w̃1 − w̃2‖H̄s,αb

)
,

with the implicit constant depending on s. For s = 14, this in particular states

that L̃w,w̃ is a bounded family of operators in H̄14,α
b Diff2

b(Ω;E). Then:

Theorem 4.4. (See [HV16b, Theorem 5.14].) Suppose the eigenvalue β̂, defined

in (4.2), satisfies β̂ ≥ −1. Let NZ ∈ N0, and suppose

z : W × W̃ s × CNZ → Ds,α(Ω;E)

is a continuous map, linear in the last argument. Suppose moreover that the map

CNZ 3 c 7→ λIVP(z(w0, 0, c)) ∈ L(R∗,C),

with R∗ as in (4.6) for L = Lw0,0, is surjective. Then there exists a continuous
map

S : W × W̃∞ ×D∞,α(Ω;E) 3 (w, w̃, (f, u0, u1))

7→ (c, u) ∈ CNZ ⊗ H̄∞,αb (Ω;E),

linear in the last argument, such that u solves the initial value problem

(Lw,w̃, γ0)u = (f, u0, u1) + z(w, w̃, c).
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Furthermore, the map S satisfies the estimates

|c| ≤ C‖(f, u0, u1)‖D13,α ,

‖u‖H̄s,αb
≤ Cs

(
‖(f, u0, u1)‖Ds+3,α + (1 + ‖w̃‖H̄s+4,α

b
)‖(f, u0, u1)‖D13,α

)
,

(4.8)

for s ≥ 10. In fact, S is defined for any w̃ and (f, u0, u1) for which the right
hand sides of these estimates are finite; the thus extended S still satisfies the same
estimates.

5. Mode stability for the linearized Einstein–Maxwell system

We now study non-decaying (generalized) mode solutions of the Einstein–Max-
well system (2.33) linearized around the non-degenerate RNdS spacetime (M, gb0).
We show that the only non-trivial such solutions (i.e. which are not pure gauge
solutions) are stationary and correspond to infinitesimal changes in the parameters
of the black hole. For the rest of this section, we drop the subscript ‘b0’, so (g,A) ≡
(gb0 , Ab0), etc. We also write Q ≡ Qe.
Theorem 5.1. Let σ ∈ C, Imσ ≥ 0, and k ∈ N0, and let

(ġ, Ȧ) =

k∑
j=0

e−iσt∗tj∗(ġj , Ȧj), ġj ∈ C∞(Y ;S2T ∗Y Ω◦), Ȧj ∈ C∞(Y ;T ∗Y Ω◦), (5.1)

be a generalized mode solution of the linearized Einstein–Maxwell system L (ġ, Ȧ) =
0, linearized around the RNdS solution (g,A), see (2.34). Then there exist V ∈
C∞(Ω◦; CTΩ◦) and a ∈ C∞(Ω◦;C) as well as parameters b′ ∈ R5 such that

(ġ, Ȧ) = (g′(b′), A′(b′)) + (LV g,LVA+ da). (5.2)

In fact, (V, a) is a generalized mode as well, containing at most one higher power

of t∗ than (ġ, Ȧ). Thus, if σ 6= 0, then b′ = 0, and (ġ, Ȧ) is a pure gauge solution,
while generalized mode solutions with frequency σ = 0 are linearized KNdS solutions
up to a pure gauge solution.

This result relies in a crucial manner on the fact that the spacetime under consid-
eration has low dimension (here 4), as discussed in §1.3. We will follow the method
of Kodama–Ishibashi for the study of perturbations of Schwarzschild–de Sitter
spacetimes [KI03], building on [KIS00, KS84], and extended to the charged case
in [KI04]. The latter paper deals with a more general problem (working in general
dimension, and including source terms beyond Maxwell),9 but does not provide a
full discussion of a number of special types of perturbations: spherically symmetric
perturbations, which correspond to changes in the black hole parameters by the
Birkhoff theorem, as pointed out in [KI04, §5]; scalar l = 1 perturbations (see (5.8)
below), which are special due to their relationship with rotational Killing vector
fields on S2 — we extend the treatment in [KI04, Appendix D] by giving a detailed
description of their pure gauge character as needed for the study of generalized
modes; and lastly stationary, non spherically symmetric, perturbations, which were
previously only treated in the uncharged case in [KI03, §4] — we show how the
arguments in the reference can be extended to the charged case. Since dealing with
these special types necessitates working out the full perturbation equations, we give

9In the notation of [KI04], we discuss the case n = 2, κ2 = 2 (see [KI04, equation (2·12)]),
q = Q, λ = Λ/3 (see [KI04, equation (2·14)]), so E0 = Q/r2 (see [KI04, equation (2·9)]), and

there are a number of sign changes due to the different sign convention adopted here.
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a detailed proof of Theorem 5.1 for all types of perturbations in the setting of inter-
est in the present paper; thus, we include a complete discussion also of those cases
(non-stationary modes with l ≥ 2 and vector l = 1 modes) for which a sufficient
treatment was already given in [KI04].

The first step in the proof is a decomposition of (ġ, Ȧ) into scalar and vector
spherical harmonics; since the RNdS metric g is spherically symmetric, each com-
ponent by itself will be annihilated by L . To explain the decomposition, we write

g = ĝ − r2
/g (5.3)

on the 4-dimensional manifold M◦ = X̂x × S2
ω, with /g = /g(ω, dω) the round metric

on S2, while ĝ = ĝ(x, dx) is a Lorentzian metric on the oriented 2-dimensional

manifold X̂ = Rt∗ × Ir, with Ir defined in (3.15); in static coordinates,

ĝ = µdt2 − µ−1 dr2, µ = 1− 2M•
r
− Λr2

3
+
Q2

3
, (5.4)

which extends past the horizons as discussed in §3.1. This product decomposition
comes equipped with projections

π̂ : M◦ → X̂, /π : M◦ → S2.

We call functions aspherical if they are constant on the fibers of π̂, i.e. functions of
(t∗, r) only. We will henceforth identify

π̂∗C∞(X̂) ∼= C∞(X̂), π̂∗C∞(X̂;T ∗X̂) ∼= C∞(X̂;T ∗X̂), etc.

We split the cotangent bundle T ∗M◦ into its aspherical and spherical parts,

T ∗M◦ = T ∗AS ⊕ T ∗S , T ∗AS = π̂∗T ∗X̂, T ∗S = /π∗T ∗S2; (5.5)

correspondingly, a 1-form u ∈ C∞(M◦;T ∗M◦) has a unique decomposition u =
u1 + u2, with u1 ∈ C∞(M◦;T ∗AS) aspherical and u2 ∈ C∞(M◦;T ∗S ) spherical. The
induced splitting of symmetric 2-tensors takes the form

S2T ∗M◦ = S2T ∗AS ⊕ (T ∗AS ⊗ T ∗S )⊕ S2T ∗S , (5.6)

where we identify a ⊗ s ∈ T ∗AS ⊗ T ∗S with a ⊗ s + s ⊗ a = 2a ⊗s s ∈ S2T ∗M◦;
thus, the splitting (5.6) induces a decomposition of symmetric 2-tensors on M◦

into an aspherical part in C∞(M◦;S2T ∗AS), a mixed part in C∞(M◦;T ∗AS⊗T ∗S ), and
a spherical part in C∞(M◦;S2T ∗S ).

Observe now that

L2(M◦;T ∗AS) ∼= L2(X̂)⊗ L2(S2;T ∗S2),

likewise for sections of the various other bundles; hence we can decompose the
perturbation (ġ, Ȧ) ∈ L2(M◦;S2T ∗M◦ ⊕ T ∗M◦) into an infinite sum of products

of functions/1-forms/symmetric 2-tensors on X̂ and functions/1-forms/symmetric
2-tensors on S2. Let us describe this in more detail: consider the Helmholtz de-
composition of a 1-form u ∈ C∞(S2;T ∗S2), namely u = /dv + w′ with v ∈ C∞(S2)
and w′ ∈ C∞(S2;T ∗S2), /δw′ = 0. Rewriting the latter as /d/?w′ = 0 and using that
H1(S2) = 0, we have w′ = /?/dw, w ∈ C∞(S2). From this, one can easily deduce that
a complete orthogonal basis of L2(S2;T ∗S2) of eigen-1-forms of the Hodge Lapla-
cian /∆H = /d/δ + /δ/d is given by {/dY ml , /?/dY ml : l ∈ N, |m| ≤ l}, where the Y ml are
the scalar spherical harmonics; the eigenvalue for an eigen-1-form with index l is
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l(l+ 1). Thus, we have an orthogonal decomposition of the (l(l+ 1)−1) eigenspace
of the tensor Laplacian /∆ = /∆H − /Ric = /∆H − 1 into the scalar part

/dS, /∆S = l(l + 1)S, S ∈ C∞(S2), l ≥ 1,

and the vector part V ∈ C∞(S2;T ∗S2),

/∆V = (l(l + 1)− 1)V, /δV = 0. (5.7)

On S2, the Helmholtz decomposition of symmetric 2-tensors u ∈ C∞(S2;S2T ∗S2)
gives u = /δ∗0v + w/g, where /δ∗0 = /δ∗ + 1

2/g/δ is the trace-free symmetric gradient, the

adjoint of the divergence /δ acting on trace-free symmetric 2-tensors; this uses that
ker /tr∩ ker /δ = 0 on S2, see [Hig87, §III]. Decomposing v into 1-form spherical
harmonics and further into scalar and vector parts, and likewise decomposing w
into scalar spherical harmonics, we conclude that it suffices to consider two classes
of perturbations (ġ, Ȧ): the first class consists of scalar perturbations (also called
even parity modes [RW57])

ġ = f̃S− 2r

k
(f ⊗s /dS) + 2r2

(
HLS/g +HT /HkS

)
,

Ȧ = K̃S− r

k
K/dS,

(5.8)

where we define a rescaling of the traceless Hessian,

/Hk :=
1

k2
/δ∗/d+

1

2
/g; (5.9)

S is a scalar eigenfunction, /∆S = k2S, k = (l(l + 1))1/2, l ≥ 2, and

HL, HT ,K ∈ C∞(X̂), f, K̃ ∈ C∞(X̂;T ∗X̂), f̃ ∈ C∞(X̂; Λ2T ∗X̂)

are aspherical. The second class consists of vector perturbations (also called odd
parity modes)

ġ = 2rf ⊗s V−
2

k
r2HT /δ

∗V,

Ȧ = rKV,
(5.10)

with V as in (5.7), and k = (l(l + 1) − 1)1/2, l ≥ 2. In §5.2, we show that all
non-decaying generalized mode solutions with l ≥ 2 are pure gauge.

There are three additional special cases:

(1) Scalar perturbations with l = 0, hence S is constant, take the form

ġ = f̃ + 2r2HL/g, Ȧ = K̃,

and must be treated separately; they give rise to changes in the mass and
charge of the black hole by a generalization of the Birkhoff theorem to the
case of positive cosmological constant, as we discuss in §5.5.

(2) For scalar perturbations with l = 1 (so k2 = 2), the quantity HT is not
defined since (/δ∗/d+ /g)S = 0, thus

ġ = f̃S− 2r

k
(f ⊗s /dS) + 2r2HLS/g, Ȧ = K̃S +

r

k
K/dS; (5.11)

non-decaying generalized mode perturbations of this type will be shown to
be pure gauge in §5.3.
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(3) Lastly, if V is a divergence-free l = 1 1-form spherical harmonic, as in
(5.7), then V is a linear combination of /?/dY m1 , m = −1, 0, 1 and hence
easily checked to be a Killing 1-form, /δ∗V = 0. Thus, such vector l = 1
perturbations are described by

ġ = 2rf ⊗ V, Ȧ = rKV. (5.12)

In §5.4, we show that non-decaying perturbations of this type are pure gauge
for σ 6= 0, or give rise to infinitesimal changes in the angular momentum
parameter for σ = 0.

Observe that the RNdS solution (g,A) is spherically symmetric; in fact, it is
invariant under the full orthogonal group O(3) acting on M◦, with the action di-

agonal on X̂ × S2, namely trivial on X̂ and the standard action on S2. Therefore,
the linearized operator L commutes with O(3). One can easily check that the
only O(3)-invariant differential operators of order ≤ 2 acting between sections over
S2 of the trivial bundle, T ∗S2 and S2T ∗S2 are /g, /tr, /d, /δ (on 1-forms and on

symmetric 2-tensors), /δ∗, /∆ (on functions, 1-forms and symmetric 2-tensors) and
their compositions of order ≤ 2.10 Thus, all spherical operators appearing in the
aspherical–spherical decomposition of L in the splittings (5.5) and (5.6) are given
by these operators and their compositions. One can then immediately verify that L
preserves the class of scalar perturbations (5.8) associated with the fixed spherical
harmonic S, and likewise L preserves the class of vector perturbations (5.10) asso-
ciated with the fixed divergence-free spherical harmonic 1-form V; in other words,
L does not mix different eigenfunctions within eigenspaces. (One can also verify
this fact directly by looking at the explicit form of all the terms in L as given in
§5.1.)

The arguments proving that all non-decaying generalized mode perturbations
which do not belong to one of the exceptional classes are pure gauge solutions, pro-

ceed by first considering the transformations of the quantities HL, HT ,K, f, K̃, f̃
upon adding a pure gauge solution preserving the class of scalar or vector pertur-
bations under consideration, and thus finding all combinations of these quantities
which are gauge-invariant; if one then shows that these gauge-invariant quantities
must vanish, this will imply that the perturbation is trivial, i.e. pure gauge. We
point out L (ġ, Ȧ) itself is gauge-invariant by virtue of (g,A) solving the Einstein–
Maxwell system: indeed, we clearly have L (0, da) = 0 for any function a, and
moreover for any vector field V , we have

L (ġ + LV g, Ȧ+ LVA) = LV
(
(Ric + Λ)(g)− 2T (g, dA), δgdA

)
≡ 0.

Thus, one can write the equation L (ġ, Ȧ) = 0 in terms of the gauge-invariant
quantities. We will follow this strategy for each of the four cases considered above.

Remark 5.2. In our application of Theorem 5.1 to the study of non-decaying
resonant states of the linearized gauge-fixed Einstein–Maxwell system in §8, we
will know a priori that the total space of such resonant states (ġ, Ȧ) is finite-

dimensional. Thus, every such (ġ, Ȧ) only has finitely many non-zero components
in the expansion into spherical harmonics; hence, using the mode stability result for
each individual harmonic, we can write (ġ, Ȧ) as in (5.2), with (V, a) being a finite

10The O(3)-invariance, as opposed to merely SO(3)-invariance, rules out operators related to
the orientation of S2 such as /?.
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sum of suitable (vector) spherical harmonics (with additional (t∗, r) dependence).
Therefore, smoothness of V and a is automatic.

To prove Theorem 5.1 as stated, we also need to deal with the situation that
(ġ, Ȧ) has infinitely many non-zero components in the spherical harmonic expan-
sion. However, an inspection of the argument producing the gauge transformations

(V, a) — which will be (generalized) modes (V, a) =
∑k
j=0 e

−iσt∗tj∗(Vj , aj) them-

selves — in the various cases shows that for a mode (ġ, Ȧ) with multipole moment
l, the function (Vj , aj), measured in CN in the radial variable r, has size bounded

by l2 times the radial CN−2 size of (ġ, Ȧ) for any N . Thus, for a general smooth

mode (ġ, Ȧ), one can sum up the gauge transformations obtained for each spherical

harmonic part of (ġ, Ȧ), and the resulting full gauge transformation is smooth as
well.

5.1. Detailed calculation of the linearized Einstein–Maxwell operator.
Recall the definition (2.34) of L , L1, and L2. For L1, we use (2.29), so

Dg(Ric + Λ)(ġ) =
1

2
�g ġ − δ∗gδgGg ġ + Rg ġ + Λġ.

In addition, writing F = dA and Ḟ = dȦ, we have

DgT (ġ, F )µκ = ġνλ
(
FµνFκλ −

1

2
gµκFρνF

ρ
λ

)
+

1

2
ġµκ|F |2g,

DFT (g, Ḟ )µκ = −gνλ(Fµν Ḟκλ + ḞµνFκλ) +G(F, Ḟ ) gµκ,
(5.13)

where G denotes the inner product on 2-forms, with quadratic form given by (2.1).

For the second component L2 of L , we note DA(δgd(·))(Ȧ) = δgdȦ; moreover:

Lemma 5.3. For a metric g and a 2-form F , we have

Dg(δ(·)F )(ġ)ν = ġµκFµν;κ − (δgGg ġ)κFκν +
1

2
(ġνκ;µ − ġνµ;κ)Fµκ. (5.14)

Proof. The derivative of

(δgF )ν = −gµκFµν;κ = −gµκ(∂κFµν − Γ(g)λµκFλν − Γ(g)λνκFµλ)

in g ∈ C∞(M◦, S2T ∗M◦) in the direction ġ is equal to

ġµκFµν;κ +
1

2

(
(2ġµ

λ;µ − ġµµ;λ)Fλν + (ġν
λ;µ + ġµλ;

ν − ġνµ;λ)Fµλ
)

= ġµκFµν;κ − (δgGg ġ)λFλν +
1

2
(ġν

λ;µ − ġνµ;λ)Fµλ,

since ġµλ;
νFµλ = 0 by antisymmetry in (µ, λ). �

Using the decomposition (5.3) of the RNdS metric and working in the splittings
(5.5) and (5.6), we proceed to calculate the form of the operators comprising L in
more detail. Let us denote the natural geometric operators associated with ĝ and

/g by hats and slashes, respectively. Furthermore, we use abstract indices a, b, c, d, e

for coordinates on X̂, and abstract indices i, j, k, `,m for coordinates on S2; we
always work in product coordinates. All indices are raised and lowered using the
metric g, with the exception that we write /gij = (/g−1)ij for the inverse metric on

S2.
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The Christoffel symbols of g are then given by

Γcab = Γ̂cab, Γcaj = 0, Γcij = rr;c/gij ,

Γkab = 0, Γkaj = r−1r;aδ
k
j , Γkij = /Γkij ,

with r;a = ∇̂ar; we shall also write ρ = d̂r. The components of the Riemann
curvature tensor are

Rabcd = R̂abcd, Ribcd = 0, Rijcd = 0, Rijkd = 0,

Ribkd = rr;bd/gik, Rijk` = −r2(1 + |ρ|2)(/gik/gj` − /gi`/gjk).

Here |ρ|2 = r;ar
;a (which will in fact be negative in our application). Correspond-

ingly, the Ricci tensor takes the form

Ricab = R̂icab − 2r−1r;ab, Ricaj = 0,

Ricij = (−r�̂r + (1 + |ρ|2))/gij ,

where �̂r ≡ �ĝr = −r;a
a. In the RNdS setting, we compute

r;ab = −µ
′

2
ĝab, �̂r = µ′, R̂abcd =

1

2
µ′′(ĝacĝbd − ĝadĝbc),

R̂icab =
1

2
µ′′ĝab, R̂ = µ′′, |ρ|2 = −µ,

(5.15)

with R̂ the scalar curvature of the metric ĝ. Next,

g =

 ĝ
0
−r2/g

 , trg =
(
t̂r 0 −r−2 /tr

)
,

and the trace reversal operator Ggu = u− 1
2g trg u takes the form

Gg =

 Gĝ 0 1
2r
−2ĝ /tr

0 1 0
1
2r

2/g t̂r 0 G/g

 . (5.16)

For the action of (Rgu)µν = Rκµνλu
κλ+ 1

2 (Ricλµuλν+Ricλνuµλ) on aspherical tensors,
we compute

(Rgu)ab = (Rĝu)ab − r−1(r;a
cucb + r;b

cuac),

(Rgu)aj = 0, (Rgu)ij = −rr;abu
ab
/gij ;

on mixed tensors,

(Rgu)ab = 0, (Rgu)ij = 0,

(Rgu)aj =
(1

2
R̂icba − 2r−1r;a

b
)
ubj +

1

2

( �̂r
r
− 1 + |ρ|2

r2

)
uaj ;

on spherical tensors,

(Rgu)ab = −r−3r;ab/g
ijuij , (Rgu)aj = 0,

(Rgu)ij =
�̂r
r
uij −

2(1 + |ρ|2)

r2
(G/gu)ij .
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These expressions can be simplified for the RNdS metric using (5.15), giving

2Rg =

2µ′′Gĝ + 2r−1µ′ 0 r−3µ′ĝ /tr

0 R̂ic + r−2(µ− 1) + 3r−1µ′ 0

rµ′/g t̂r 0 4r−2(µ− 1)G/g + 2r−1µ′

 .

Next, we compute first covariant derivatives: for aspherical tensors,

uab;c = ∇̂cuab, uab;k = /∇kuab,

uaj;c = 0, uaj;k = −rr;buab/gjk,

uij;c = 0, uij;k = 0;

(5.17)

for mixed tensors,

uab;c = 0, uab;k = −r−1(r;aukb + r;buak),

uaj;c = (∇̂c − r−1r;c)uaj , uaj;k = /∇kuaj ,

uij;c = 0, uij;k = −rr;a(/gikuaj + /gjkuai);

for spherical tensors,

uab;c = 0, uab;k = 0,

uaj;c = 0, uaj;k = −r−1r;aujk,

uij;c = (∇̂c − 2r−1r;c)uij , uij;k = /∇kuij .

(5.18)

We then compute (δgu)ν = −uµν;
µ, acting on general symmetric 2-tensors, to be

equal to

δg =

(
r−2δ̂r2 −r−2/δ −r−3ρ /tr

0 r−2δ̂r2 −r−2/δ

)
,

where in the second column (/δu)a = − /∇juaj = −/gjk /∇kuaj ; invariantly, one views

T ∗AS ⊗ T ∗S ∼= T ∗X̂ � T ∗S2 and observes that the connection /∇ on T ∗S2 induces a
partial connection

/∇ : C∞(M◦;T ∗X̂ � T ∗S2)→ C∞(M◦;T ∗S2 ⊗ (T ∗X̂ � T ∗S2)).

The operator (δ̂u)i = −∇̂auia has an analogous invariant interpretation. The
adjoint (δ∗gu)µν = 1

2 (uµ;ν + uν;µ) is given by

δ∗g =

 δ̂∗ 0
1
2
/d 1

2r
2d̂r−2

−r/gιρ /δ∗

 , (5.19)

where for an aspherical 1-form u we write ιu for the contraction with the vector

u] = Ĝ(u, ·). The composition δgGg can be simplified using t̂r Gĝ = 0 = /tr G/g,
and we obtain

δgGg =

(
r−2δ̂r2 + 1

2 d̂ t̂r −r−2/δ − 1
2r
−2d̂ /tr

1
2
/d t̂r r−2δ̂r2 −r−2/δ − 1

2r
−2/d /tr

)
Using (5.17)–(5.18), we can also compute the form of the tensor wave operator
(�gu)µν = −uµν;κ

κ: it equals

�g = �̂− r−2 /∆
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+ diag(−2r−1∇̂ρ + 4r−2ρ⊗s ιρ,

4r−2ρ⊗ ιρ + (−r−1�̂r + r−2|ρ|2),

2r−1∇̂ρ − 2r−1�̂r)

+

 0 4r−3ρ⊗s /δ 2r−4(ρ⊗ ρ) /tr
−2r−1/dιρ 0 2r−3ρ⊗ /δ

2/gιριρ −4r−1/δ∗ιρ 0

 ;

here, �̂ operating on aspherical tensors is the tensor wave operator, operating on
mixed tensors the 1-form wave operator acting on the aspherical part, and operating
on a spherical tensor the scalar wave operator acting in the aspherical variables;
the operator /∆ is defined in an analogous fashion. We remark that the Ricci

term 1
2 R̂icbaubj in the aspherical part of Rg acting on aspherical tensors plus the

tensor wave operator 1
2 (�̂u)aj (acting as the 1-form wave operator in the aspherical

variables) gives the Hodge–d’Alembertian 1
2 (�̂Hu)aj , �̂H = d̂δ̂ + δ̂d̂ acting on

aspherical 1-forms.

Next, let A ∈ C∞(X̂;T ∗X̂) be an aspherical 1-form, and let F = dA = d̂A,

which is thus also aspherical. Since X̂ is 2-dimensional and orientable, with volume
form

v̂ol = dt∗ ∧ dr,

we automatically have

F = −Qr−2v̂ol

for some aspherical function Q; in fact, for the RNdS electromagnetic field F ,
Q is constant, as we will assume from now on. For T (g, F )µν = −FµκFνκ +
1
2gµν |F |

2 (with |F |2 = 1
2FκλF

κλ = −Q2r−4), we then recall (5.13) and note that

ucdv̂olacv̂olbd = uab − ĝab t̂r u since ĝ has Lorentzian signature, further (?̂u)a =

v̂olbaub for aspherical 1-forms u; one then finds

DgT (·, F ) = −1

2
Q2r−4

ĝ t̂r−1 0 0
0 1 0

r2/g t̂r 0 1

 ,

DAT (g, d(·)) = Qr−2

 ĝ?̂d̂ 0

−?̂/d ?̂d̂

r2/g?̂d̂ 0

 ,

where we use that for an aspherical 2-form u, we have /G(u, v̂ol) = ?̂u (indeed,

?̂1 = v̂ol and ?̂v̂ol = −1). The Hodge dual ?̂ in the second row only acts on the

T ∗X̂ component. This finishes the computation of the form of all terms in the
linearization of Ric(g) + Λg − 2T (g, dA).

Next, we study the linearization of (g,A) 7→ δgdA. We use the splitting

Λ2T ∗M◦ = Λ2T ∗AS ⊕ (T ∗AS ∧ T ∗S )⊕ Λ2T ∗S
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of the 2-form bundle over M◦, and in addition use the identification T ∗AS ∧ T ∗S ∼=
T ∗AS ⊗ T ∗S ∼= T ∗X̂ � T ∗S2 via a ∧ s 7→ a⊗ s; then

d =

 d̂ 0

−/d d̂
0 /d


on 1-forms, and the divergence on 2-forms is given by

δg =

(
r−2δ̂r2 r−2/δ 0

0 δ̂ −r−2/δ

)
.

For F as above, we calculate the first covariant derivatives

Fab;c = −2r−1r;cFab, Faj;c = 0, Fij;c = 0,

Fab;k = 0, Faj;k = −Qr−1(?̂d̂r)a/gjk, Fij;k = 0;

thus, using Lemma 5.3, we find

Dg(δ(·)F ) = Qr−3

(
2?̂ιρ 0 r−2(?̂ρ) /tr

0 ι?̂ρ 0

)
+Qr−2

(
r−2?̂δ̂r2 + 1

2 ?̂d̂ t̂r −r−2?̂ /δ − 1
2r
−2?̂d̂ /tr

0 0 0

)
−Qr−2

(
?̂δ̂ + ?̂d̂ t̂r 0 0

0 ?̂d̂− r−1?̂(ρ∧) 0

)
.

This can be simplified, noting that ?̂(ρ∧) = ι?̂ρ = −ιρ?̂, 2r−1ι?̂ρ − ?̂d̂ = −r2δ̂r−2?̂,

and r−2δ̂r2 = δ̂ − 2r−1ιρ. Thus,

Dg(δ(·)F ) = Qr−2

(
− 1

2 ?̂d̂ t̂r −r−2?̂ /δ − 1
2 ?̂d̂r

−2 /tr

0 −r2δ̂r−2?̂ 0

)
.

For the calculation of gauge terms, we recall that Lu]g = 2δ∗gu for 1-forms u,

with δ∗g given in (5.19); furthermore, for A ∈ C∞(X̂;T ∗X̂) aspherical, we have

Aa;b = ∇̂bAa, Aa;j = 0, Ai;b = 0, Ai;j = −rr;bAb/gij ,

hence u 7→ (Lu]A)µ = ub;µA
b + uνAν;µ is given by

L(·)]A =

(
d̂ι(·)A+ ι(·)d̂A 0

/d ιA 0

)
. (5.20)

In order to compute the action of L on the spherical harmonic decomposition
(and at the same time confirming that L preserves the scalar–vector decomposition
in the strong sense described in the paragraphs preceding §5.1), we note that on
functions, we have /∆/d = /d( /∆− 1) (with /∆ the tensor Laplacian on 1-forms), while
on 1-forms, we have /∆/δ = /δ( /∆ + 1). Moreover, acting on 1-forms,

/∆/δ∗ = /δ∗ /∆− 3/δ∗ − 2/g/δ.

In particular, for a 1-form V with /∆V = k2V, /δV = 0, then

/∆/δ∗V = (k2 − 3)/δ∗V.
If /∆S = k2S for a scalar function S, this also gives

/∆ /HkS = (k2 − 4) /HkS,
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where we recall the definition of /Hk from (5.9). This uses the identity /∆/g = /g /∆,

thus /∆/gS = k2/gS.11 We also note that on 1-forms, we have

/δ/δ∗ =
1

2
( /∆ + /d/δ − 1),

thus for V and S as above,

/δ/δ∗V =
k2 − 1

2
V,

while

/δ /HkS =
k2 − 2

2k2
/dS.

Lastly, we calculate the form of geometric operators on the Lorentzian manifold

(X̂, ĝ); specifically, we only consider the exterior (static) region where µ > 0, so the
metric takes the form ĝ = µdt2 − µ−1 dr2, µ = µ(r). We split

T ∗X̂ = 〈d̂t〉 ⊕ 〈d̂r〉, S2T ∗X̂ = 〈d̂t2〉 ⊕ 〈2d̂t d̂r〉 ⊕ 〈d̂r2〉, (5.21)

so ρ = d̂r = (0, 1), further

d̂ =

(
∂t
∂r

)
, �̂ = −µ−1∂2

t + ∂rµ∂r

on scalar functions, while on 1-forms ιρ = (0,−µ),

δ̂ =
(
−µ−1∂t ∂rµ

)
, δ̂∗ =

 ∂t − 1
2µµ

′
1
2µ∂rµ

−1 1
2∂t

0 µ−1/2∂rµ
1/2

 ,

∇̂ρ =

(
−µ3/2∂rµ

−1/2 0
0 −µ1/2∂rµ

1/2

)
,

?̂ =

(
0 µ
µ−1 0

)
, 2ρ⊗s (·) =

0 0
1 0
0 2


and on symmetric 2-tensors

δ̂ =

(
−µ−1∂t ∂rµ 0
1
2µ
′µ−2 −µ−1∂t µ−1/2∂rµ

3/2

)
, ιρ =

(
0 −µ 0
0 0 −µ

)
,

∇̂ρ =

−µ2∂rµ
−1 0 0

0 −µ∂r 0
0 0 −∂rµ

 (5.22)

and

�̂ = −µ−1∂2
t + µ∂2

r +

−µ
′∂r + µ′2

2µ − µ
′′ 2µ′∂t − 1

2µµ
′2

µ′

µ2 ∂t µ′∂r − µ′2

µ µ′∂t

− µ′2

2µ3
2µ′

µ2 ∂t 3µ′∂r + µ′2

2µ + µ′′

 .

11These three calculations provide us with a complete orthogonal basis of L2(S2;S2T ∗S2) and
thus with the spectrum of /∆ acting on symmetric 2-tensors.
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5.2. Modes with l ≥ 2. We show that both scalar and vector generalized mode
solutions of the linearized Einstein–Maxwell system with l ≥ 2 are pure gauge.
Concretely, we prove this directly for mode solutions, i.e. we prove the k = 0 case
of Theorem 5.1 for l ≥ 2, but with a stronger conclusion:

Proposition 5.4. Let σ ∈ C, Imσ ≥ 0, and let

(ġ, Ȧ) = e−iσt∗(ġ0, Ȧ0), ġ0 ∈ C∞(Y ;S2T ∗Y Ω◦), Ȧ0 ∈ C∞(Y ;T ∗Y Ω◦),

be a mode solution of L (ġ, Ȧ) = 0 of the form (5.8) or (5.10) with l ≥ 2. Then
there exist V0 ∈ C∞(Y ;TY Ω◦) and a ∈ C∞(Y ) such that for (V, a) = e−iσt∗(V0, a0),
we have

(ġ, Ȧ) = (LV g,LVA+ da).

Thus, (ġ, Ȧ) can be written as a pure gauge solution with gauge parameters
(V, a) which are modes as well, that is, they do not contain powers of t∗. Before
turning to the proof of this proposition, we note that it implies Theorem 5.1 for
generalized l ≥ 2 modes:

Corollary 5.5. Let σ ∈ C, Imσ ≥ 0, k ∈ N0, and let (ġ, Ȧ) as in (5.1) be a

generalized mode solution of L (ġ, Ȧ) = 0 of the form (5.8) or (5.10) with l ≥ 2.
Then there exist Vj ∈ C∞(Y ;TY Ω◦) and aj ∈ C∞(Y ), j = 0, . . . , k, such that for
the gauge functions

(V, a) =

k∑
j=0

e−iσt∗tj∗(Vj , aj),

we have (ġ, Ȧ) = (LV g,LVA+ da).

Proof. This is completely analogous to [HV16b, Lemma 10.1]. Indeed, proceed-
ing by induction, with the base case k = 0 being Proposition 5.4, we note that
L (ġ, Ȧ) = 0 implies in particular that L (e−iσt∗(ġk, Ȧk)) = 0, hence Proposition 5.4

gives e−iσt∗(ġk, Ȧk) = (LV ′g,LV ′A + da′) for some (V ′, a′) = e−iσt∗(Vk, ak), with
(Vk, ak) stationary as in the statement of the corollary. But then

(ġ′, Ȧ′) = (ġ, Ȧ)− (Ltk∗V ′g,Ltk∗V ′A+ d(tk∗a
′))

still solves L (ġ′, Ȧ′) = 0, and is a generalized mode with the exponent of the
highest power of t∗ at most k − 1; applying the inductive hypothesis finishes the
proof. �

The proof of Proposition 5.4 proceeds differently in the two cases (5.8) and (5.10);
we discuss the scalar case in §§5.2.1 and 5.2.2, and the vector case in §5.2.3.

5.2.1. Non-stationary scalar perturbations (σ 6= 0). Suppose (ġ, Ȧ) is a scalar per-
turbation as in (5.8), so

ġ =

 f̃S
− r
kf ⊗ /dS

2r2(HLS/g +HT /HkS)

 , Ȧ =

(
K̃S

− r
kK /dS

)
in the splittings (5.5) and (5.6). We consider its modifications by pure gauge
solutions of the same type: these take the form

(δġ, δȦ) = (Lu]g,Lu]A+ da), u =

(
TS
− r
kL/dS

)
, a = PS, (5.23)
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where T ∈ C∞(X̂;T ∗X̂) and L,P ∈ C∞(X̂) are aspherical, while /∆S = k2S,

k2 = l(l+ 1), l ≥ 2. Using (5.19) and (5.20), and writing δġ and δȦ in terms of δf̃ ,

δf , δHL, δHT , δK̃ and δK analogously to (5.8), we have

δf̃ = 2δ̂∗T, δf = −krT + rd̂(r−1L),

δHT = −krL, δHL = −r−1ιρT + k
2rL,

δK̃ = d̂ιAT + ιT d̂A+ d̂P, δK = −kr (ιAT + P );

(5.24)

thus, defining

X :=
r

k

(
f +

r

k
d̂HT

)
, (5.25)

which has δX = −T , we conclude that the quantities12

F̃ := f̃ + 2δ̂∗X ∈ C∞(X̂;S2T ∗X̂),

J := HL +
1

2
HT − r−1ιρX ∈ C∞(X̂),

N := K̃ + d̂
( r
k
K
)

+ ιXd̂A ∈ C∞(X̂;T ∗X̂)

(5.26)

are gauge-invariant, i.e. δF̃ = 0 etc. Moreover, they completely describe the per-
turbation (ġ, Ȧ) up to pure gauge terms: indeed, if they all vanish, then one easily
verifies

(ġ, Ȧ) = (Lu]g,Lu]A+ da), u =

(
−XS

r2

k2HT d̂S

)
, a = − r

k
K + ιAX. (5.27)

Note that u and a are modes if ġ and Ȧ are modes.
Since the linearized Einstein–Maxwell equation is gauge-invariant, we can equiv-

alently express it as a system for the gauge-invariant quantities (5.26). This is most
easily done using the following procedure: one first picks a gauge, i.e. one adds a
pure gauge solution (δġ, δȦ) to (ġ, Ȧ) for suitable T , L, P as in (5.23), in which cer-
tain non gauge-invariant quantities take a simple form or vanish: concretely, let us
take T = X, L = r

kHT and P = r
kK−ιAX, in which case X+δX = 0, HT+δHT = 0

(thus f+δf = 0) and K+δK = 0. Replacing (ġ, Ȧ) by (ġ+δġ, Ȧ+δȦ), which may
thus assume X = 0, HT = 0 (thus f = 0) and K = 0; the gauge-invariant quantities

then are simply F̃ = f̃ , J = HL and N = K̃. Next, using the calculations in §5.1,
one can express the linearized Einstein–Maxwell system, acting on the new (ġ, Ȧ),

as a system of equations for quantities f̃ , HL, K̃. The resulting system of equations,

which is expressed purely in terms of F̃ , J and N , must be equal to the linearized
Einstein–Maxwell system acting on our original (ġ, Ȧ) by the gauge-invariance of
this system.

Remark 5.6. This is analogous to local coordinate computations of invariantly de-
fined operators in differential geometry: the calculations often simplify dramatically
when one uses normal coordinates at a point; once one interprets the final result in
invariant terms, the resulting expression is then the correct one in any coordinate
system.

12In these expressions, the operators δ̂∗, ιρ ≡ ι
ρ]̂

and ιX ≡ ι
X]̂

, with ]̂ indicating that one

uses ĝ to compute the musical isomorphisms, the metric ĝ is fixed, i.e. these operators are not

subject to the modifications by (δġ, δȦ); thus, for instance, δ(δ̂∗X) = δ̂∗(δX).
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Writing the scalar type symmetric 2-tensor 2L1(ġ, Ȧ) analogously to (5.8) in

terms of the quantities f̃E , fE , HE
T and HE

L , and the scalar type 1-form L2(ġ, Ȧ)

in terms of the quantities K̃E and KE , one finds L (ġ, Ȧ) = 0 to be equivalent to
the system

f̃E = (�̂− 2δ̂∗δ̂ − δ̂∗d̂ t̂r)F̃ + 2r−1(2δ̂∗ιρF̃ − ∇̂ρF̃ )

+ 4δ̂∗d̂J + 8r−1ρ⊗s d̂J

+ (µ′′ − k2r−2)F̃ + (2Q2r−4 − µ′′)ĝ t̂r F̃ − 4Qr−2ĝ ?̂d̂N = 0,

(5.28)

− r
k
fE = −δ̂F̃ + 2d̂J − rd̂r−1 t̂r F̃ + 4Qr−2?̂N = 0, (5.29)

2r2HE
L = �̂(2r2J) + 2rιρδ̂F̃ − 2ιριρF̃ + rιρd̂ t̂r F̃ +

(
rµ′ + 2Q2r−2 +

k2

2

)
t̂r F̃

+ (4Λr2 + 4Q2r−2 − 2k2)J − 4Q?̂d̂N = 0,

(5.30)

2r2HE
T = −k2 t̂r F̃ = 0, (5.31)

K̃E = r−2δ̂r2d̂N − k2r−2N − 1

2
Qr−2?̂d̂ t̂r F̃ − 2Qr−2?̂d̂J = 0, (5.32)

− r
k
KE = −δ̂N = 0. (5.33)

By (5.31), all terms involving t̂r F̃ may be dropped. Plugging the expression

δ̂F̃ = 2d̂J + 4Qr−2?̂N

from (5.29) into (5.28), the term 4δ̂∗d̂J drops out, and we obtain a wave equation

for F̃ (coupled to J and N). Further, by (5.33), we can add the vanishing term

d̂δ̂N to (5.32), the point being that then equations (5.28), (5.30) (divided by 2r2)
and (5.32) can be written as a system

�̂P −DP = 0, P =

F̃J
N

 , (5.34)

with D a stationary differential operator on X̂ of order ≤ 1 acting on the bundle

S2T ∗X̂ ⊕ R ⊕ T ∗X̂. When P is a smooth mode, this equation is equivalent to an
ODE on the 1-dimensional space t∗ = 0 with regular singular points at the horizons
where µ = 0; thus, the vanishing of P in the static black hole exterior region µ > 0

implies the vanishing of P on all of X̂. (A more general argument, not relying on

the 2-dimensional nature of X̂, uses unique continuation on the two components
{±(r − r±) > 0} of {µ < 0}, which are both asymptotically de Sitter-like spaces;
see [Zwo16b, Lemma 1] or [Vas10, Proposition 5.3].) Our goal is therefore to prove
P = 0 in µ > 0.

By (5.33), we may write

N = ?̂d̂A, A ∈ C∞(X̂), (5.35)

and then by equation (5.32), 0 = r2?̂K̃E = d̂(r2�̂A− k2A− 2QJ); since A is only
determined up to additive constants, we may thus normalize it such that

�̂A− k2r−2A− 2Qr−2J = 0; (5.36)
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this is [KI04, equation (5·20)] in the present context. We point out that σ 6= 0 allows
us to chooseA to be a mode with frequency σ as well; indeed, writingN = e−iσt∗N0,
?̂N0 = N00 dt∗ + N01 dr and making the ansatz A = e−iσt∗A0, with N00, N01 and

A0 functions of r only, we conclude from d̂ ?̂N = 0 that ∂rN00 + iσN01 = 0,

while d̂A = ?̂N is equivalent to N00 = −iσA0 and N01 = ∂rA0; the first equation
is simply solved by A0 = iσ−1N00, and the second equation holds automatically
then.

Next, we turn to the equations (5.28)–(5.31). They are not independent due

to the (linearized) second Bianchi identity, see (2.32): indeed, suppose L2(ġ, Ȧ) =
0 (thus, the linearized stress-energy-momentum tensor satisfies the conservation

law δgDg,FT (ġ, dȦ) = 0), which is sufficient for (2.32) to hold; then the identity

δgGgL1(ġ, Ȧ) ≡ 0 reads

δgGg

 f̃ES
− r
kf

E ⊗ /dS
2r2
(
HE
L S/g +HE

T
/HkS

)
 = 0

⇐⇒


2r−2δ̂(r2f̃E) + d̂(t̂r f̃E) +

2k

r
fE − 4r−2d̂(r2HE

L ) = 0,

t̂r f̃E − 2

k
r−2δ̂(r3fE)− 2(k2 − 2)

k2
HE
T = 0.

Thus, fE = 0 and HE
T = 0, i.e. equations (5.29) and (5.31), imply13 t̂r f̃E = 0 and

δ̂(r2Ẽ) = 0 for14

Ẽ := Gĝ f̃
E + 2HE

L ĝ;

thus, we can recover f̃E and HE
L uniquely from Ẽ as the trace-free and pure trace

part (up to a constant factor). By (5.22), the dr-component of the latter equation
reads

µ′

2µ2
Ẽtt − r2µ−1∂tẼtr + µ−1/2∂r(r

2µ3/2Ẽrr) = 0;

since µ′/2µ2 6= 0 almost everywhere, we conclude that Ẽtt = 0 is automatically

satisfied if Ẽtr = 0 and Ẽrr = 0. Thus, the full system (5.28)–(5.31) is equivalent

to fE = 0, HE
T = 0, Ẽtr = 0 and Ẽrr = 0. We continue to tacitly use HE

T = 0, that

is t̂r F̃ = 0. Following [KI04, equation (5·27)], we write

F̃ + 2Jĝ =

 µX
−µ−1Z
−µ−1Y

 (5.37)

in the splitting (5.21); we can recover F̃ and J via

F̃ =

 µ
2 (X − Y )
−µ−1Z

1
2µ (X − Y )

 , J =
X + Y

4
. (5.38)

13This can of course also be checked directly from the equations (5.28)–(5.31).
14By (5.16), this is the aspherical part of the tensor 2GgL1(ġ, Ȧ), which is the sum of the lin-

earized Einstein tensor and the contribution from the linearized stress-energy-momentum tensor.
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Using the calculations following (5.21), the equation fE = 0, so δ̂(F̃ + 2Jĝ) =

4Qr−2d̂A, then reads

∂tX + ∂rZ = −4Qr−2∂tA,

−∂rY + µ−2∂tZ +
µ′

2µ
(X − Y ) = 4Qr−2∂rA.

(5.39)

The equation Ẽtr = f̃Etr = 0 takes the form

∂t∂rX −
µ′

2µ
∂tX + ∂t∂rY +

(
2r−1 − µ′

2µ

)
∂tY +

k2

r2µ
Z = 0, (5.40)

which corresponds to [KI04, equation (5·33c)]. Since X, Y , Z and A are modes,
we have ∂tX = −iσX etc., hence (5.39) and (5.40) imply for X ′ = ∂rX etc. the
equationsX ′Y ′

Z′

iσ

 = T

XY
Z
iσ

+ f,

T =

 0 µ′

µ −
2
r

k2

r2µ −
σ2

µ2

µ′

2µ − µ′

2µ
σ2

µ2

1 0 0

 , f =
4Q

r2

 A′−A′
A

 ,

(5.41)

which are [KI04, equations (5·34a)–(5·34c)] in the present context. Lastly, the

equation µẼrr = 1
2 (µ−1f̃Ett + µf̃Err)− 2HE

L = 0 takes the form

µ−1∂2
tX −

µ′

2
∂rX +

(
−Λ +

Q2

r4

)
X

+ µ−1∂2
t Y −

(µ′
2

+
2µ

r

)
∂rY +

(k2 − 2

r2
+ Λ +

3Q2

r4

)
Y

+
4

rµ
∂tZ +

4k2Q

r4
A = 0,

(5.42)

cf. [KI04, equations (5·31a) and (5·35)]. Upon taking the Fourier transform in t as
above and using (5.41), this reduces to a linear constraint on X, Y and Z, namely

γ

XY
Z
iσ

 = h, (5.43)

with

γ =
(
−σ

2

µ
− Λ +

Q2

r4
− (µ′)2

4µ
− µ′

r
,

− σ2

µ
+
k2 − 2

r2
+ Λ +

3Q2

r4
− (µ′)2

4µ
+

2µ′

r
,

2σ2

rµ
− k2µ′

2r2µ

)
,

h = −4Q

r2

(2µ

r
A′ + k2

r2
A
)
.

(Multiplying (5.43) by −µr2 and using the expression (5.4) for µ, this agrees with
[KI04, equation (5·36)].) Thus, a generic linear combination Φ of X,Y, Z with C2

coefficients (depending on r only) satisfies a second order ODE with C0 coefficients,
and moreover X, Y and Z can be expressed as a linear combination of Φ and
Φ′ with continuous coefficients. Let us briefly explain how this works: writing
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v = (X,Y, Z/iσ), and letting ` : Rr → (R3)∗ be a C2 function, we wish to derive a
second order ODE for Φ := `(v) provided v solves the constrained system15

v′ = Tv + f, γ(v) = h. (5.44)

Denoting by T t the transpose of T , we have

Φ′ = `1(v) + f1, `1 = `′ + T t`, f1 = `(f),

and Φ′′ = `2(v) + f2 with

`2 = `′′ + 2T t`′ + (T ′)t`+ (T t)2`, f2 = (2`′ + T t`)(f) + `(f ′).

Thus, we need to find functions a, b such that `2 + a`1 + b` = 0 in (R3)∗/Rγ; this
can be solved by solving

`2 = −
(
a b c

)`1`
γ

 (5.45)

for a, b and c, which can be done under the non-degeneracy condition that the 3×3
matrix (`1, `, γ) is invertible. It then follows that Φ solves the equation

Φ′′ + aΦ′ + bΦ = F, F := f2 + af1 − ch.

Conversely, for a non-degenerate choice of `, and for Φ = `(v) solving this ODE,
one can recover the components of the solution v of (5.44) by solving the linear
system  `

`1
γ

 v =

 Φ
Φ′ − `(f)

h


for v.

In our application, we want to obtain a master equation for Φ of Schrödinger
type, namely (µ∂r)

2Φ − (V − σ2)Φ = F , where V is a potential and F a forcing
term with no dependence on σ. Expanding the derivative and dividing by µ2, we
thus want to find ` such that a = µ−1µ′ and b = −µ−2(V (r)− σ2). Moreover, for
simplicity, we may ask for the forcing to not contain second or higher derivatives of
A, thus we require `(f ′) = 0, which holds if we take16 ` = (α, α, β) with α, β to be
determined; the independence of F on σ then requires c to be a function of r only.
Using these pieces of information as an ansatz for (5.45),17 one can first equate
coefficients of the (finite) Taylor series in σ beginning with the highest power σ2;
this gives an algebraic relation expressing c in terms of α. The terms with σ in the
first power trivially agree, being 0. Next, the first and second components of (5.45)
take a very similar form; their difference yields 2α′ + (rβ)′ = 0, which suggests
taking β = −2r−1α. Then, one can solve for the potential V (which only appears

15There is a consistency condition for such a system to be well-posed. Indeed, differentiating

the constraint, we find the necessary pointwise condition (γ′ + T tγ)(v0)− h′ = 0 for all v0 ∈ R3

with γ(v0) = h, which is equivalent to γ′ + T tγ = αγ for a scalar α satisfying αh = h′.
16Another motivation for choosing the coefficients of X and Y equal is the requirement that

the master variables we will describe below be regular at the event and cosmological horizons; see

the discussion around equation (5.61).
17The necessary symbolic calculations are quite lengthy and were performed using mathemat-

ica.



NON-LINEAR STABILITY OF KERR–NEWMAN–DE SITTER 61

linearly) in terms of α, leaving us with the task of determining α; but α can then
be seen to satisfy a simple first order ODE with solution

α = − r

H
, H(r) := m+ 3x− 4z, (5.46)

up to a constant prefactor, where we define

m := k2 − 2, x :=
2M•
r

, y :=
Λr2

3
, z :=

Q2

r2
. (5.47)

(The quantity y will be used later.) Here, we note:

Lemma 5.7. In [r−, r+], we have H > 0; indeed, this holds for l ≥ 1 (k2 ≥ 2).

Proof. Using merely that l ≥ 1, hence k2−2 ≥ 0, we have r2H ≥ 6M•r−4Q2. For
Q = 0, this is clearly positive, so let us assume Q 6= 0. Then, by (3.8) and (3.9),
this can be estimated from below, using D = 9M2

• − 8Q2 > 0, by

6M•r1− − 4Q2 > 3M•(3M• −
√
D)− 4Q2,

whose positivity in turn is equivalent to 9M2
• − 4Q2 > 3M•

√
D; since the left hand

side is positive, squaring this inequality and cancelling terms gives the equivalent
condition 16Q4 > 0, which is evident. �

Thus, since σ 6= 0, we may take as our master variable for the system (5.41) and
(5.43) the function

Φ :=
2Z
iσ − r(X + Y )

H
, (5.48)

which recovers [KI04, equation (5·37)]; we then have

µ(µΦ′)′ − (VΦ − σ2)Φ = FΦA, (5.49)

where VΦ and FΦ are given in equation (B.1). (This recovers [KI04, equations (5·43),
(5·44) and (C·1)].) The expressions for X, Y and Z/iσ as linear combinations of
Φ, Φ′, A and A′ are

X =
(σ2r

µ
− PX0

2rH2

)
Φ +

PX1

2H
Φ′ +

2QPXA
r2H2

A+
8Qµ

rH
A′,

Y =
(
−σ

2r

µ
− PY 0

2rH2

)
Φ +

PY 1

2H
Φ′ +

2QPYA
r2H2

A− 8Qµ

rH
A′,

Z

iσ
=
PZ
2H

Φ− rµΦ′ +
8Qµ

rH
A,

(5.50)

where the functions PX0, PX1, PXA, PY 0, PY 1, PYA and PZ are given in equa-
tion (B.2). (These equations are [KI04, equations (5·45), (5·46) and (C·4)–(C·14)],
up to constant prefactors, in the present context.18)

The equation (5.49) is coupled to the Schrödinger equation obtained from (5.36)
by using the mode nature of Φ, namely

µ(µA′)′ −
(µk2

r2
− σ2

)
A =

Qµ

2r2
(X + Y ). (5.51)

We can evaluate X + Y using (5.50), together with the identities

PX0 + PY 0

2rH2
=
H

r
− PZ
rH

,
PX1 + PY 1

2H
= −2µ,

2Q(PXA + PYA)

r2H2
=

16Qµ

r2H
,

18In [KI04, equation (C·9b)], the factor r on the right hand side is extraneous.
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to compute the form of VA and FA. Thus, (5.51) is equivalent to

µ(µA′)′ − (VA − σ2)A = FA0Φ + FA1µΦ′ (5.52)

with

VA = µ
(k2

r2
+

8Q2µ

r4H

)
, FA0 = −Qµ

2r2

(H
r
− PZ
Hr

)
, FA1 = −Qµ

r2
.

This is in agreement with what one obtains from [KI04, equations (5·45a), (5·45b),
(5·46a), (5·46b), (C·9a), (C·9b), (C·16)], see also [KI04, equation (5·49)].

The procedure to find non-trivial linear combinations Ψ := aΦ + bA, with a, b
functions of r, which satisfy a single decoupled Schrödinger equation is straightfor-
ward: by (5.49) and (5.52), the requirement that Ψ satisfy an equation of the form
µ(µΨ′)′− (V −σ2)Ψ = 0 with V only depending on r translates into the conditions

aVΦ + bFA0 + µµ′a′ + µ2a′′ − aV = 0,

b′ = 0, bFA1 + 2µa′ = 0, aFΦ + bVA − bV = 0.

The second equation implies that b is constant. If Q = 0, this system has two
solutions

(a+, b+) = (0, 1), (a−, b−) = (1, 0). (5.53)

For Q 6= 0, we must have b 6= 0 (for otherwise the last equation gives a = 0), so
the third equation and the explicit form of FA1 yield a = b(c − Q/2r), with the
constant c is to be determined. The last equation gives

V = VA +
(
c− Q

2r

)
FΦ; (5.54)

one then obtains possible values for c by plugging this into the first equation, which
upon division by b reads(

c− Q

2r

)(
VΦ − VA −

(
c− Q

2r

)
FΦ

)
+ FA0 +

Qµ

r2

(µ′
2
− µ

r

)
= 0;

this equation turns out to indeed have the two constant solutions c±,

c+ = −Qm
2c̃

, c− =
1

8Q
c̃, c̃ := 3M• +

√
9M2
• + 4Q2m. (5.55)

Let us thus define

a+ = c+ −
Q

2r
, b+ = 1,

a− =
c̃

6M•
− 2Q2

3M•r
, b− =

4Q

3M•
,

(5.56)

which are normalized so as to depend smoothly on Q and to reduce to the solutions
(5.53) for Q = 0. We obtain the two master quantities

Ψ± = a±Φ + b±A,

from which conversely Φ and A are uniquely determined. (Ψ+ and Ψ− are constant
multiples of the quantities defined in [KI04, equation (5·56)] by comparison with
[KI04, equations (5·57a) and (5·57b)], see also [KI04, equation (5·59)].) We then
obtain the decoupled equations

µ(µΨ′±)′ − (V± − σ2)Ψ± = 0, (5.57)
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where the potentials V± can be computed by plugging c = c± into (5.54); the
explicit expressions are given in [KI04, equation (5·61)], which, following [KI04,
equations (6·21) and (6·23)], we can also write as

V± + µS′± − S2
± = Ṽ±, S± := µS0

±, S
0
± := (logH±)′, (5.58)

where

H+ := 1− 4Q2

c̃r
, H− := k2 − 2 +

6M•
r

(
1− 4Qc+

3M•

)
,

which are well-defined even for l ≥ 1, and the potentials

Ṽ+ =
k2µ

r2H+
, Ṽ− =

k2(k2 − 2)µ

r2H−
, (5.59)

are well-defined near [r−, r+] and positive in µ > 0 due to the following lemma.

Lemma 5.8. In [r−, r+], we have H± > 0; indeed, this holds for l ≥ 1 (k2 ≥ 2).

Proof. Since Qc+ ≤ 0, we certainly have H− > 0. On the other hand, the inequality

H+ > 0 is equivalent to (3M• +
√

9M2
• + 4(k2 − 2)Q2)r > 4Q2, which is clearly

satisfied if Q = 0, so let us assume Q 6= 0. We claim that this inequality holds
under the weaker condition r > r1−, see (3.8) and (3.9): indeed, for r = r1−, its
left hand side (for k2 ≥ 2) is minimized for k2 = 2, in which case the inequality is
equivalent to

3M•(3M• −
√

9M2
• − 8Q2)− 4Q2 > 0,

which holds true, as we saw in the proof of Lemma 5.7. �

The point of the S-deformation (5.58), see [KI04, equations (6·4)–(6·6)], is that
if we define the smooth function ϕ± in a neighborhood of [r−, r+] by ϕ′± = S0

±
(thus we can take ϕ± = logH±), then µ∂r + S± = e−ϕ±µ∂re

ϕ± , and

e−ϕ±
(
(µ∂r)

∗(µ∂r) + Ṽ±
)
eϕ± = −(µ∂r)

2 + V±, (5.60)

with the adjoint on the left taken relative to the density e−2ϕ±µ−1 dr on (r−, r+).

We are now ready to show that the mode (ġ, Ȧ) with σ 6= 0 is a pure gauge
mode; we merely have to show that Ψ± ≡ 0 in their domain of definition (r−, r+),
where µ > 0. To do so, we first determine the precise behavior of Ψ± near r = r±,
which in turn is directly read off from the behavior of A and Φ. For the former, we
simply observe that A = e−iσt∗A0 with A0 smooth in a neighborhood of [r−, r+],
as discussed after (5.36). For the latter, we recall the definitions (5.37) and (5.48);

now F̃ = e−iσt∗ F̃0 and J = e−iσt∗J0 with F̃0 ∈ C∞([r−, r+];S2T ∗{t∗=0}X̂) and

J0 ∈ C∞([r−, r+]); now, writing

F̃0 + 2J0ĝ = u dt2∗ + 2v dt∗ dr + w dr2

with u, v, w ∈ C∞([r−, r+]), and using t∗ = t − T (r) with dt∗ = dt ∓ (µ−1 ± c±)

from (3.13), we find that in the decomposition (5.21), F̃0 takes the form

F̃0 + 2J0ĝ =

 u
v ∓ u(µ−1 ± c±)

w ∓ 2v(µ−1 ± c±) + u(µ−2 ± 2µ−1c± + c2±)

 ; (5.61)

therefore, writing the modes X, Y and Z as X = e−iσt∗X0 etc., we find that

Z0 = −µv ± u(1± µc±)
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is smooth on [r−, r+], as is

X0 + Y0 = −µw ± 2v(1± µc±)∓ 2uc± − µuc2±,

and therefore so is eiσt∗Φ, and thus so are the t∗-independent functions Ψ±,0 :=
eiσt∗Ψ±. Thus, the t-independent function Ψ±,1 := eiσT eϕ±Ψ±0 satisfies(

(µ∂r)
∗(µ∂r) + (Ṽ± − σ2)

)
Ψ±,1 = 0, (5.62)

see (5.60), and it lies in the space |r− r±|
− iσ

2κ± C∞ up to and including the horizon
at r = r±, where

κ± =
1

2
|µ′(r±)| (5.63)

are the surface gravities of the horizons. By standard arguments (pairing (5.62) with
Ψ±,1 and integrating by parts for Imσ > 0; using a boundary pairing argument for

σ ∈ R\{0}), equation (5.62) and the positivity of the potentials Ṽ± imply Ψ±,1 = 0,
as desired.

This finishes the proof of Proposition 5.4 for scalar perturbations with σ 6= 0.

5.2.2. Stationary scalar perturbations (σ = 0). Next, we discuss the modifications
required to treat static perturbations, i.e. with frequency σ = 0, still assuming

l ≥ 2. Thus, all gauge-invariant quantities F̃ , J , N , and therefore X, Y and Z, are
stationary.

First, we discuss the nature of A in (5.35): writing ?̂N = N0 dt∗+N1 dr with N0

and N1 functions of r only, the equation d̂ ?̂N = 0 gives ∂rN0 = 0; hence, writing
A1(r) =

∫ r
r−
N1(s) ds, we have the unique (up to additive constants) solution A =

N0t∗+A1, which is a generalized mode with frequency 0 and grows at most linearly
in t∗.

Now in the case Q = 0, i.e. perturbing around an uncharged Schwarzschild–
de Sitter black hole, the electromagnetic and gravitational degrees of freedom de-
couple: equation (5.36) and the positivity of k2r−2 directly implyA ≡ 0. In general,
for any value of Q, equation (5.40) implies

Z ≡ 0, (5.64)

hence if Q 6= 0, we obtain ∂tA = 0 from the first equation in (5.39). We conclude
that for any value of Q, the quantity A is necessarily stationary, and the rest of the
discussion will apply to the cases Q = 0 and Q 6= 0 simultaneously.

The derivation of the master variable Φ, defined in (5.48), and thus the derivation
of the form of Ψ± given in the previous section does not directly work for σ = 0.
We remedy this as follows: for σ 6= 0, the linear constraint (5.43) shows that Z/iσ
can be written as a linear combination of X, Y , A and A′; thus, so can Φ, and
therefore, making the dependence of the construction on σ ∈ C explicit,

Ψ±(σ) = CX±(σ)X + CY±(σ)Y + CA±(σ)A+ CA′±(σ)A′,

where the C•±(σ) are rational functions of r depending analytically on σ ∈ C.
Concretely, defining

H̃(σ) := H(k2µ′ − 4rσ2),



NON-LINEAR STABILITY OF KERR–NEWMAN–DE SITTER 65

and recalling the quantities m, x, y and z from (5.47), we have

CX± =
a±PX

3H̃
, CY± =

a±PY

3H̃
,

CA+ = 1 +
µ(m+ 2)PA

c̃rH̃
, CA− = b−

(
1 +

6a−µ(m+ 2)x

rH̃

)
,

CA′+ =
2µ2PA

c̃H̃
, CA′− =

4b−µ
2(c̃− 4rz)

rH̃
,

(5.65)

where the functions PX , PY and PA, given in equation (B.3), are smooth in [r−, r+].
For later use, we conversely compute the expressions for X, Y and A in terms of
Ψ±(σ) and Ψ′±(σ): defining the positive function

ĉ := r−1(c̃− 3M•) = r−1
√

9M2
• + 4mQ2, (5.66)

we have

X = −
(4Q

ĉµ
σ2 +

2Q

ĉr2H2
PX+

)
Ψ+ +

(3M•
ĉµ

σ2 +
3

8c̃ĉH2
PX−

)
Ψ−

− 2Q

ĉrH
Q+Ψ′+ +

3x

4ĉH
Q−Ψ′−,

Y =
(4Q

ĉµ
σ2 − 4Qz

rĉc̃H2
PY+

)
Ψ+ −

(3M•
ĉµ

σ2 +
x

8c̃ĉH2
PY−

)
Ψ−

+
2Q

ĉr

(
4µ+

Q+

H

)
Ψ′+ −

3x

4ĉ

(
4µ+

Q−
H

)
Ψ′−,

A =
c̃r−1 − 4z

2ĉ
Ψ0

+ +
2z(c̃+mr)

b−ĉc̃
Ψ0
−,

(5.67)

where the functions PX±, PY± and Q±, given in equation (B.4), are independent
of σ, and smooth in [r−, r+]. From (5.65), we see that the functions C•±(σ) are
smooth in {r : µ′(r) 6= 4rσ2/k2}.

One can now check that if one defines

Ψ0
± := CX±(0)X + CY±(0)Y + CA±(0)A+ CA′±(0)A′, (5.68)

then Ψ0
± solves the master equation (5.57), for σ = 0, away from the isolated critical

point r2 ∈ (r−, r+) of µ in the black hole exterior region. That is,19

µ(µ(Ψ0
±)′)′ − V±Ψ0

± = 0, r 6= r2. (5.69)

Note that Ψ0
± is bounded by 1/µ′(r) near r2; indeed, µ′Ψ0

± is smooth on (r−, r+),
as follows from the form (5.65) of the coefficients. We contend that Ψ0

± is in
fact smooth at r2 as well. To see this, we note that by (5.64), equation (5.39),
evaluated at r2, yields Y ′ = −4Qr−2A′, which when plugged into (5.42) gives the
linear relation

C ′XX + C ′Y Y + C ′AA+ C ′A′A′ = 0,

C ′X = −Λ +
Q2

r4
, C ′Y =

k2 − 2

r2
+ Λ +

3Q2

r4
, C ′A =

4k2Q

r4
, C ′A′ =

8Qµ

r3
,

19Without further calculations, this almost follows directly from (5.57): if (X,Y,A) are ar-
bitrary, i.e. not necessarily solutions of the linearized Einstein–Maxwell system, then the equa-

tion (5.57) is equal to some linear combination (with coefficients meromorphic in σ) of the com-

ponents of the linearized Einstein–Maxwell system and their derivatives; thus, if the coefficients
of this linear combination are regular at σ = 0, then we can indeed conclude that for a stationary

perturbation (X,Y,A), the master variables Ψ0
± solve (5.69) in their domain of definition.
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at r2; one can then check that at r2, the vectors

(CX±(0), CY±(0), CA±(0), CA′±(0))

are both scalar multiples of (C ′X , C
′
Y , C

′
A, C

′
A′), which implies that the smooth

function µ′Ψ0
± vanishes at the simple zero r2 of µ′. Therefore, Ψ0

± is smooth, as
claimed, and consequently, Ψ0

± satisfies (5.69) globally on (r−, r+).
Lastly, we observe that at either horizon r = r− or r = r+, we have CX±(σ) =

CY±(σ) for σ near 0, as follows from the construction in the previous section, or
directly from the calculation PY − PX = 12Hµ and µ(r±) = 0. This shows that
Ψ0
± ∈ C∞([r−, r+]). Using the S-deformation (5.60), we thus find that Ψ0

±,1 :=

eϕ±Ψ0
± ∈ C∞([r−, r+]) solves the equation (5.62) for σ = 0, that is(

(µ∂r)
∗(µ∂r) + Ṽ±

)
Ψ0
±,1 = 0, (5.70)

with the adjoint defined in (5.60); recall here the form of the potentials from (5.59).
Pairing this against χ(ε−1µ)Ψ0

±,1, with χ(x) smooth in x ≥ 0, vanishing for x near
0 and identically 1 for large x, and letting ε → 0+ implies, using the positivity

of Ṽ±, that Ψ0
±,1 ≡ 0, and thus Ψ0

± ≡ 0. Now, X, Y and A can be expressed as

linear combinations of20 Ψ0
± and (Ψ0

±)′; these expressions are obtained from (5.67)
by putting σ = 0. Therefore X = Y = A ≡ 0, hence all gauge-invariant quantities
vanish in µ > 0, and the unique continuation argument involving equation (5.34)

shows that they vanish on all of X̂.
Since the discussion around equation (5.27) applies without any restriction on

σ, the proof of Proposition 5.4 is now complete.

5.2.3. Vector perturbations. Given a vector perturbation (5.10), so

ġ =

 0
rf ⊗ V

− 2
k r

2HT /δ
∗V

 , Ȧ =

(
0

rKV

)
in the splittings (5.5) and (5.6), we consider pure gauge modifications of the same
type,

(δġ, δȦ) = (Lu]g,Lu]A), u = rLV, (5.71)

with L ∈ C∞(X̂). (There are no gauge modifications of A which are of vector

type.) Writing δġ and δȦ in terms of δf , δHT and δK analogously to (5.10), the
expressions (5.19) and (5.20) give

δf = rd̂(r−1L), δHT = −kr−1L, δK = 0.

Therefore, the perturbation (ġ, Ȧ) is described by the gauge-invariant quantities

J := f +
r

k
d̂HT ∈ C∞(X̂;T ∗X̂), K ∈ C∞(X̂).

Indeed, suppose J = 0 and K = 0, then the choice u = rLV, L = −k−1rHT , gives
(ġ, Ȧ) = (ġ, 0) = (Lu]g,Lu]A), thus displaying (ġ, Ȧ) as a pure gauge perturbation;

note that u] is a mode if (ġ, Ȧ) is a mode.
Consider first the linearized second Bianchi identity (2.32), which holds provided

L2(ġ, Ȧ) = 0: expressing the vector type symmetric 2-tensor L1(ġ, Ȧ) analogously

20At frequencies σ 6= 0, this is again automatic, as Φ and A are linear combinations of Ψ± by
the definition of the latter, and then X and Y can be recovered from Φ, A and their derivatives

by means of (5.50).
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to (5.10) in terms of fE and HE
T , this gives (without needing to assume L1(ġ, Ȧ) =

0)

δgGg

 0
rfE ⊗ V
− 2
k r

2HE
T
/δ∗V

 ≡ 0 ⇐⇒ r−2δ̂r3fE +
k2 − 1

k
HE
T ≡ 0.

In particular, fE = 0 implies HE
T = 0, since k2− 1 6= 0. Thus, instead of analyzing

the system L (ġ, Ȧ) = 0, one can equivalently study

π̂2L1(ġ, Ȧ) = 0, L2(ġ, Ȧ) = 0, (5.72)

where

π̂2 :

 0
rfE ⊗ V
− 2
k r

2HE
T
/δ∗V

 7→ fE .

The linearized Einstein–Maxwell equation (and hence this system), being gauge-
invariant, can be expressed in terms of the quantities J and K: following the
recipe explained in §5.2.1, this calculation is most easily done by working in the
gauge with HT = 0, in which case the gauge-invariant quantity J is related to the
perturbation variable f simply by J = f . After some algebraic manipulations using
the calculations in §5.1, the system (5.72) is then found to be equivalent to

r−2δ̂r4d̂(r−1J)− (k2 − 1)r−1J − 4Qr−2?̂d̂(rK) = 0,

�̂(rK)− (k2 + 1)r−1K −Q?̂d̂(r−1J) = 0.
(5.73)

The second Bianchi identity reads δ̂(rJ) = 0, which follows from the first equation

after applying d̂r2. It implies that we can write

?̂rJ = d̂(rΦ) (5.74)

for some function Φ on X̂. After multiplication from the left by r2?̂, the first
equation in (5.73) becomes

d̂r4δ̂r−2d̂(rΦ)− (k2 − 1)d̂(rΦ)− d̂(4QrK) = 0,

therefore r4δ̂r−2d̂(rΦ)− (k2− 1)rΦ− 4QrK = c is constant; since we can change Φ
by adding r−1c′ for any c′ ∈ R without affecting (5.74), we may assume c = 0, so

rδ̂r−2d̂rΦ− (k2 − 1)r−2Φ− 4Qr−2K = 0. (5.75)

This gives

�̂Φ− r−2
(
k2 + 1− 6M•

r
+

4Q2

r2

)
Φ− 4Qr−2K = 0. (5.76)

(This recovers [KI03, equations (5·14) and (5·15)] with n = 2, kV = k, M = M•
and Q = 0, K = 0.) On the other hand, the second equation in (5.73) can be
rewritten, using (5.74) and (5.75), as

�̂(rK)− r−2
(
k2 + 1 +

4Q2

r2

)
(rK)− (k2 − 1)Qr−3Φ = 0.

It is convenient to combine this with (5.76) into a system for

Ψ :=

(
(k2 − 1)1/2Φ

2rK

)
,
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namely

�̂Ψ− (V + T )Ψ = 0,

V = r−2
(
k2 + 1− 3M•

r
+

4Q2

r2

)
,

T = r−3

(
−3M• 2Q(k2 − 1)1/2

2Q(k2 − 1)1/2 3M•

)
,

with �̂ acting component-wise; for Λ = 0, this recovers [Mon74a, equations (18)–
(20)]. Since T is a constant coefficient symmetric matrix, this system can be diag-

onalized and yields scalar wave equations �̂Ψ± − V±Ψ± = 0 for suitable linearly
independent constant coefficient linear combinations Ψ± of the components of Ψ,
where

V± = V ± 2Q(k2 − 1)1/2r−3 = r−2
((

(k2 − 1)1/2 ±Qr−1
)2

+ 2− 3M•
r

+
3Q2

r2

)
;

thus, 2r2V± ≥ 3µ + 1 + Λr2 + 3Q2

r2 > 0 in the black hole exterior region (r−, r+),

where µ > 0. This implies that the operators �̂ − V± do not have any resonances
in Imσ ≥ 0. Since the functions Ψ± are non-decaying modes, this implies Ψ± = 0,

hence J = 0 and K = 0, and therefore (ġ, Ȧ) is a pure gauge solution.
The proof of Proposition 5.4 is complete.

5.3. Scalar l = 1 modes. For scalar modes with l = 1, so k2 = 2, we now show
how to obtain the analogue of Proposition 5.4, i.e. only considering modes, rather
than generalized modes, which as in Corollary 5.5 implies the l = 1 scalar part of
Theorem 5.1.

Not assuming (ġ, Ȧ) to be a mode at first, we recall from (5.11) that for such
perturbations, the component HT is no longer defined, so

ġ =

 f̃S
− r
kf ⊗ /dS

2r2HLS/g

 , Ȧ =

(
K̃S

− r
kK /dS

)
(5.77)

in the splittings (5.5) and (5.6). Likewise, the corresponding component HE
T of the

tensor 2L1(ġ, Ȧ) (see the discussion preceding (5.28)) is not defined. Let us define

HT = 0, and define X, F̃ , J and N as in (5.25) and (5.26). Pure gauge modifications

of the form (5.23) change f̃ etc. exactly as in (5.24), with the equation for δHT

absent, in particular, using the notation of (5.24),

δX = −T +
r2

k
d̂(r−1L), δK = −k

r
(ιAT + P ). (5.78)

Thus, given any L, we can choose T and P so as to make X + δX = 0 and
K + δK = 0; furthermore, if L is a mode, then so are T and P . Then, working in
a gauge with

X = 0, K = 0, (5.79)

we have

F̃ = f̃ , J = HL, N = K̃, (5.80)

and as in the discussion preceding (5.28), we conclude that the linearized Einstein–

Maxwell equation L (ġ, Ȧ) = 0 is equivalent to the system of equations (5.28),

(5.29), (5.30), (5.32), and (5.33). We stress that this formulation of L (ġ, Ȧ) = 0
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is only valid in the gauge (5.79). The quantities F̃ , J and N are no longer gauge-
invariant, rather

δF̃ =
2

k
δ̂∗r2d̂r−1L, δJ =

k

2r
L− r

k
ιρd̂(r−1L), δN =

r2

k
ιd̂(r−1L)d̂A, (5.81)

with the understanding that for any choice of L, we choose T and P as explained
after (5.78) to enforce our choice of gauge. Working in the gauge (5.79) (thus

f = 0), we note that the vanishing of the quantities F̃ , J and N is equivalent to

(ġ, Ȧ) ≡ 0.

Defining HE
T := − k2

2r2 t̂r F̃ , we claim that one can arrange for the absent equa-

tion (5.31), HE
T = 0, to hold by a suitable choice of gauge, namely we need to

solve

δHE
T =

k

r2
δ̂r2d̂r−1L = −k�g(r−1L) = −HE

T . (5.82)

Thus, arranging HE
T + δHE

T = 0 amounts to solving a scalar wave equation for
r−1L.

Let us now consider mode solutions with frequency σ ∈ C, Imσ ≥ 0, σ 6= 0 in
t∗. Define A as in (5.35), as well as X, Y and Z as in (5.37); these four functions
can then be taken to be modes with frequency σ. Writing HE

T = e−iσt∗HE
T,0,

equation (5.82) for L = e−iσt∗L̂(r) becomes the stationary equation

�̂g(σ)(r−1L̂) = k−1HE
T,0,

which has a smooth solution L̂ since �̂g(σ)−1 exists by our assumptions on σ. Thus,

choosing L̂, thus L, and thus the gauge in this manner (i.e. adding a suitable pure

gauge solution to (ġ, Ȧ)), the linearized Einstein–Maxwell system is again given by
the system (5.28)–(5.33). We can then follow the arguments in §5.2.1, using the

non-negativity of Ṽ± in (5.59), to conclude that the (no longer gauge-invariant)
quantities (5.80) all vanish, in addition to X and K by our choice of gauge (5.79);

but then (ġ, Ȧ) = (0, 0). Therefore, the original (ġ, Ȧ) is a pure gauge solution, as
desired.

For stationary perturbations, so σ = 0, the function HE
T is stationary as well;

since the scalar wave operator �g has a rank 1 resonance at 0 with resonant states
given by constants, the equation (5.82) for L can be solved by

r−1L = λt∗ + r−1L0, (5.83)

with λ ∈ R and L0 ∈ C∞(X̂) radial. Thus L may not be stationary at this point,
but rather grows linearly in general; however we will show that necessarily λ = 0.

For any L as in (5.83), d̂(r−1L) is stationary still, hence adding to (ġ, Ȧ) the pure
gauge solution corresponding to this L (and taking T and P as explained after

(5.78)), the new perturbation variables F̃ and N are still stationary, see (5.81);

furthermore t̂r F̃ = 0, and J − λkt∗
2 is stationary. If we define X, Y and Z as in

(5.38), we thus conclude that Z =: Z0 is stationary, while

X = λkt∗ +X∗,0, Y = λkt∗ + Y∗,0

with X∗,0, Y∗,0 ∈ C∞(X̂) stationary. Next, A in (5.35) can be written as

A = λ′t∗ +A∗,0
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with λ′ ∈ R and A∗,0 ∈ C∞(X̂) stationary, see the first paragraph of §5.2.2. Using
t∗ = t−T (r) as in (3.13), with T ∈ C∞((r−, r+)), T (r)→ +∞ as r → r±, we write

X = λkt+X0, Y = λkt+ Y0, A = λ′t+A0,

where

X0 = X∗,0 − λkT, Y0 = Y∗,0 − λkT, A0 = A∗,0 − λ′T ; (5.84)

note that X0 etc. are only defined in (r−, r+). Evaluating (5.40), we find (using

k =
√

2) that Z = Z0 is given by

Z0 = −λkr
(

1− 3M•
r

+
2Q2

r2

)
.

(In contrast to the stationary l ≥ 2 scalar-type case discussed in §5.2.2, we cannot
conclude Z0 ≡ 0 in the present setting yet.) The first equation in (5.39) then yields

λ′ = −Q
k
λ; (5.85)

this is the same as what one obtains from comparing the t-coefficients in equa-
tion (5.42).

We now contend that the stationary functions X0, Y0 and A0 satisfy the same
equations as X, Y and A in the stationary l ≥ 2 case considered in §5.2.2; this
is a consequence of the fact that, given our definition of Z0, the equations (5.39),
(5.40) and (5.42) are either identities, or (equating coefficients of t and constant
coefficients, respectively) precisely the equations used in §5.2.2. In detail, since
∂tZ ≡ 0, the second equation in (5.39) is an equation for X0, Y0 and A0 (formally
obtained by deleting the term with Z, and replacing X by X0, etc.), likewise for the
constant (in t) coefficient of (5.42) (formally, deleting all terms involving ∂t, and
replacing X by X0, etc.); in both of the resulting equations, Z0 does not appear,
thus making the resulting first order ODE system take the same form as the system
we implicitly used in §5.2.2 (where we had Z ≡ 0). Lastly, equation (5.36) for A
gives two equations, one corresponding to the coefficient of t, which one can verify
is an identity given (5.85), and one corresponding to the constant coefficient, which
is formally obtained by replacing A by A0 and J = (X + Y )/4 by (X0 + Y0)/4.
This proves our contention.

Since all manipulations of equations in our entire mode stability discussion are
purely algebraic, we can now follow the arguments in §5.2.2, replacing X by X0,
etc., to deduce the master equations (5.70) for Ψ0

±,1 = eϕ+Ψ0
±, with Ψ0

± given in

(5.68). (One may set k2 = 2 in the discussion there without incurring any singular
terms.)

Let us first consider the situation for Ψ0
+,1: the coefficients CX±(0) etc. are

smooth down to µ = 0, and we have(
CX+(0), CY+(0), CA+(0), CA′+(0)

)
= (Q/4, Q/4, 1, 0)

there. But then, using (5.85) in the expressions (5.84), the most singular contribu-
tions to Ψ0

+,1 of size T ∼ | logµ| cancel due to Q/4(−λk)+Q/4(−λk)+1·(−λ′) = 0,
therefore in fact

Ψ0
+,1 ∈ C∞([r−, r+]) + µT · C∞([r−, r+]),

which suffices to deduce Ψ0
+,1 ≡ 0 in (r−, r+) from the master equation (5.70) by

using the positivity of the potential Ṽ+, as explained in the paragraph following
this equation.
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On the other hand, the coefficients in the definition of Ψ0
−,1 at r = r± (where

µ = 0) are given by(
CX−(0), CY−(0), CA−(0), CA′−(0)

)
=

1

6M•
(2Q2 − 3M•r±, 2Q

2 − 3M•r±, 8Q, 0);

in this case,

CX−(0)(−λkT ) + CY−(0)(−λkT ) + CA−(0)(−λ′T ) = λkr±T ;

observe that for λ 6= 0, this gives

Ψ0
−,1 → (sgnλ)∞, r → r±, (5.86)

i.e. the limit is either +∞ at both horizons, or −∞ at both horizons. Now, the
equation for for Ψ0

−,1 reads (after factoring out a non-vanishing prefactor, and using

that Ṽ− ≡ 0 for k2 = 2)

∂re
−2ϕ+µ∂rΨ

0
−,1 = 0,

thus

Ψ0
−,1 = c1

∫
e2ϕ+

µ
dr + c2

for c1, c2 ∈ R. But then for c1 6= 0, we have Ψ0
−,1 → ±(sgn c1)∞ as r → r±, which

contradicts (5.86); therefore, we must have c1 = 0, correspondingly λ = 0, and
therefore Ψ0

−,1 = c2 is constant, and Ψ0
± = c2H

−1
+ = c2r/6M•. Furthermore, we

obtain Z = Z0 ≡ 0, and X = X0, etc. We also point out that this shows that the
gauge modification function L in (5.83) is in fact stationary.

Recall now that in the present, l = 1, setting, Ψ0
−,1 is not gauge-invariant; the

next step is thus to show that Ψ0
+,1 ≡ 0 and Ψ0

−,1 = c2r/6M• is a pure gauge
solution. For this purpose, by linearity it suffices to consider the case c2 = −6M•,
so Ψ0

± = −r, which by virtue of (5.67) after a brief calculation corresponds to

X = 1, Y = 1, A = −Q
2
,

i.e. to a perturbation with F̃ ≡ 0, J = 1/2, and N = 0, which according to (5.77),
(5.81) and the choice of gauge above is the perturbation given by

ġ = r2S/g, Ȧ = 0;

this however is equal to a pure gauge solution as in (5.23) for T = 0, P = 0 and

L = 2r/k. Therefore, upon adding to our original mode perturbation (ġ, Ȧ) a pure

gauge mode solution which is smooth on X̂ (not merely in (r−, r+)), the resulting

smooth mode perturbation in the gauge (5.81) has F̃ = 0, J = 0 and N = 0
in (r−, r+); but then the unique continuation argument involving equation (5.34)

applies, and hence F̃ = 0 etc. on all of X̂. In summary, we have shown that a
stationary l = 1 scalar perturbation is equal to a pure gauge solution, with the
quantities T , P and L stationary as well.

This finishes the proof of Theorem 5.1 for scalar l = 1 perturbations.
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5.4. Vector l = 1 modes. We next consider a perturbation of the form (5.12);
thus, in the splittings (5.5) and (5.6), we have

ġ =

 0
rf ⊗ V

0

 , Ȧ =

(
0

rKV

)
.

We assume that (ġ, Ȧ) is a non-decaying generalized mode solution of L (ġ, Ȧ) = 0,
i.e. with frequency σ, Imσ ≥ 0. There is no analogue of Corollary 5.5 in the case
that there are mode solutions of L (ġ, Ȧ) = 0 which are not pure gauge; thus, in
such cases, one has to deal with generalized modes directly.

The pure gauge terms which are of vector l = 1 type are given in (5.71): they
are determined by a 1-form u = rLV, and for l = 1 vectors, thus /δ∗V = 0, we have

Lu]g = 2δ∗gu = 2r2d̂r−1L⊗s V, Lu]A = 0.

Thus, adding Lu](g,A) to (ġ, Ȧ) amounts to changing f to f+rd̂(r−1L) and leaving
K unchanged. Therefore, the gauge-invariant quantities associated with the given
perturbation (ġ, Ȧ) are

d̂(r−1f), K. (5.87)

Indeed, if both vanish, then we can choose L with d̂(r−1L) = r−1f as the cohomol-

ogy of X̂ is trivial: one can obtain L by simply integrating r−1f , starting from a
fixed point in M◦. (In general, the expansion of L in powers of t∗ will thus have

one higher power of t∗ than (ġ, Ȧ), thus f .) For the 1-form u = rLV, this gives

(ġ, Ȧ) = (2rf ⊗s V, 0) = (Lu]g,Lu]A),

as desired.
The equation L (ġ, Ȧ) = 0, expressed in terms of the gauge-invariant quantities

(5.87), is equivalent to the system

r−2δ̂r4d̂(r−1f)− 4Qr−2?̂d̂(rK) = 0,

δ̂d̂(rK)− 2r−1K −Q?̂d̂(r−1f) = 0.
(5.88)

Before analyzing this system, we point out that a linearized KNdS solution in which
we change the angular momentum, rotating around the same axis as V, so

(∂agb|b0 , ∂aĂb|b0) = (2(1− µ) sin2 θ dt dφ,Qr−1 sin2 θ dφ)

in static coordinates, is of the form (5.12) with f = ( 2M•
r2 + Λr

3 −
Q2

r3 )dt, K = Qr−2

and V = sin2 θ dφ; the gauge-invariant quantities associated with this particular
perturbation are thus21

?̂d̂(r−1f) = 4Q2r−5 − 6M•r
−4, K = Qr−2. (5.89)

Returning to the analysis of (5.88) in general, we note that the first equation

and the 2-dimensional nature of X̂ (thus d̂(r−1f) is a top degree form) imply

r4?̂d̂(r−1f)− 4QrK = c

21A simple calculation verifies that these quantities indeed solve (5.88).
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for some constant c ∈ R. Note that this does not use the fact that (ġ, Ȧ) is a
generalized mode solution. (For the perturbation (5.89), one has c = −6M•.)
Plugging this into the second equation gives

(�̂− V )(rK) = Qr−4c, V = 2r−2 + 4Q2r−4. (5.90)

Since V > 0, the scalar operator �̂−V on X̂ has no resonances in the closed upper
half plane; since rK is a non-decaying generalized mode, we conclude that rK must
in fact be stationary. More precisely, since K = Qr−2 solves this equation with
c = −6M• by the discussion of the linearized KNdS solution, we have K = − cQ

6M•r2 .

Thus, subtracting the linearized KNdS solution − c
6M•

(∂agb|b0 , ∂aAb|b0) from

(ġ, Ȧ) — which preserves the generalized mode nature of (ġ, Ȧ) — we can assume

that c = 0, hence K = 0 (therefore Ȧ = 0), and thus d̂(r−1f) = 0, so all gauge-

invariant quantities vanish. Our original (ġ, Ȧ) is therefore the sum of a linearized
KNdS solution and a pure gauge solution.

Remark 5.9. For purely gravitational perturbations, i.e. Ȧ = 0, the gauge-invariant

quantity K vanishes, and thus d̂(r−1f) = 0 and (ġ, 0) is a pure gauge solution as
above for general ġ, that is, without using the assumption that ġ is a non-decaying
generalized mode; this is the case considered in [HV16b, §7]. Similarly, purely

electromagnetic perturbations, i.e. ġ = 0, have d̂(r−1f) = 0, hence K = − c
4Qr ,

which plugged into (5.90) yields c = 0, and again (0, Ȧ) is a pure gauge solution

for general Ȧ. For general coupled gravitational and electromagnetic perturbations
however, and for c = 0, the wave equation (5.90) for K is expected to have non-
trivial exponentially decaying mode solutions; we do not study this here however.
Thus, it is likely that there are dynamical degrees of freedom for vector l = 1
perturbations, unlike in the purely gravitational context considered in [HV16b];
this was already pointed out by Moncrief [Mon75, §VII].

5.5. Spherically symmetric perturbations (l = 0 modes). The simple proof
of Birkhoff’s theorem given by Schleich and Witt [SW10] can easily be extended
to the spherically symmetric Einstein–Maxwell system; we proceed to describe the
linearized version of such an extension. (An alternative approach uses the formu-
lation of the Einstein–Maxwell system as a characteristic initial value problem in
a double null gauge, see e.g. [DR16, equations (2.3)–(2.6)].) A general spherically
symmetric perturbation takes the form

ġ = µ̇ dt2∗ + 2ġ01 dt∗ dr + ġ11 dr
2 + ġS r

2
/g, Ȧ = Ȧ0 dt∗ + Ȧ1 dr, (5.91)

where the coefficients are functions of (t∗, r). Assuming that L (Ȧ, ġ) = 0, we aim
to show that this must be equal to a linearized RNdS solution (g′(b′), A′(b′)) for

some b′ = (Ṁ•,0, Q̇) ∈ R5, up to a pure gauge term. To do so, we first work locally
near the horizons r = r± using the forms (3.11) and (3.16) of the metric and the
4-potential, so we write

g = µdt20 ± 2 dt0 dr − r2
/g, A = q dt0, (5.92)

near r = r±, where we set

µ = 1− 2M•
r
− Λr2

3
+
Q2

r2
, q = −Qr−1 (5.93)

The function t0, defined in (3.10) near r = r±, does not match up in the overlap
region (r−, r+), so should properly be denoted t0,±, and correspondingly A± =
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−Qr−1 dt0,±, but we drop the subscript for brevity. (The A here differs from (3.16)
by an exact 1-form; note here that adding an exact 1-form to A not only does not
change the form, but in fact not any of the coefficients of the linearization of (2.2)
around (g,A), since (2.2) only involves A through dA.) We note that in the form

(5.92), the linearization of (g,A) in (M•, Q) in the direction (Ṁ•, Q̇) takes the form

g′ =
(
−2Ṁ•

r
+

2QQ̇

r2

)
dt20, A′ = −Q̇r−1 dt0, (5.94)

i.e. this is the form of a linearized RNdS metric, which on its domain of definition
differs from (g′(b′), A′(b′)) for b′ = (Ṁ•,0, Q̇) — see Definition 3.5 and recall that
we are dropping the subscript ‘b0’ — by a pure gauge term.

We are free to add pure gauge terms to (ġ, Ȧ), defined in (5.91), corresponding to

aspherical vector fields V ∈ C∞(X̂;TX̂) and functions a ∈ C∞(X̂); thus, in (t0, r)
coordinates, V = V0(t0, r)∂t0 + V1(t0, r)∂r and a = a(t0, r). We compute:

Lemma 5.10. Let us consider the metric and 4-potential defined in (5.92). As a
map between sections of

〈∂t0〉 ⊕ 〈∂r〉 and 〈dt20〉 ⊕ 〈2 dt0 dr〉 ⊕ 〈dr2〉 ⊕ 〈/g〉,

we then have

L̃g =


2µ∂t0 ±2∂t0 + µ′

µ∂r ± ∂t0 ±∂r
±2∂r 0

0 −2r

 ,

while as a map between sections of 〈∂t0〉 ⊕ 〈∂r〉 and 〈dt0〉 ⊕ 〈dr〉, we have

L̃A =

(
q∂t0 q′

q∂r 0

)
Mapping from sections of the trivial bundle R into 〈dt0〉 ⊕ 〈dr〉, we have d =
(∂t0 , ∂r)

t.
Lastly, for any smooth 1-form ω = u dt0 + v dr, there exists a smooth function a

with (ω + da)(∂r) = 0, i.e. ω + da has no dr component.

Proof. The first three claims are simple calculations; the last claim follows by taking
a solving ∂ra = −v. �

Thus, rewriting the perturbation (5.91) in the form

ġ = µ̇ dt20 ± 2Ẋ dt0 dr + Ż dr2 − 2rẎ /g, Ȧ = q̇ dt0 + Ȧ1 dr

(with a new function Ȧ1), we may add a pure gauge solution (LV g,LVA) with

V = v∂t0 , where v solves ±2∂rv = −Ż, in order to eliminate the dr2 component of

ġ. Further, by adding another such pure gauge solution, now with V = −Ẏ ∂r, we
can eliminate the /g component of ġ. Afterwards, we can replace Ȧ by Ȧ + da for

suitable a so as to eliminate the dr component of Ȧ. Up to pure gauge solutions,
we can thus write the perturbation as

ġ = µ̇ dt20 ± 2Ẋ dt0 dr, Ȧ = q̇ dt0. (5.95)

To proceed, we use the linearized Einstein–Maxwell equations. For (g,A) of the
general form

g = µdt20 ± 2X dt0 dr − r2
/g, A = q dt0,
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where µ,X, q may be any functions of (t0, r), the vanishing of the dr2 component
of

E := Ric(g) + Λg − 2T (g, dA)

is equivalent to ∂rX = 0. Thus, the linearized Einstein–Maxwell equations for
(5.95) imply ∂rẊ = 0, so Ẋ is a function of t0 only; writing Ẋ = ∂t0f with

f = f(t0), we may subtract L̃g(2f∂t0) from ġ to eliminate the dt0 dr component of
ġ. We may therefore assume

Ẋ ≡ 0, so ġ = µ̇ dt20, Ȧ = q̇ dt0.

with new functions µ̇ and q̇. Considering (g,A) of the form (5.92), but with µ and
q arbitrary functions of (t0, r), Maxwell’s equation becomes

δgdA =
(
−µ(2r−1∂rq + ∂rrq)± ∂t0∂rq

)
dt0 ∓ (2r−1∂rq + ∂rrq) dr = 0. (5.96)

When linearized around µ, q given in (5.93), the dr component implies ∂rr
2∂r q̇ = 0,

so q̇ = q̇0 − Q̇r−1 with q̇0 and Q̇ functions of t0 only. Since q̇0(t0) dt0 is exact, we

may assume q̇0 ≡ 0 by adding an exact 1-form to Ȧ; thus q̇ = −Q̇r−1. The dt0
component of (5.96) implies ∂t0Q̇ = 0, therefore Q̇ is constant.

Next, the vanishing of the spherical part of E for arbitrary (g,A) of the form
(5.92) is equivalent to

−1 + Λr2 + ∂r(rµ) + r2(∂rq)
2 = 0.

Linearized around (5.93) and using the already determined form of q̇, this gives

∂r(rµ̇) + 2r−2QQ̇ = 0,

hence

µ̇ = −2Ṁ•
r

+
2QQ̇

r2
,

where Ṁ• is a constant of integration in r, thus it is a priori a function of t0; this
is almost the desired result (5.94). But the dt20 component of E = 0 reads

µ
(
2∂rµ+ r(2Λ− 2(∂rq)

2 + ∂rrµ)
)
± 2∂t0µ = 0.

For µ, q given by (5.93), the expression enclosed in large parentheses vanishes for
all values of M• and Q, and since it does not involve t0 derivatives, it vanishes in
fact for µ, q of the form (5.93) for which M• depends on t0. Thus, linearizing this

equation around the µ, q given in (5.93) yields ∂t0 µ̇ = 0, i.e. Ṁ• = 0. This proves

(ġ, Ȧ) = (g′, A′), given in (5.94), up to pure gauge terms.
Since this argument was local near the horizons, we need to patch the pure gauge

solutions together to get the desired global (in r) result. For a perturbation (ġ, Ȧ) of
the general form (5.91) solving the linearized Einstein–Maxwell system, we showed
that

(ġ, Ȧ) =
(
g′(b′±) + LV±g,A′(b′±) + LV±A+ da±

)
for r < r+ (the ‘−’ case), resp. r > r− (the ‘+’ case). Now (g′(b′+), A′(b′+)) can
be brought into the form used near r−, i.e. (5.95) with the bottom sign; since
this leaves µ̇ unaffected, we conclude by comparing coefficients that we must have
b′+ = b′− ≡ b′. Therefore LV+−V−g = 0, so V+ − V− is spherically symmetric
and Killing, hence a constant multiple of the globally defined vector field ∂t∗ ; thus
V+ = V− + cV ∂t∗ ≡ V for a suitable cV ∈ R, with LV±g = LV g. We then find
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d(a+ − a−) = 0, hence a+ = a− + ca ≡ a for a suitable ca ∈ R, and we conclude
that

(ġ, Ȧ) = (g′(b′) + LV g,A′(b′) + LVA+ da),

with V and a defined globally on M◦. This finishes the proof of Theorem 5.1 in
spherical symmetry.

We remark that if (ġ, Ȧ) was a generalized mode with highest power tk∗, k ∈ N0,
in the expansion, then (V, a) constructed above is a generalized mode as well (with
the same frequency σ), with highest power in t∗ at most tk+1

∗ .
This completes the proof of Theorem 5.1.

6. Constraint damping

We return to the analysis of the gauge-fixed Einstein–Maxwell system linearized
around (g,A) ≡ (gb0 , Ab0). Concretely, following the discussions in §1.4 and §2.2,
and preparing the non-linear analysis in §9.1, we work with the formulation

Dg(Ric + Λ)(ġ)− δ̃∗DgΥ
E(ġ) = 2Dg,dAT (ġ, dȦ), (6.1)

Dg,A(δ(·)d(·))(ġ, Ȧ)− d̃ΥM (g, Ȧ) = 0, (6.2)

with gauge terms defined by (3.32)–(3.33), where δ̃∗ and d̃ are modifications of
δ∗g and d as discussed around (2.21) and (2.25); we will make concrete choices
momentarily. (We remark that the gauge term in the second equation arises by
linearizing ΥM (g,A − Ab0) around (g,A) = (gb0 , Ab0), see also (3.38); this is the
type of gauge term studied in §3.5.) The constraint propagation equations for ΥM

and ΥE are then

δgd̃(ΥM (g, Ȧ)) = 0, (6.3)

δgGg δ̃
∗(DgΥ

E(ġ)) = 0, (6.4)

cf. (2.39). We recall here that the first equation follows directly from (6.2), hence
it is decoupled from (6.1), while the second equation only follows from (6.1) once

d̃ΥM (g, Ȧ) = 0 is established.
As motivated in the introduction, we wish to show that non-decaying (gener-

alized) mode solutions of the system (6.1)–(6.2) are in fact mode solutions of the
ungauged system (2.33), that is, with the ΥE and ΥM terms absent; we argue now
that this follows once we establish the constraint damping property, i.e. the absence

of resonances in the closed upper half plane, for the operators δgd̃ and δgGg δ̃
∗ sep-

arately. Indeed, if (ġ, Ȧ) is a generalized mode solution of the above gauge-fixed

system, then mode stability for the operator δgd̃, applied to equation (6.3), will

imply ΥM (g, Ȧ) ≡ 0, since this is a non-decaying solution to an equation whose

solutions are exponentially decaying. But then Dg,A(δ(·)d(·))(ġ, Ȧ) ≡ 0 as well, and

thus (6.4) holds; by mode stability for the operator δgGg δ̃
∗, we find DgΥ

E(ġ) ≡ 0,

and thus (ġ, Ȧ) solves the linearized ungauged Einstein–Maxwell system, as claimed.
Thus, we merely need to establish mode stability separately for the operators

appearing in (6.3) and (6.4). In [HV16b, §8], Vasy and the author proved:

Theorem 6.1. See [HV16b, Theorem 8.1]. Let t∗ denote the timelike function on
RNdS constructed in Lemma 3.3, and define

δ̃∗u = δ∗gu+ γ1 dt∗ · u− γ2u(∇t∗)g, γ1, γ2 ∈ R.
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Then there exist parameters γ1, γ2 > 0 and a constant α > 0 such that all resonances

σ of the constraint propagation operator δgGg δ̃
∗ satisfy Imσ < −α.

Proof. The proof in the reference deals with the uncharged Schwarzschild–de Sitter
case, but works without any modifications in the RNdS setting as well: indeed,
the RNdS metric, as given in Lemma 3.3, has the same form as the Schwarzschild–
de Sitter metric in the form [HV16b, equations (8.5)–(8.6)]. �

We continue to use the form of the metric given in Lemma 3.3. We now establish

mode stability for δgd̃ for a suitable modification of d̃.

Theorem 6.2. With t∗ as in Lemma 3.3, define

d̃u = du+ γ3 u dt∗, γ3 ∈ R

for u ∈ C∞(M◦). Then there exists a parameter γ3 > 0 and a constant α > 0 such

that all resonances σ of the constraint propagation operator δgd̃ satisfy Imσ < −α.

We give two proofs: the first is semiclassical — thus, we show that γ3 � 0 works
— following the arguments in [HV16b, §8] in the present, much simplified setting;
the second is perturbative, similar to the one used in [HV15b, Lemma 3.5], in which
we compute the behavior of the simple resonance at 0 for δgd upon increasing γ3

slightly above zero.

First proof. Write γ3 = h−1, then

Phu := h2δgd̃u = (h2�g − iLh)u, Lhu = G(−ihdu, dt∗) + ih(�gt∗)u.

The semiclassical principal symbol of Lh is σb,~(Lh)(ζ) = G(dt∗, ζ), which is posi-
tive, resp. negative, if ζ is future, resp. past, causal, and in particular elliptic in the
causal double cone {ζ ∈ bT ∗M \o : G(ζ) ≥ 0}. Since the semiclassical characteristic

set of h2�g ∈ Diff2
b,~(M) is G−1(ζ) ⊂ bT ∗M , this shows that Ph is semiclassically

elliptic at bT ∗M \ o, i.e. away from the zero section and away from fiber infinity.
The high frequency analysis in [HV16b, §8.2] applies directly to the operator Ph,
giving semiclassical microlocal propagation estimates at real principal type points
(with complex absorption Lh), radial points and at the trapped set in semiclassi-
cal weighted b-Sobolev spaces Hs,ρ

b,h(M) for any fixed regularity s and weight ρ for
sufficiently small h > 0.

The low frequency analysis is vastly simplified compared to [HV16b, §8.3] since
Ph is a scalar operator; it thus suffices to prove the analogues of [HV16b, Lem-
mas 8.17 and 8.18], since the arguments following these in [HV16b, §8.3] then
apply directly to Ph. To do so, we write

Lh = Mt∗ hDt∗ +Mr hDr + ihS

similarly to [HV16b, Lemma 8.13], where now

Mt∗ = c2, Mr = −ν, S = �gt∗ = ν′ + 2r−1ν,

as follows from Lemma 3.3 and [HV16b, Lemma 8.4]. Thus indeed Mt∗ > 0, and
±Mr = ∓ν > 0 is positive for ±(r − rc) > 0, proving the analogue of [HV16b,
Lemma 8.17] in the present setting. Moreover, fixing the volume form dt∗ dr d/g and
defining

`′ =
1

2ih
(Lh − L∗h) =

1

2
(∂rMr + S + S∗) =

1

2
(3ν′ + 8r−1ν)
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analogously to [HV16b, equation (8.18)], we have `′ < 0 near the critical point
r = rc of ∇t∗ (where ν = 0), establishing [HV16b, Lemma 8.18] in the present
context.

Energy estimates near hypersurfaces, discussed in [HV16b, §8.4], are standard
in the present, scalar setting. Finally, the global estimates obtained in [HV16b,
§8.5] hold for our scalar operator Ph as well, and the absence of resonances in a
half space including the closed upper half plane follows as in the reference. �

Second proof. Let us write d̃γ := d + γ dt∗ and Pγ := δgd̃γ . Then P0 = �g is the
scalar wave operator on a non-degenerate RNdS spacetime; the only resonance of
P0 in a half space Imσ > −2α̃, with α̃ > 0 small, is a simple rank 1 resonance
at σ(0) = 0, see [HV17, Lemma 2.14] and the references given there. By general
perturbation results, see [HV16b, Proposition 5.11], the operator Pγ for small γ
therefore has only one simple rank 1 resonance in Imσ > −α̃; denoting its location
by σ(γ), the function σ(·) is analytic near 0, and one can moreover choose a resonant
state φ(γ) ∈ C∞(Y ), with φ(0) = 1, depending analytically on γ. With ψ = 1[r−,r+]

denoting a dual resonant state of �g at 0, so P̂0(0)∗ψ = 0, we then have

0 =
〈 d

dγ
P̂γ(σ(γ))(φ(γ))

∣∣
γ=0

, ψ
〉

= σ′(0)
〈 d

dσ
P̂0(σ)

∣∣
σ=0

(1), ψ
〉

+
〈 d

dγ
P̂γ
∣∣
γ=0

(0)(1), ψ
〉
,

(6.5)

where we integrate over t∗ = 0 with respect to the volume density r2 dr |d/g|. Now

P̂γ(σ) = �̂g(σ) + γ(�t∗)− γ〈d(·), dt∗〉 and

d

dσ
�̂g(σ)

∣∣
σ=0

1 =
d

dσ
(eiσt∗�ge

−iσt∗)
∣∣
σ=0

= −i�gt∗.

Since �gt∗ = r−2(r2ν)′ and ν(r±) = ∓1 in the notation of Lemma 3.3 (see [HV16b,
Lemma 8.4]), so ∫

[r−,r+]×S2

(�gt∗) r
2 dr |d/g| = −4π(r2

+ + r2
−) 6= 0,

we conclude that (6.5) implies 0 = −iσ′(0) + 1, hence σ′(0) = −i. Therefore, for
small γ > 0, we have Imσ(γ) < 0, and Theorem 6.2 follows. �

We summarize the above discussion as follows:

Theorem 6.3. Fix δ̃∗ and d̃ as in Theorems 6.1 and 6.2. Then any non-decaying
generalized mode solution (ġ, Ȧ) (or in fact any generalized mode solution with
temporal frequency σ ∈ C with Imσ ≥ −α) of the linearized gauge-fixed Einstein–

Maxwell system (6.1)–(6.2) on Ω satisfies DgΥ
E(ġ) = 0 and ΥM (g, Ȧ) = 0, and

hence is a solution of the ungauged system (2.33).

7. High frequency analysis of the linearized equation

We now analyze the high frequency properties of the linearized gauged Einstein–
Maxwell system (6.1)–(6.2), which is the linearization around

(g,A) = (gb0 , Ab0)
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of the full non-linear equation we will use in our proof of non-linear stability. Thus,
let us define the linear, stationary second order differential operator

L(ġ, Ȧ) =
(

2
(
Dg(Ric + Λ)(ġ)− δ̃∗DgΥ

E(ġ)− 2Dg,dAT (ġ, dȦ)
)
,

Dg,A(δ(·)d(·))(ġ, Ȧ)− d̃ΥM (g, Ȧ)
)
,

acting on sections (ġ, Ȧ) of the bundle S2 bT ∗ΩM ⊕ bT ∗ΩM ; here, as before, ΥE and
ΥM are given by the expressions (3.32)–(3.33), and T is defined in (2.3). Further-

more, δ̃∗ and d̃ are given by Theorems 6.1 and 6.2, so

(δ̃∗ − δ∗g)u = γ1 dt∗ · u− γ2u(∇t∗)g, (d̃− d)v = γ3 v dt∗, (7.1)

for suitable γ1, γ2, γ3 > 0, where u a 1-form and v a scalar function. We prove:

Theorem 7.1. (Cf. [HV16b, Theorem 4.4].) The operator L satisfies the condition
(4.4) on the subprincipal operator at the trapped set. Furthermore, the quantity

β̂ in (4.2), related to the threshold regularity at the radial sets, satisfies β̂ ≥ 0.

Thus, there exists α > 0 such that for s ≥ 1, the operator L̂(σ) satisfies the high
energy estimates (4.5) in Imσ ≥ −α, and moreover L has no resonances σ with
−α ≤ Imσ < 0.

Proof. The assertions at the trapped set and at the horizons will be verified in the
remainder of this section. We recall that then L has only finitely many resonances
in Imσ ≥ −α for α as in Theorem 4.1; thus, reducing α if necessary guarantees that
all resonances in Imσ ≥ −α in fact satisfy Imσ ≥ 0. The assumption s ≥ 1 ensures
that the above-threshold regularity condition on s in Theorem 4.1 is satisfied (again
reducing α > 0 if necessary). �

The point of this theorem is that it implies that solutions of initial value prob-
lems for L with data in the space Ds,α(Ω;S2 bT ∗ΩM ⊕ bT ∗ΩM) have an asymptotic
expansion into finitely many (generalized) mode solutions up to an exponentially
decaying remainder term in H̄s,α

b (Ω;S2 bT ∗ΩM ⊕ bT ∗ΩM); see the discussion around
(4.7).

The key calculation, which we will describe in §7.2, is that of the subprincipal op-
erator Ssub(L) of L at the trapped set; this is purely symbolic, and correspondingly
the calculation of the main quantity, the spectrum of a certain endomorphism of the
bundle S2bT ∗ΩM ⊕ bT ∗ΩM (pulled back to bT ∗ΩM via the projection π : bT ∗ΩM → Ω)
associated with Ssub(L), is straightforward, even if algebraically somewhat lengthy
as it involves high-dimensional linear algebra. The regularity assumption in The-
orem 7.1 comes from a calculation of the threshold regularity at the radial sets at
the event and cosmological horizons, see §7.3.

We compute the form of L in a bit more detail. For the first component, we use
(2.29) as well as (2.30) together with Eg ≡ 0 (recalling that the background metric,
called t there, is equal to g = gb0 , so the covariant derivatives defining Cκµν there

all vanish). In addition, writing F = dA and Ḟ = dȦ, we note that (5.13) shows
that T (g, F ) depends only on g but no derivatives, hence DgT (ġ, F ) is of order 0
in ġ; on the other hand,

DFT (g, Ḟ ) = −2 tr24
g (F ⊗s Ḟ ) +G(F, Ḟ ) g.
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For the second component of L, we recall DA(δgd(·))(Ȧ) = δgdȦ; moreover, we
write the last term in (5.14) as

ġν
`;µ − ġνµ;` = (d∇ġ)ν

µ`

using the covariant exterior derivative of ġ viewed as a T ∗M◦-valued 1-form, so

S2T ∗M◦ ↪→ T ∗M◦ ⊗ T ∗M◦ d∇−−→ T ∗M◦ ⊗ Λ2T ∗M◦.

Lastly, we simply have ΥM (g, Ȧ) = −δgȦ for our fixed metric g = gb0 . Thus,
defining the operators

L12(Ȧ) = 4 tr24
g (F ⊗s dȦ)− 2G(F, dȦ) g,

L21(ġ) = − tr12
g (δgGg ġ ⊗ F ) +

1

2
tr24
g tr35

g (d∇ġ ⊗ F ),

we have

L(ġ, Ȧ) ≡
(
�g ġ + 2(δ̃∗ − δ∗g)δgGg ġ + L12(Ȧ),

�gȦ+ (d̃− d)δgȦ+ L21(ġ)
)
,

(7.2)

modulo terms of order 0, which are sub-subprincipal and thus irrelevant for the
present high energy discussion, which only involves principal and subprincipal terms
at the normally hyperbolic trapping and the radial set.

7.1. Basic computations on the RNdS spacetime. We compute the explicit
form of (parts of) operators appearing in the expression (7.2).

7.1.1. Warped products. We first consider a warped product metric

g = α2 dt2 − h (7.3)

onM = Rt ×Xx, with α ∈ C∞(X ) positive, and h = h(x, dx) a smooth (Riemann-
ian) metric on the manifold X . We let

e0 := α−1∂t, e0 := αdt, Ω = logα,

and denote the Levi-Civita connection of h by ∇h. From [HV16b, §6.1], we then
recall for v ∈ C∞(M, TX ) and w ∈ C∞(M, T ∗X ) the covariant derivatives

∇e0e0 = −dΩ, ∇e0w = e0w − w(∇hΩ)e0,

∇ve0 = 0, ∇vw = ∇hvw.
(7.4)

Furthermore, we define bundle splittings

T ∗M = WN ⊕WT , Λ2T ∗M = WNT ⊕WTT ,

S2T ∗M = VNN ⊕ VNT ⊕ VT ,
(7.5)

where WN = 〈e0〉 is canonically trivial, so WN
∼= R is the trivial real rank 1 bundle

overM, and WT = T ∗X ; the summands of the 2-form bundle are WNT = e0∧WT
∼=

WT and WTT = Λ2T ∗X ; and lastly

VNN = 〈e0e0〉 ∼= R, VNT = 2e0WT
∼= WT , VT = S2T ∗X .

Here we write uv = u · v = u⊗s v = 1
2 (u⊗ v+ v⊗ u) for the symmetrized product.

For the second term in L21, we also introduce the induced splitting

T ∗M⊗Λ2T ∗M = (WN⊗WNT )⊕(WN⊗WTT )⊕(WT⊗WNT )⊕(WT⊗WTT ), (7.6)
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identifying WN ⊗ W• ∼= W• for • = NT, TT , and WT ⊗ WNT
∼= T ∗X ⊗ T ∗X .

We decompose the covector ζ ∈ T ∗M, at which all symbols below are implicitly
evaluated, according to (7.5) as

T ∗M3 ζ = −σ̃e0 + ω =

(
−σ̃
ω

)
, σ̃ ∈ R, ω ∈ T ∗X ; (7.7)

in particular, σ1(e0) = −iσ̃, so the exterior derivative and the codifferential (diver-
gence) acting on 1-forms have symbols

σ1(d) = iζ∧ = i

(
−ω −σ̃
0 ω∧

)
, σ1(δg) = −iιζ = i

(
σ̃ ιω

)
, (7.8)

where ιζ := ιG(ζ,·), while ιω := ιH(ω,·), i.e. for 1-forms on X , we use the musical
isomorphism induced by h, so ιωω

′ := H(ω, ω′) for a 1-form ω′ on X . For the
symmetric gradient on 1-forms, σ1(δ∗g) = iζ ⊗s (·), and the divergence acting on
symmetric 2-tensors, σ1(δg) = −iιζ , we have

σ1(δ∗g) = i

−σ̃ 0
1
2ω − 1

2 σ̃
0 ω ⊗s (·)

 , σ1(δg) = i

(
σ̃ ιω 0
0 σ̃ ιω

)
.

The metric and the trace reversal operator take the form

g =

 1
0
−h

 , Gg =

 1
2 0 1

2 trh
0 1 0

1
2h 0 1− 1

2h trh

 ,

thus

2σ1(δgGg) = i

(
σ̃ 2ιω σ̃ trh
ω 2σ̃ 2ιω − ω trh

)
. (7.9)

Next, for 1-forms a, b, c, d, we have

tr24
g ((a ∧ b)⊗s (c ∧ d)) = G(a, c)b⊗s d+G(b, d)a⊗s c

−G(a, d)b⊗s c−G(b, c)a⊗s d;

therefore, for the 2-form

F = e0 ∧ ρ =

(
ρ
0

)
, ρ ∈ C∞(M, T ∗X ), (7.10)

on M, where the last expression is in terms of the decomposition (7.5), we have

tr24
g (F ⊗s (·)) =

 −ιρ 0
0 1

2 ιρ
ρ⊗s (·) 0

 , G(F, ·) =
(
−ιρ 0

)
. (7.11)

on 2-forms. Acting on 1-forms, one computes

tr12
g ((·)⊗ F ) =

(
0 ιρ
ρ 0

)
. (7.12)

Further, one computes the symbol of d∇ : C∞(M;S2T ∗M) → C∞(M;T ∗M ⊗
Λ2T ∗M), so σ1(d∇)(ζ)(ψ ⊗ ψ) = iψ ⊗ (ζ ∧ ψ), in the decompositions (7.5) and
(7.6) to be

σ1(d∇) = i


−ω −σ̃ 0
0 ω∧ 0
0 −(·)⊗ ω −σ̃
0 0 i−1σ1(d∇X ),

 ,
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while

tr24
g tr35

g ((·)⊗ F ) =

(
−2ιρ 0 0 0

0 0 −2 Id⊗ιρ 0

)
as a bundle map T ∗M⊗ Λ2T ∗M→ T ∗M, therefore the composition is

σ1(tr24
g tr35

g (d∇(·)⊗ F )) = 2i

(
ιρω σ̃ιρ 0
0 ιρω σ̃ιρ

)
. (7.13)

Finally, in our application, we will have t∗ = t− T with T ∈ C∞(X ), see (3.13), so
that

dt∗ =

(
α−1

−dXT

)
, ∇t∗ =

(
α−1 ιdT

)
,

so in view of (7.1)

δ̃∗ − δ∗g = γ1

 α−1 0
− 1

2dT
1
2α
−1

0 −dT ⊗s (·)

− γ2

 α−1 ιdT
0 0

−α−1h −hιdT

 . (7.14)

7.1.2. Specialization of the spatial metric. Next, we assume that the spatial metric
h in (7.3) takes the form

h = α−2 dr2 + r2
/g, α = α(r),

with /g a metric (independent of r) on an /n-dimensional manifold S, /n ∈ N0. All
slashed operators are those induced by (the Levi-Civita connection of) /g. We let

e1 := α∂r, e1 = α−1 dr.

From [HV16b, §6.2], we recall that for v ∈ C∞(X , TS), w ∈ C∞(X,T ∗S),

∇he1e
1 = 0, ∇he1w = e1w − αr−1w,

∇hve1 = rαιv/g, ∇hvw = /∇vw − αr−1w(v)e1,
(7.15)

extending /g to an element of S2T ∗X by means of the orthogonal projection TX →
〈e1〉⊥ ∼= TS. We also split the natural bundles on X by writing

T ∗X = WT
N ⊕WT

T , Λ2T ∗X = WT
NT ⊕WT

TT ,

S2T ∗X = V TNN ⊕ V TNT ⊕ V TT ,
(7.16)

where WT
N = 〈e1〉 ∼= R and WT

T = T ∗S, while WT
NT = e1 ∧ WT

T
∼= WT

T and
WT
TT = Λ2T ∗S, and

V TNN = 〈e1e1〉 ∼= R, V TNT = 2e1WT
T
∼= WT

T , V TT = S2T ∗S.

Thus,

dΩ =

(
α′

0

)
, ∇hΩ =

(
α′ 0

)
; h =

 1
0
r2/g

 , trh =
(
1 0 r−2 /tr

)
.

We write the covector ω ∈ T ∗X in (7.7) as

ω = ξ̃e1 + η =

(
ξ̃
η

)
, ξ̃ ∈ R, η ∈ T ∗S (7.17)
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in the splitting (7.16). Consequently, acting on the bundle T ∗X , we have

ω ∧ (·) =

(
−η ξ̃
0 η∧

)
, ιω =

(
ξ̃ r−2ιη

)
, ω ⊗s (·) =

 ξ̃ 0
1
2η

1
2 ξ̃

0 η ⊗s (·)

 , (7.18)

where ιηη
′ = /G(η, η′) on 1-forms on S. On symmetric 2-tensors, we have

ιω =

(
ξ̃ r−2ιη 0

0 ξ̃ r−2ιη.

)
We also specialize the expression (7.10) for the 2-form F = e0 ∧ ρ by demanding

ρ = q e1 =

(
q
0

)
, q ∈ C∞(X );

hence, on 1-forms,

ιρ =
(
q 0

)
, ρ⊗s (·) =

q 0
0 1

2q
0 0

 (7.19)

while on 2-forms, resp. symmetric 2-tensors,

ιρ =

(
0 0
q 0

)
, resp. ιρ =

(
q 0 0
0 q 0

)
, (7.20)

in the respective splittings given by (7.16). In our application on the RNdS space-
time, we have q = −Qeα−1r−2, see (3.16).

Finally, if the function T in t∗ = t− T is a function of r only, then

dT =

(
αT ′

0

)
, ιdT =

(
αT ′ 0

)
. (7.21)

7.2. Subprincipal operator at the trapped set. We continue dropping the sub-
script ‘b0’ from the notation; all computations use the objects (metric, 4-potential,
electromagnetic field) defined for the RNdS spacetime with mass M• and electric
charge Qe.

We recall the location of the trapped set Γ from (3.27); the dual coordinates σ

and ξ there are related to σ̃ in (7.7) and ξ̃ in (7.17) by

σ = ασ̃, ξ = α−1ξ̃, (7.22)

so

r = rP , σ̃2 = r−2|η|2, ξ = 0, (7.23)

at Γ, with rP the radius of the photon sphere; we have σ 6= 0 and η 6= 0 since
Γ by definition does not intersect o ⊂ T ∗M. Let π : T ∗M → M denote the
projection. At Γ then, using (3.28), we can compute the subprincipal operator
Ssub(�g) = −i∇π∗T∗MHG

of the wave operator on 1-forms at Γ, where α′ = r−1α,
using (7.4) and (7.15) to be

Ssub(�g) = −2α−1σ̃Dt + ir−2∇π
∗T∗M
H|η|2

+ S,

S = iαr−1

 0 −2σ̃ 0
−2σ̃ 0 −2r−2ιη

0 2η 0

 ,
(7.24)
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acting on sections of π∗T ∗M → T ∗M, in the combination of the splittings (7.5)
and (7.16), i.e. T ∗M = WN ⊕ (WT

N ⊕WT
T ), pulled back to a vector bundle over

T ∗M via π. (See also [Hin17, Proposition 4.7].) We note that we have

∇π
∗T∗M
H|η|2

=

H|η|2 0 0
0 H|η|2 0

0 0 ∇π
∗
S2T
∗S2

H|η|2

 .

Moreover, Dt and ∇π∗T∗MH|η|2
act in a canonical way on sections of π∗T ∗M due to

the stationary and spherically symmetric nature of M; thus, the 0-th order part S
of Ssub(�g) is well-defined.

As in [HV16b, §9.1], it is convenient to perform a further ‘microlocal’ decompo-
sition of π∗T ∗M→ T ∗M over the trapped set Γ. Thus, for η ∈ T ∗S2 \ o, we define
η⊥ := /?η, further

η̂ := σ̃−1η, η̂⊥ := σ̃−1η⊥,

and write

(π∗S2T ∗S2)η = 〈η̂〉 ⊕ 〈η̂⊥〉, (π∗S2Λ2T ∗S2)η = 〈η̂ ∧ η̂⊥〉,

(π∗S2S2T ∗S2)η = 〈η̂η̂〉 ⊕ 〈2η̂η̂⊥〉 ⊕ 〈η̂⊥η̂⊥〉,
(7.25)

inducing the decompositions

(π∗T ∗M)ζ = 〈e0〉 ⊕
(
〈e1〉 ⊕

(
〈η̂〉 ⊕ 〈η̂⊥〉

))
,

(π∗Λ2T ∗M)ζ =
(
〈e0 ∧ e1〉 ⊕

(
〈e0 ∧ η̂〉 ⊕ 〈e0 ∧ η̂⊥〉

))
⊕
(
〈e1 ∧ η̂〉 ⊕ 〈e1 ∧ η̂⊥〉

)
⊕ 〈η̂ ∧ η̂⊥〉,

(π∗S2T ∗M)ζ =
(
〈e0e0〉 ⊕

(
〈2e0e1〉 ⊕

(
〈2e0η̂〉 ⊕ 〈2e0η̂⊥〉

)))
⊕
(
〈e1e1〉 ⊕

(
〈2e1η̂〉 ⊕ 〈2e1η̂⊥〉

))
⊕
(
〈η̂η̂〉 ⊕ 〈2η̂η̂⊥〉 ⊕ 〈η̂⊥η̂⊥〉

)
,

(7.26)

into trivial rank 1 bundles over T ∗M near Γ, where the placing of the parentheses
reflects the successive refinements (7.5), (7.16) and (7.25) of the various bundles.
In terms of (7.25), writing /g = |η|−2ηη + |η⊥|−2η⊥η⊥, and using (7.23), we have

r2
/g =

1
0
1

 , r−2 /tr =
(
1 0 1

)
, η =

(
σ̃
0

)
, r−2ιη =

(
σ̃ 0

)
;

further, acting on 1-forms,

η ⊗s (·) =

σ̃ 0
0 1

2 σ̃
0 0

 , η ∧ (·) =
(
0 σ̃

)
,

while acting on symmetric 2-tensors,

r−2ιη =

(
σ̃ 0 0
0 σ̃ 0

)
.

At Γ, we have ζ = −σ̃e0 + ω = (−σ̃, 0, σ̃, 0)t.
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We note that S in (7.24) in the splitting (7.26) is equal to

S = ir−1σ


0 −2 0 0
−2 0 −2 0
0 2 0 0
0 0 0 0

 .

Putting together the computations from §7.1, we now compute the 0-th order part
SL of Ssub(L) at Γ, with L given in (7.2). Acting on the bundle S2T ∗M⊕ T ∗M,
we can write SL as a 2× 2 block matrix,

(ir−1σ)−1SL =

(
S11
L S12

L

S21
L S22

L

)
.

The (1, 1) block, corresponding to the first two terms in the first component of L,
was already computed in [HV16b, §9.1];22 it equals

S11
L =



0 −4 0 0 0 0 0 0 0 0
−2 0 −2 0 −2 0 0 0 0 0
0 2 0 0 0 −2 0 0 0 0
0 0 0 0 0 0 −2 0 0 0
0 −4 0 0 0 −4 0 0 0 0
0 0 −2 0 2 0 0 −2 0 0
0 0 0 −2 0 0 0 0 −2 0
0 0 0 0 0 4 0 0 0 0
0 0 0 0 0 0 2 0 0 0
0 0 0 0 0 0 0 0 0 0



+ γ′1



2 0 4 0 2 0 0 2 0 2
0 2 0 0 0 2 0 0 0 0
1 0 2 0 −1 0 0 1 0 −1
0 0 0 2 0 0 0 0 2 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0


− γ′′1



0 0 0 0 0 0 0 0 0 0
1 0 2 0 1 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 4 0 0 0 4 0 0 0 0
1 0 2 0 −1 0 0 1 0 −1
0 0 0 2 0 0 0 0 2 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0



+ γ′2



−1 0 −2 0 −1 0 0 −1 0 −1
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
1 0 2 0 1 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
1 0 2 0 1 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0
1 0 2 0 1 0 0 1 0 1


+ γ′′2



0 −2 0 0 0 −2 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 2 0 0 0 2 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 2 0 0 0 2 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 2 0 0 0 2 0 0 0 0


,

22There is an inconsequential typo in the matrix multiplying γ′′2 in [HV16b]; the matrix given

here is the correct one.
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where γ′1 = 1
2α
−2rγ1, γ′2 = α−2rγ2, and γ′′1 = 1

2rT
′γ1, γ′′2 = rT ′γ2. The latter four

terms here use (7.9); in terms of (7.26), we have

σ1(2δgGg) = iσ̃


1 0 2 0 1 0 0 1 0 1
0 2 0 0 0 2 0 0 0 0
1 0 2 0 −1 0 0 1 0 −1
0 0 0 2 0 0 0 0 2 0

 , (7.27)

and the above form of S11
L then follows easily from (7.14) and (7.21).

Next, in the splitting (7.26) of π∗T ∗M, we find δg = i(σ̃, 0, σ̃, 0) and (d̃ − d) =
γ3(α−1, αT ′, 0, 0)t, so we compute

S22
L =


0 −2 0 0
−2 0 −2 0
0 2 0 0
0 0 0 0

+ γ′3


1 0 1 0
0 0 0 0
0 0 0 0
0 0 0 0

+ γ′′3


0 0 0 0
1 0 1 0
0 0 0 0
0 0 0 0


for γ′3 = α−2rγ3, γ′′3 = rT ′γ3. For S21

L , which is the principal symbol of L21 at
Γ rescaled by (ir−1σ)−1, we find, using (7.12), (7.13), (7.19), (7.20), (7.27), and
ιρω = 0 at Γ:

S21
L = q′


0 0 0 0 0 −2 0 0 0 0
−1 0 −2 0 1 0 0 −1 0 −1
0 0 0 0 0 2 0 0 0 0
0 0 0 0 0 0 2 0 0 0

 ,

where q′ = 1
2α
−1rq. Finally, S12

L , the principal symbol of L12 divided by ir−1σ,
can be computed at Γ by using (7.8), (7.11), (7.18), (7.19), and (7.20); one finds

S12
L = 4q′



0 1 0 0
0 0 0 0
0 −1 0 0
0 0 0 0
0 −1 0 0
−1 0 −1 0
0 0 0 −1
0 1 0 0
0 0 0 0
0 1 0 0


.

For Qe,0 = 0, hence q = 0, we have S12
L = 0, S21

L = 0, so SL is block-diagonal;
furthermore, one easily checks that the eigenvalues of S22

L are 0 and γ′3. In [HV16b,
§9.1], it was checked that the eigenvalues of S11

L are either 0 or positive multiples
of γ′1 and γ′2. Thus, for γj ≥ 0, the condition (4.4) on the skew-adjoint part of
the subprincipal operator at the trapped set is met. Since the condition is open,
it immediately follows that it holds for small charges Qe,0 as well. In fact, the
smallness assumption on Qe,0 is not necessary, as we proceed to show:

Lemma 7.2. The eigenvalues of the 14× 14 matrix (ir−1σ)−1SL are

0, 2γ′1, 4γ′1, 2γ′2, γ
′
3, −2iq′

√
2, 2iq′

√
2;

in particular, for γj ≥ 0, j = 1, 2, 3, they all have real part ≥ 0.
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Proof. We work in the fiber V = (π∗(S2T ∗M ⊕ T ∗M))ζ over a single point
ζ ∈ Γ. The strategy is to find invariant subspaces of V by which we quotient
out to reduce the task to a simpler, less-dimensional one. Denote the canonical
sections of π∗S2T ∗M in the rank 1 decomposition (7.26) by f1, . . . , f10, and the
canonical sections of π∗T ∗M by f11, . . . , f14. Then SL preserves the subspace
V1 = 〈f4, f7, f9, f14〉, with K1 = 〈f4 − f9〉 ⊂ ker(SL|V1

); in the basis [f4], [f7], [f14]
of V1/K1, the map induced by SL on V1/K1 is given by the matrix 2γ′1 0 0

−2− 2γ′′1 0 −4q′

0 2q′ 0


with eigenvalues 2γ′1, ±2iq′

√
2; thus the eigenvalues of SL|V1 are these, together

with 0. We next note that SL preserves the subspace V2 = 〈f1 − f8, f2 − f6, f1 −
f3 + f8, f11 − f13〉, and indeed SL|V2

is lower triangular and nilpotent, hence its
only eigenvalue is 0. On the 6-dimensional quotient V/(V1⊕V2), for which we take
the ordered basis [f1], [f11], [f2], [f5], [f10], [f12], we have [f3] = 2[f1], [f6] = [f2],
[f8] = [f1] and [f13] = [f11], so the map induced by LV has the matrix

4γ′1 0 0 0 0 0
0 γ′3 0 0 0 0

−2 + 2γ′′1 −4q′ 2γ′1 0 0 0
γ′2 0 −4 + 4γ′′1 + γ′′2 γ′2 γ′2 −4q′ + γ′2
γ′2 0 γ′′2 γ′2 γ′2 4q′ + γ′2
−q −2 + γ′′3 0 q −q 0


Its eigenvalues are 4γ′1, γ′3 and 2γ′1, together with the eigenvalues of the bottom

right 3× 3 block, which are 2γ′2, ±2iq′
√

2, finishing the proof. �

This establishes condition (4.4), and thus gives the desired high energy estimates.

7.3. Threshold regularity. As explained in §4, the amount of regularity above
which solutions of Lu = 0 have a resonance expansion up to an exponentially
decaying remainder depends on the skew-adjoint part of L at the radial set R with
respect to a positive definite inner product; the particular choice is informed by the
structure of the subprincipal operator Ssub(L) at R.

Near the radial set R± = bN∗{r = r±} \ o at the event (−) or cosmological (+)
horizon, we use the coordinates (3.10) and the resulting form (3.11) of the metric;
writing covectors as

−σ dt0 + ξ dr + η, η ∈ T ∗S2,

the dual metric function is then given by G = ∓2σξ−µξ2− r−2 /G, and at R±, one
finds

HG = ±2ξ∂t0 ∓ 2κ±ξ
2∂ξ, (7.28)

with κ± the surface gravities, defined in equation (5.63).
The partial trivializations (7.5) and (7.16) are not defined at r = r±; hence, fol-

lowing [HV16b, §6.3], we compute the transition function to a smooth trivialization
of T ∗M◦ and S2T ∗M◦ as follows: writing a 1-form in the static region M as

u = uN e
0 + uTN e

1 + uTT = ũN dt0 + ũTN dr + ũTT ,
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with uTT and ũTT 1-forms on S2, we haveuNuTN
uTT

 = C
[1]
±

ũNũTN
ũTT

 , C
[1]
± =

 α−1 0 0
∓α−1 α 0

0 0 1

 . (7.29)

The bundle splitting

T ∗M◦ = 〈dt0〉 ⊕ 〈dr〉 ⊕ T ∗S2 (7.30)

is smooth at r = r±. Consider the induced bundle splitting

S2T ∗M◦ = 〈dt20〉⊕〈2dt0 dr〉⊕ (2dt0 ·T ∗S2)⊕〈dr2〉⊕ (2dr ·T ∗S2)⊕S2T ∗S2. (7.31)

Writing a section u of S2T ∗M◦ as

u = uNN e
0e0 + 2uNTN e

0e1 + 2e0 · uNTT + uTNN e
1e1 + 2e1 · uTNT + uTTT

= ũNN dt
2
0 + 2ũNTN dt0 dr + 2dt0 · ũNTT + ũTNN dr

2 + 2dr · ũTNT + ũTTT ,

the transition matrix is defined by
uNN
uNTN
uNTT
uTNN
uTNT
uTTT

 = C
(2)
±


ũNN
ũNTN
ũNTT
ũTNN
ũTNT
ũTTT

 , C
(2)
± =


α−2 0 0 0 0 0
∓α−2 1 0 0 0 0

0 0 α−1 0 0 0
α−2 ∓2 0 α2 0 0

0 0 ∓α−1 0 α 0
0 0 0 0 0 1

 . (7.32)

We further recall from [HV16b, equations (6.15) and (6.18)] the forms of ∇π∗T∗M◦HG

and ∇π∗S2T∗M◦

HG
at R±; thus

− i∇π
∗(S2T∗M◦⊕T∗M◦)
HG

= ±2ξDt0 ∓ 2κ±ξDξξ ∓ 2iκ±ξ diag(0, 2, 1, 4, 3, 2, 0, 2, 1),
(7.33)

valid at R±, with diag(a1, . . . , an) denoting the n× n diagonal matrix with entries
a1, . . . , an. (The result (7.33) follows from (7.4), (7.15), (7.28), (7.29) and (7.32).)
The first two terms here are formally self-adjoint with respect to the symplectic
volume form on T ∗M◦.

In order to compute Ssub(L) atR±, we in addition need to compute the principal
symbol of the sum of the first order terms in (7.2) atR±. This computation is easily
accomplished by first calculating the symbols at N∗{r = r0}, for r0 ∈ (r−, r+)
close to r±, in the static coordinate system and bundle splittings (7.5) and (7.16),

conjugating by C
(2)
± ⊕ C

[1]
± and restricting to µ = 0, thereby computing the limit

of the principal symbol as r0 → r±, which is no longer a singular limit in the
smooth bundle splittings (7.30) and (7.31), since L has smooth coefficients across
the horizons. (This is merely an invariant way of phrasing the strategy in [HV16b,
§9.2].)

We perform a decomposition

S2T ∗S2 = 〈r2
/g〉 ⊕ /g⊥, (7.34)

so

r2
/g =

(
1
0

)
, r−2 /tr =

(
1 0

)
.
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At N∗{r = r0}, one then finds using (7.9) and σ̃ = 0, so ω = ξ̃ e1 = α−1ξ dr, see
(7.22), that

σ1(2δgGg) = iαξ

0 2 0 0 0 0 0
1 0 0 1 0 −1 0
0 0 0 0 2 0 0

 (7.35)

in the decomposition (7.5) and (7.16) of T ∗M and S2T ∗M, with the summand
S2T ∗S2 decomposed further as in (7.34). Using this together with (7.14) and (7.21),

conjugating by (C
(2)
± )−1, writing µT ′ = ±(1 + µc±) as in (3.12) and evaluating at

µ = 0 recovers the result of [HV16b, §9.2],

σ1

(
2(δ̃∗ − δ∗g)δgGg

)
(7.36)

= ∓iγ1ξ



2 0 0 0 0 0 0
∓c± 0 0 0 0 ± 1

2 0
0 0 1 0 0 0 0
0 0 0 0 0 −c± 0
0 0 ∓c± 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0


∓ iγ2ξ



0 0 0 0 0 0 0
±2c± 0 0 0 0 ∓1 0

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
−2c± 0 0 0 0 1 0

0 0 0 0 0 0 0


at R±. For the (2, 2) block of L, thus on 1-forms, we compute at N∗{r = r0}

σ1

(
(d̃− d)δg

)
= iγ3ξ

0 1 0
0 −µT ′ 0
0 0 0


in the static bundle splitting; to translate this to the splitting (7.30), we conjugate

by (C
[1]
± )−1 and evaluate at µ = 0, obtaining

σ1

(
(d̃− d)δg

)
= ∓iγ3ξ

 1 0 0
∓c± 0 0

0 0 0

 . (7.37)

For the (2, 1) block, we have at N∗{r = r0}

σ1(L21) =
1

2
iαqξ

1 0 0 −1 0 1 0
0 0 0 0 0 0 0
0 0 2 0 0 0 0


in the static splitting, where we use (7.12), (7.13) and (7.35). Multiplying this from

the left by (C
[1]
± )−1 and from the right by C

(2)
± , and evaluating at µ = 0 gives the

expression at R±,

σ1(L21) = ∓iqξ

0 0 0 0 0 0 0
0 ∓1 0 0 0 − 1

2 0
0 0 ∓1 0 0 0 0

 . (7.38)
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In the static splitting, the (1, 2) block finally has

σ1(L12) = 2iαqξ



1 0 0
0 0 0
0 0 1
−1 0 0
0 0 0
1 0 0
0 0 0


,

so in the smooth splitting (multiplying from the left by (C
(2)
± )−1 and from the right

by C
[1]
± and evaluating at µ = 0),

σ1(L12) = ∓2iqξ



0 0 0
−1 0 0
0 0 0
0 0 0
0 0 −1
∓1 0 0
0 0 0


(7.39)

at R±.
We thus find that at R±,

Ssub(L) = ±2ξDt0 ∓ 2κ±ξDξξ ∓ iξS±L
where in the decompositions (7.30), (7.31) and (7.34), i.e. acting on the pullback of

〈dt20〉 ⊕ 〈2dt0 dr〉 ⊕ (2dt0 · T ∗S2)⊕ 〈dr2〉 ⊕ (2dr · T ∗S2)⊕ 〈r2
/g〉 ⊕ /g⊥

⊕ 〈dt0〉 ⊕ 〈dr〉 ⊕ T ∗S2

under π : T ∗M◦ → M◦, the bundle endomorphism S±L is a block 10 × 10 matrix,
namely the sum of 2κ± diag(0, 2, 1, 4, 3, 2, 2, 0, 2, 1), coming from (7.33) (with the
additional splitting (7.34)), and the (7+3)× (7+3) block matrix with (1, 1), (2, 2),
(2, 1) and (1, 2) entries (7.36), (7.37), (7.38), (7.39), respectively.

Lemma 7.3. The distinct eigenvalues of S±L are

2κ±, 4κ±, 6κ±, 8κ±, 2κ± + γ1, 4κ± + γ2, 2γ1, γ3;

in particular, for γj ≥ 0, j = 1, 2, 3, they all have real part ≥ 0.

Proof. S±L preserves /g⊥, and equals scalar multiplication by 4κ±. Next, S±L pre-

serves (2dt0 ·T ∗S2)⊕T ∗S2⊕ (2dr ·T ∗S2) and is in fact lower triangular (notice the
different order of the bundles) with diagonal entries, hence eigenvalues, 2κ± + γ1,
2κ± and 6κ±. Lastly, S±L preserves

〈dt20〉 ⊕ 〈dt0〉 ⊕ 〈r2
/g〉 ⊕ 〈2dt0 dr〉 ⊕ 〈dr〉 ⊕ 〈dr2〉,

and acting on this space (with bundles in this order), S±L is lower triangular as well,
with diagonal entries 2γ1, γ3, 4κ± + γ2, 4κ±, 4κ±, 8κ±. �

This plugs into (4.1) and (4.2), giving β̂± ≥ 0 there, and hence the threshold
condition in Theorem 4.1 is implied by s > 1/2+α sup(β). The proof of Theorem 7.1
is complete.
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8. Linear stability of KNdS black holes

With δ̃∗ and d̃ as in Theorems 6.3, and for KNdS parameters b close to b0, we
define the linearized gauge-fixed Einstein–Maxwell operator

Lb(ġ, Ȧ) =
(

2
(
Dgb(Ric + Λ)(ġ)− δ̃∗DgbΥ

E(ġ)− 2Dgb,dAbT (ġ, dȦ)
)
,

Dgb,Ab(δ(·)d(·))(ġ, Ȧ)− d̃ΥM (gb, Ȧ)
)
,

with ΥE , ΥM and T given in equations (3.32), (3.33), and (2.3), respectively. We
point out that Lb is a principally scalar wave operator, and in view of Theorem 7.1,
L := Lb0 satisfies the assumptions of Theorem 4.2.

Using the mode stability result, Theorem 5.1, which describes the structure of
all non-decaying generalized resonant states of Lb, the high energy analysis, Theo-
rem 7.1, immediately implies the linear stability of non-degenerate RNdS spacetimes
by means of the argument used in the proof of [HV16b, Theorem 10.2]; see also
Remark 1.6.

A robust proof, which prepares the non-linear stability argument, makes use of
the fact that we have arranged for constraint damping (Theorem 6.3); we proceed
to explain this, following the arguments in [HV16b, §§10 and 11] closely. First, we
point out that while linearized KNdS solutions (g′b(b

′), A′b(b
′)) (see Definition 3.5)

solve the linearized Einstein–Maxwell equations L (g′b(b
′), A′b(b

′)) = 0 in the nota-
tion of Theorem 5.1, they generally do not respect the linearized gauge conditions;
as explained in §1.4 and around equations (2.37) and (2.38), this can be remedied
by solving

DgbΥ
E
(
g′b(b

′) + L̃gbV ′b (b′)
)

= 0 (8.1)

for the vector field V ′b (b′) ∈ C∞(Ω◦;TΩ◦), and then solving

ΥM
(
gb, Ȧ+ L̃AbV ′b (b′) + da′b(b

′)
)

= 0 (8.2)

for the function a′b(b
′) ∈ C∞(Ω◦); note that this differs slightly from equation (2.38)

due to the different choices of linearized gauges (the present one coming from our
choice (9.2) of the non-linear gauge-fixed operator below). To ensure linear depen-
dence of V ′b (b′) and a′b(b

′) on b′, we demand that their Cauchy data vanish:

γ0(V ′b (b′)) = 0, γ0(a′b(b
′)) = 0.

Thus, the sections(
g′Υb (b′), A′Υb (b′)

)
:=
(
g′b(b

′) + L̃gbV ′b (b′), A′b(b
′) + L̃AbV ′b (b′) + da′b(b

′)
)

(8.3)

solve the linearized gauge-fixed Einstein–Maxwell equation Lb(g
′Υ
b (b′), A′Υb (b′)) = 0.

Remark 8.1. For b = b0, equation (8.1) reads

(�gb0 + Λ)V ′b0(b′) = −2Dgb0
ΥE(g′b0(b′)),

hence V ′b0(b′) has an asymptotic expansion with an O(e−αt∗) remainder term by
the main result of [Hin17].

Fixing a cutoff

χ ∈ C∞(Rt∗), χ(t∗) ≡ 0, t∗ ≤ 1, χ(t∗) ≡ 1, t∗ ≥ 2, (8.4)
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we could then use Lb(χg
′Υ
b (b′), χA′Υb (b′)) ∈ C∞c (Ω◦;S2T ∗Ω◦ ⊕ T ∗Ω◦) as a modifi-

cation of the range of Lb along the lines indicated in §1.4 and Theorem 4.2. For
future purposes, it is however better to use instead

Kb(b
′) := Lb

(
χg′b(b

′) + L̃gb(χV ′b (b′)), χA′b(b
′) + L̃Ab(χV ′b (b′)) + d(χa′b(b

′))
)

= Lb(χg
′
b(b
′), χA′b(b

′)) + (2δ̃∗θb(b
′), d̃κb(b

′))
(8.5)

with

θb(b
′) = −δ̃∗DgbΥ

E(L̃gb(χV ′b (b′))),

κb(b
′) = −d̃ΥM

(
gb, L̃Ab(χA′b(b′)) + d(χa′b(b

′))
)
.

This shows directly how the forcing term Kb(b
′) generates the linearized KNdS

solution in the particular form (g′b(b
′), A′b(b

′)) after a suitable modification of the
gauge.

Theorem 8.2. Fix s ≥ 2, and let α > 0 be as in Theorem 7.1. There exists a
finite-dimensional space of gauge modifications

Ξ ⊂ C∞c (Ω◦;T ∗Ω◦ ⊕ R), (8.6)

with R = Ω◦ ×R the trivial line bundle, such that the following holds: let b ∈ B be
close to the parameters b0 of a non-degenerate RNdS black hole, and let

(ḣ, k̇, Ė, Ḃ) ∈ Hs+1(Σ0;S2T ∗Σ0)⊕Hs(Σ0;S2T ∗Σ0)

⊕Hs(Σ0;T ∗Σ0)⊕Hs+1/2(Σ0;T ∗Σ0)

be initial data for the linearized Einstein–Maxwell system, linearized around the
KNdS solution (gb, Ab), which satisfy the linearized constraint equations, linearized
around the KNdS initial data (hb, kb,Eb,Bb). Assume that the linearized magnetic
charge vanishes, see the discussion around (3.37).

Then there exist linearized KNdS parameters b′ ∈ R5, an exponentially decaying
tail r̃ ∈ H̄s,α

b (Ω;S2bT ∗ΩM ⊕ bT ∗ΩM) and a gauge modification (θ, κ) ∈ Ξ such that
the solution of the initial value problem{

Lbr̃ = −K ′b(b′)− (2δ̃∗θ, d̃κ) in Ω◦,

γ0(r̃) = D(hb,kb,Eb,Bb)ib(ḣ, k̇, Ė, Ḃ) on Σ0.
(8.7)

is exponentially decaying, r̃ ∈ H̄s,α
b (Ω;S2 bT ∗ΩM ⊕ bT ∗ΩM). In other words, with

r̃ = (g̃, Ã), the linearized metric and 4-potential

ġ := χg′b(b
′) + g̃,

Ȧ := χA′b(b
′) + Ã

(8.8)

solve the linearized Einstein–Maxwell equation L (ġ, Ȧ) = 0, attaining the given
initial data at Σ0, in the gauge

DgbΥ
E(ġ)− θ′b(b′)− θ = 0,

ΥM (gb, Ȧ)− κ′b(b′)− κ = 0.
(8.9)

We shall not state the extension of this to the case of magnetically charged black
holes; see Remark 9.3 for the non-linear case.



NON-LINEAR STABILITY OF KERR–NEWMAN–DE SITTER 93

Proof of Theorem 8.2. With α as in Theorem 7.1, denote the finite number N of
resonances of Lb0 , the linearization around the RNdS spacetime, in Imσ ≥ −α by
σ1 = 0, σ2, . . . , σN 6= 0. We recall that Theorem 6.3 ensures that all resonant states
(ġ, Ȧ) of Lb0 at frequency σj , j = 1, . . . , N , in fact satisfy the gauge conditions

Dgb0
ΥE(ġ) = 0, ΥM (gb0 , Ȧ) = 0, (8.10)

and the linearized ungauged Einstein–Maxwell system L (ġ, Ȧ) = 0; thus, by The-

orem 5.1, (ġ, Ȧ) is a linearized KNdS solution (only appearing at the resonance
σ1 = 0) plus a pure gauge solution.

For j 6= 1 then, pick a basis {(ġj1, Ȧj1), . . . , (ġjNj , ȦjNj )}, Nj ∈ N, of the space
Res(Lb0 , σj) of resonant states; these are all pure gauge solutions. Hence, we can
write

ġjk = LVjkgb0 , Ȧjk = LVjkAb0 + dajk (8.11)

for suitable Vjk ∈ C∞(Ω◦; CTΩ◦) and ajk ∈ C∞(Ω◦;C). With χ a cutoff as in (8.4),

the pure gauge modification giving rise to the asymptotic behavior (ġjk, Ȧjk) is
then

Lb0
(
L̃gb0 (χVjk), L̃Ab0 (χVjk) + d(χajk)

)
= (2δ̃∗θjk, d̃κjk) (8.12)

with
θjk = −Dgb0

ΥE
(
L̃gb0 (χVjk)

)
∈ C∞c (Ω◦; CT ∗Ω◦),

κjk = −ΥM
(
gb0 , L̃Ab0 (χVjk) + d(χajk)

)
∈ C∞c (Ω◦;C),

(8.13)

the compact support in Ω◦ being a consequence of (8.10).
Next, for j = 1, i.e. for the zero resonance, we note that the correctly gauged

linearized KNdS solutions (g′Υb0 (b′), A′Υb0 (b′)) in (8.3), being smooth and lying in
the kernel of Lb0 , have an asymptotic expansion up to an exponentially decaying
remainder term by Theorem 7.1. In fact, V ′b0(b′) and a′b0(b′) themselves enjoy such
expansions: for V ′b0(b′), this was discussed in Remark 8.1; for a′b0(b′), this then
follows from the scalar wave equation (8.2) for a′b0(b′) and the fact that V ′b0(b′)
enjoys an asymptotic expansion. (We remark that the same is true if we replace b0
by b close to b0.) Denote by (g′Υb0 (b′)0, A

′Υ
b0

(b′)0) the part of the asymptotic expansion

of (g′Υb0 (b′), A′Υb0 (b′)) at frequency 0; this is a generalized mode, and therefore

K :=
{

(g′Υb0 (b′)0, A
′Υ
b0 (b′)0) : b′ ∈ R5} ⊂ Res(Lb0 , 0).

By Theorem 5.1 (which applies at 0 frequency as well due to Theorem 6.3), all
generalized modes with frequency 0 are equal to a linearized KNdS solution plus a
pure gauge solution; therefore, we can pick a vector space complement

span
{

(ġ11, Ȧ11), . . . , (ġ1N1
, Ȧ1N1

)
}

of K in the space Res(Lb0 , 0)∩C∞(Ω◦;T ∗Ω◦⊕R) of real-valued zero resonant states
consisting entirely of pure gauge solutions. (The space Res(Lb0 , 0) is spanned over
C by its real-valued elements, since Lb0 has real coefficients.) Thus, we have (8.11)–
(8.13) for these zero resonant states as well.

We can now define

ΞC := span{(θjk, κjk) : j = 1, . . . , N, k = 1, . . . , Nj}
⊂ C∞c (Ω◦; CT ∗Ω◦ ⊕ C),

and then the space of gauge modifications

Ξ := ΞC ∩ C∞c (Ω◦;T ∗Ω◦ ⊕ R)
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is the space of real-valued elements of Ξ. Since the operator Lb0 has real coefficients,
complex conjugation induces isomorphisms Res(Lb0 , σ) ∼= Res(Lb0 ,−σ̄) for all σ ∈
C; therefore the vector space Res(Lb0 , σ) + Res(Lb0 ,−σ̄) is spanned by its real-
valued elements, indeed by the real parts of the elements of Res(Lb0 , σ), and ΞC is
correspondingly spanned by the real parts of the (θjk, κjk), so ΞC = spanC Ξ. Let
NΞ := dimR Ξ <∞, and fix a linear isomorphism

RNΞ 3 c′ 7→ (θ(c′), κ(c′)) ∈ Ξ. (8.14)

Next, let B ⊂ R5 be a small neighborhood of b0, let NΞ := dimR Ξ, and define
the continuous map

z : B × R5 × RNΞ → C∞c (Ω◦;S2T ∗Ω◦ ⊕ T ∗Ω◦),

(b, b′, c′) 7→ Kb(b
′) + (2δ̃∗θ(c′), d̃κ(c′)),

linear in (b′, c′), with Kb(b
′) defined in (8.5). Denote by zC the map obtained from

z by C-linear extension in (b′, c′), then zC satisfies the assumptions of Theorem 4.3
(with W = B, NZ = 5 + NΞ, and w0 = b0) by construction. Therefore, we can
indeed solve (8.7), however a priori with b′ ∈ C5, (θ, κ) ∈ ΞC, and r̃ taking values
in the complexified bundles. Since the initial data as well as the coefficients of Lb
are real, the real parts of b′ etc. yield a solution of (8.7) as well; but the solution is
unique, hence we conclude that b′ ∈ R5 and (θ, κ) ∈ Ξ, with r̃ real as well. Recalling
the computation (8.5), this shows that the solution of (8.7) indeed satisfies (8.8)–
(8.9). �

As a corollary (which by itself is much weaker than the above full linear stability
result), we can prove the (generalized) mode stability of slowly rotating KNdS black
holes: our robust setup, using constraint damping (Theorem 6.3) and the high
frequency analysis (Theorem 7.1), allows us to infer this from the mode stability of
non-rotating black holes, which we proved using separation of variables in §5.

Theorem 8.3. (Cf. [HV16b, Theorem 10.8].) Suppose b is close to the parameters
b0 of a non-degenerate RNdS black hole. Let σ ∈ C, Imσ ≥ 0, and k ∈ N0, and
suppose

(ġ, Ȧ) =

k∑
j=0

e−iσt∗tj∗(ġj , Ȧj), ġj ∈ C∞(Y ;S2T ∗Y Ω◦), Ȧj ∈ C∞(Y ;T ∗Y Ω◦) (8.15)

is a generalized mode solution of the linearized Einstein–Maxwell system L (ġ, Ȧ) =
0, linearized around the KNdS solution (gb, Ab), see (2.34). Then there exist gener-
alized modes V ∈ C∞(Ω◦; CTΩ◦) and a ∈ C∞(Ω◦;C) as well as parameters b′ ∈ R5

such that
(ġ, Ȧ) = (g′b(b

′), A′b(b
′)) + (LV g,LVA+ da).

If σ 6= 0, then b′ = 0, so (ġ, Ȧ) is a pure gauge solution, while for σ = 0, (ġ, Ȧ) is
equal to a linearized KNdS solution (linearized around (gb, Ab)) plus a pure gauge
solution.

Proof. We put (ġ, Ȧ) into the gauge DgbΥ
E(·) = 0, ΥM (gb, ·) = 0, as follows: solve

the wave equations

DgbΥ
E(ġ + L̃gbV0) = 0, ΥM (gb, Ȧ+ L̃AbV0 + da0) = 0,

with vanishing initial data, for the vector field V0 and the function a0, both of
which have an asymptotic expansion up to exponentially decaying remainders, as
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discussed in the proof of Theorem 8.2. If V1 and a1 denote the parts of their
respective asymptotic expansions which are generalized modes with frequency σ,
we may replace (ġ, Ȧ) by (ġ+LV1

gb, Ȧ+LV1
Ab+da1), which satisfies (8.15) still, with

a possibly larger value of k. Thus, we may assume Lb(ġ, Ȧ) = 0; since L (ġ, Ȧ) =

0, the initial data (ġ, Ȧ) satisfy the linearized constraint equations at Σ0, and
satisfy the linearized gauge (encoded in the operator Lb) by construction. Thus,
Theorem 8.2 implies that for suitable (θ, κ) ∈ Ξ and b′ ∈ R5, the initial value
problem

Lbr̃ = −K ′b(b′)− (2δ̃∗θ, d̃κ), γ0(r̃) = γ0(ġ, Ȧ)

has an exponentially decaying solution, which by definition of K ′b(b
′) and Ξ means

that, writing r̃ = (g̃, Ã),

Lb
(
g̃ + χg′b(b

′) + L̃gb(χV ), Ã+ χA′b(b
′) + L̃Ab(χV ) + d(χa)

)
= 0

for suitable sums of generalized modes V and a. By uniqueness of solutions of the
initial value problem, we conclude

ġ = g̃ + χg′b(b
′) + L̃gb(χV ), Ȧ = Ã+ χA′b(b

′) + L̃Ab(χV ) + d(χa),

which implies the equality of those parts of the asymptotic expansions of both sides
of these two equations which are generalized modes with frequency σ. This proves
the claim. �

9. Non-linear stability of KNdS black holes

Following the strategy explained in §1.4, we now put together the mode sta-
bility, constraint damping, high energy estimates, and parts of the linear stability
argument to prove Theorem 1.1.

9.1. Proof of non-linear stability. In an iterative argument for proving non-
linear stability, solving a linearized gauged Einstein–Maxwell equation globally at
each step, we would like to use the change b′ of the final black hole parameters
suggested by the solution (8.8) of the linearized gauged equation to update the
current guess at the final parameters from b to b+ b′, and we would like to update
the gauge modification (θ, κ) in a similar fashion.

Now, the linearized KNdS solution (g′b0(b′), A′b0(b′)) does not solve the linearized
gauged equation by itself; rather, as explained around equation (8.1), one has to
add a pure gauge solution (LVb0 (b′)gb0 ,LVb0 (b′)Ab0 +dab0(b′)) in order to correct the

failure of (g′b0(b′), A′b0(b′)) to satisfy the linearized gauge conditions Dgb0
ΥE(·) =

0 and ΥM (gb0 , ·) = 0; since the linearized ungauged Einstein–Maxwell operator
annihilates this pure gauge solution, this is equivalent to (g′b0(b′), A′b0(b′)) solving
the linearized gauged Einstein–Maxwell system after a change of the gauge source
functions. On the other hand, the solution (g,A) = (gb, Ab) of the ungauged
Einstein–Maxwell system certainly satisfies the gauge conditions

ΥE(g)−ΥE(gb) = 0, ΥM (gb0 , A−Ab) = 0;

the linearization of the gauge source functions ΥE(gb) and ΥM (gb0 , Ab0 − Ab) in b
(around b = b0) thus also yields a change of the gauge source functions after which
(g′b0(b′), A′b0(b′)) solves the linearized gauged Einstein–Maxwell system. Indeed, the
equality of the gauge source functions in these two arguments is equivalent to the
equations (8.1)–(8.2) (for b = b0) defining Vb0(b′) and a′b0(b′).
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Solving the non-linear Einstein–Maxwell system in the schematic form

(Ric + Λ)(gb + g̃)− δ̃∗(ΥE(gb + g̃)−ΥE(gb))− 2T (gb + g̃, d(Ab + Ã)) = 0,

δgb+g̃d(Ab + Ã)− d̃ΥM (gb + g̃, Ã) = 0,

valid for large t∗ (and thus ignoring finite-dimensional, compactly supported gauge
modifications), one thus expects to be able to subsume both the linearized KNdS
solution and the gauge change (given by Vb0(b′) and ab0(a′)), coming from the solu-
tion of the linearized gauged equation, into a change b′ of the asymptotic parameter
b. (At a transition region, located at finite interval in t∗, one will also need to patch
together gauge conditions to avoid the need to change the gauge of the Cauchy data
at each step of the non-linear iteration).

We now make this precise; part of this computation was already performed in
[HV16b, §11.2]. To keep the notation manageable, we introduce

ΥM
g (A) := ΥM (g,A)

and recall L̃TV := LV T for tensors T and vector fields V , so [L̃T , χ]V = LχV T −
χLV T ; further

V := Vb0(b′), a := ab0(b′),

g′ := g′b0(b′), A′ := A′b0(b′),

g′Υ := g′ + LV gb0 , A′Υ := A′ + LVAb0 + da,

(9.1)

hence dropping the dependence of these quantities on b0 and b′ from the notation.
Define the non-linear operator

P0(b, g̃, Ã) =
(

2
(
(Ric + Λ)(g)− δ̃∗

(
ΥE(g)−ΥE(gb0,b)

)
− 2T (g, dA)

)
,

δgdA− d̃ΥM (g, Ã)
)
,

(9.2)

where

gb0,b = (1− χ)gb0 + χgb (9.3)

interpolates between the fixed metric gb0 near Σ0 and the KNdS metric gb for

late times, and where we have set g := gb0,b + g̃ and A := Ab0,b + Ã. Then the

linearization at the RNdS solution b = b0, g̃ = 0, Ã = 0,

Lb0 := D0,0P0(b0, ·, ·),

takes the form

Lb0(ġ, Ȧ) =
(

2
(
Dg(Ric + Λ)(ġ)− δ̃∗DgΥ

E(ġ)− 2Dg,dAT (ġ, dȦ)
)
,

Dg,A(δ(·)d(·))(ġ, Ȧ)− d̃ΥM (g, Ȧ)
)
.

(9.4)

where we put

g = gb0 , A = Ab0 . (9.5)

We then have:
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Lemma 9.1. We use the notation (9.1)–(9.5) and recall the definitions (8.1)–(8.2),
as well as (8.5). Then

Db0P0(·, 0, 0)(b′) = Lb0
(
χg′ + LχV g, χA′ + LχVA+ d(χa)

)
+
(
2δ̃∗ϑχ(b′), d̃κχ(b′)

)
= Kb0(b′) +

(
2δ̃∗ϑχ(b′), d̃κχ(b′)

)
,

(9.6)

where

ϑχ(b′) := [DgΥ
E ◦ L̃g, χ]V + [DgΥ

E , χ]g′,

κχ(b′) := [ΥM
g ◦ L̃A, χ]V + [ΥM

g ◦ d, χ]a+ [ΥM
g , χ]A′;

these are compactly supported and smooth in Ω◦, with ϑχ(b′) a 1-form and κχ(b′)
a scalar function.

Before proving the lemma, we explain how this achieves what we discussed
schematically above: the forcing term effecting a (linearized) change in the final
black hole parameter (i.e. the left hand side in (9.6)) is the same as the forcing
term generating the linearized gauged KNdS solution (g′Υ, A′Υ) for large t∗ (the
first term on the right hand side in (9.6)), up to an additional compactly supported
gauge modification (ϑχ(b′),κχ(b′)) used to patch up the gauge in the transition
region supp dχ.

We point out that the left hand side in (9.6), which is equal to(
2
(
Dg(Ric + Λ)(χg′)− 2Dg,dAT (χg′, χA′)

)
, Dg,A(δ(·)d(·))(χg′, χA′)

)
, (9.7)

has compact support in M◦ not intersecting Σ0, as does the first term on the right
hand side; the latter property was already used in §8.

Proof of Lemma 9.1. Comparing (9.7) with (9.4), we find

Db0P0(·, 0, 0)(b′) = Lb0(χg′, χA′) +
(
2δ̃∗DgΥ

E(χg′), d̃ΥM (g, χA′)
)
. (9.8)

On the other hand, using that (LχV g,LχVA + d(χa)) is a pure gauge term, one
computes

Lb0
(
χg′ + LχV g, χA′ + LχVA+ d(χa)

)
= Lb0(χg′, χA′) +

(
−2δ̃∗DgΥ

E(L̃g(χV )),−d̃ΥM
g (L̃A(χV ) + d(χa))

)
.

We then manipulate the first component of the last term by using (8.1) and writing

−DgΥ
E(L̃g(χV )) = −[DgΥ

E ◦ L̃g, χ]V + χDgΥ
E(g′)

= −ϑχ(b′) +DgΥ
E(χg′),

and similarly the second component,

−ΥM
g (LA(χV ) + d(χa)) = −[ΥM

g ◦ LA, χ]V − [ΥM
g ◦ d, χ]a+ χΥM

g (A′)

= −κχ(b′) + ΥM (g, χA′).

Putting these expressions together, we obtain (9.6). �

More generally, we need to relate changes of the asymptotic black hole parame-
ters to modifications of the gauge at all steps in our non-linear Nash–Moser iteration
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scheme. To accomplish this, denote the linearization of P0 around possibly non-zero

g̃ and Ã by

Lb,g̃,Ã(ġ, Ȧ) = Dg̃,ÃP0(b, ·, ·)(ġ, Ȧ)

=
(

2
(
Dg(Ric + Λ)(ġ)− δ̃∗DgΥ

E(ġ)− 2Dg,dAT (ġ, dȦ)
)
,

Dg,A(δ(·)d(·))(ġ, Ȧ)− d̃Dg,ÃΥM (ġ, Ȧ)
)
,

where we write g = gb0,b + g̃ and A = Ab0,b + Ã. Then (9.8) generalizes to

DbP0(·, g̃, Ã)(b′) = Lb,g̃,Ã(χg′b(b
′), χA′b(b

′))

+
(
δ̃∗2Dgb0,b

ΥE(χg′b(b
′)), d̃ΥM (g, χA′b(b

′))
)
.

Combining this with the gauge modifications coming from the linear analysis in
§8, we can now describe the finite-dimensional modifications which we will use for
the proof of non-linear stability below. As usual, let B ⊂ R5 be a small neighbor-
hood of the RNdS parameters b0; let further

W̃ s :=
{

(g̃, Ã) ∈ H̄s,α
b (Ω;S2 bT ∗ΩM)⊕ H̄s,α

b (Ω; bT ∗ΩM) : ‖g̃‖H̄14,α
b

+ ‖Ã‖H̄14,α
b

< ε
}

for sufficiently small ε > 0. Let Ξ denote the (fixed) space of gauge modifications
from the linear theory, see (8.6) and the proof of Theorem 8.2, and recall the
isomorphism (8.14). We then define the map

z : B × W̃ s+2 × R5 × RNΞ → H̄s,α
b (Ω;S2 bT ∗ΩM)⊕ H̄s,α

b (Ω; bT ∗ΩM)

↪→ Ds,α(Ω;S2 bT ∗ΩM ⊕ bT ∗ΩM)
(9.9)

by

z(b, (g̃, Ã), b′, c′) = DbP0(·, g̃, Ã)(b′)− (2δ̃∗ϑχ(b′), d̃κχ(b′))

+ (2δ̃∗θ(c′), d̃κ(c′)).
(9.10)

(The reason for putting two extra derivatives in the space W̃ s+2 is due to the fact

that DbP0(·, g̃, Ã) has coefficients with regularity Hs if (g̃, Ã) has regularity Hs+2.)
This puts together

(1) the asymptotic parameter change (first term), which for b = b0, g̃ = 0

and Ã = 0 is equal to the compactly supported modification of the range
(giving rise to the solution (g′Υb (b′), A′Υb (b′)) for large t∗ of the linearized
gauge-fixed Einstein–Maxwell equation), given by the first term in (9.6),

upon subtracting (2δ̃∗ϑχ(b′), d̃κχ(b′)), given by the second term in (9.6),
(2) the gauge modifications necessitated by the pure gauge resonances in the

closed upper half plane, captured by the parameter c′ and the map (8.14).

We can now state and prove our main theorem, which we stated somewhat
informally as Theorems 1.1 and 1.8 in the introduction:

Theorem 9.2. Recall from (3.35) the space Zs of initial data for the Einstein–
Maxwell system with vanishing magnetic charge. Let (h, k,B,E) ∈ Z∞ be a smooth
initial data set, thus h is a smooth Riemannian metric on Σ0, k a symmetric 2-
tensor, E and B 1-forms, with [?hB] = 0 ∈ H2(Σ0,R). Suppose (h, k,B,E) is
close to the initial data (hb0 , kb0 ,Bb0 ,Eb0) (induced by (gb0 , Ab0) on Σ0) of any
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fixed non-degenerate Reissner–Nordström–de Sitter black hole in the topology of
H21(Σ0;S2T ∗Σ0 ⊕ S2T ∗Σ0 ⊕ T ∗Σ0 ⊕ T ∗Σ0).

Then there exist KNdS black hole parameters b ∈ B close to b0 and exponentially

decaying tails (g̃, Ã) ∈ W̃∞ such that the smooth metric and 4-potential

g = gb0,b + g̃, A = Ab0,b + Ã

solve the coupled Einstein–Maxwell system

Ric(g) + Λg = 2T (g, dA), δgdA = 0,

and attain the given initial data (h, k,B,E) at Σ0. More precisely, using the map
ib from Proposition 3.8, we have γ0(g) = ib0(h, k,B,E); and, using the notation of
(9.10), there exists c ∈ RNΞ such that g and A satisfy the gauge conditions

ΥE(g)−ΥE(gb0,b)− θ(c) + ϑχ(b− b0) = 0,

ΥM (g,A)−ΥM (g,Ab0,b)− κ(c) + κχ(b− b0) = 0.

Remark 9.3. The cohomological condition on B, which is equivalent to the vanishing
of the magnetic charge of the perturbed black hole, can be dropped in view of
Lemmas 2.2 and 2.3. The assumption on the initial data then is that they are close
to the initial data of any fixed non-degenerate RNdS black hole with parameters
b0 = (M•,0, Qe, Qm) ∈ Bm, see the definition (3.21); the conclusion is that we
have a solution of the initial value problem (2.4)–(2.5) with asymptotic behavior

g = gb0,b + g̃, F = Fb0,b + F̃ , where now b ∈ Bm is close to b0, and Fb0,b =
(1− χ)Fb0 + χFb, with gb and Fb defined in equation (3.22).

Proof of Theorem 9.2. We will use the Nash–Moser iteration scheme as presented
by Saint-Raymond [SR89], using the notation employed in [HV16b, Theorem 11.1].
Thus, we define the real Banach spaces

Bs = R5 ⊕ H̄s,α
b (Ω;S2 bT ∗ΩM ⊕ bT ∗ΩM)⊕ RNΞ ,

Bs = Ds,α(Ω;S2 bT ∗ΩM ⊕ bT ∗ΩM).

Next, recalling the map P0 from (9.2), we define the map Φ: B∞ → B∞,

Φ(b, (g̃, Ã), c) =
(
P0(b, g̃, Ã) +

(
2δ̃∗(θ(c) + ϑχ(b− b0)), d̃(κ(c) + κχ(b− b0))

)
,

γ0(gb0 + g̃, Ab0 + Ã)− ib0(h, k,E,B)
)

≡
(

2
(
Ric(g) + Λg − 2T (g, dA)− δ̃∗

(
ΥE(g)−ΥE(gb0,b)− θ(c)− ϑχ(b− b0)

))
,

δgdA− d̃
(
ΥM (g,A)−ΥM (g,Ab0,b)− κ(c)− κχ(b− b0)

)
,

γ0(g̃, Ã)− (ib0(h, k,E,B)− γ0(gb0 , Ab0))
)
,

where g = gb0,b + g̃, A = Ab0,b + Ã, defined in a neighborhood of (b0, (0, 0),0)

in the topology of B5 (which implies that g̃ and Ã are small in C2). Note that
our assumptions on the initial data imply that ib0(h, k,E,B)−γ0(gb0 , Ab0) is small
in H21. Now, in the Nash–Moser iteration scheme, we need to solve linearized
equations of the form

D(b,(g̃,Ã),c)Φ(b′, (g̃′, Ã′), c′) = d ≡ (f, r0, r1) ∈ B∞,
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which is equivalent to the initial value problem{
Lb,g̃,Ã(g̃′, Ã′) + z(b, (g̃, Ã), b′, c′) = f,

γ0(g̃′, Ã′) = (r0, r1).
(9.11)

Now for b = b0 and (g̃, Ã) = (0, 0), and using Lemma 9.1, the first equation becomes

Lb0(g̃′, Ã′) +K ′b0(b′) +
(
2δ̃∗θ(c′), d̃κ(c′)

)
= f,

which by the construction of the map z can always be solved (with the given initial

data) for (g̃′, Ã′) ∈ H̄∞,αb , as follows from the proof of linear stability, Theorem 8.2.
By Theorem 4.4 then, the perturbed problem (9.11) can be solved as well if b is

close to b0 and (g̃′, Ã′) is small in W̃ 14. We remark that a priori one needs to allow

b′, c′ and (g̃′, Ã′) to be complex-valued; however, arguing inductively (and noting
that the smoothing operators in the Nash–Moser iteration can be chosen so as to

preserve real sections), b, g̃ and Ã in (9.11) will always be real-valued, so by the
same argument as at the end of the linear stability proof in §8, b′ etc. will in fact
be real-valued.

In view of the estimate (4.8), the solution of (9.11) satisfies the tame estimate

|b′|+ |c′|+ ‖(g̃′, Ã′)‖H̄s,αb

≤ C
(
‖d‖Ds+3,α + (1 + ‖(g̃, Ã)‖H̄s+6,α

b
)‖d‖D13,α

)
for s ≥ 10. (The additional two derivatives on (g̃, Ã) are due to the same reason
as in the definition of the map (9.9).) We can therefore appeal to the Nash–Moser
theorem [HV16b, Theorem 11.1] to conclude the proof. �

Remark 9.4. By Stokes’ theorem, the electric charge of the final black hole is equal
to the electric charge Qe = 1

4π

∫
S2 ?hE computed directly from the initial data.

However, we point out that the value Q
(k)
e of the electric charge at the k-th step of

the Nash–Moser iteration may well be different from Qe; however, Qe is of course

(necessarily) recovered as the limit of Q
(k)
e as k →∞.

9.2. Initial data. We proceed to show how the conformal method can be used
to construct initial data sets for the Einstein–Maxwell system in the context of
the present paper. The formulation of the conformal method in this context goes
back to Isenberg–Murchadha–York [IMYJ76]; see also [Ise95, §7] for a study of the
space of solutions in the constant mean curvature case, and the paper by Isenberg–
Maxwell–Pollack [IMP05] on gluing theorems for fairly general matter fields, in-
cluding electromagnetic fields. We refer the reader to the survey by Bartnik and
Isenberg [BI04] for further references.

Let us denote the initial data induced on a spacelike hypersurface Σi by a slowly
rotating KNdS black hole solution (gb, Ab), so with b close to b0, by (h0, k0,E0,B0).
Below, we will prove a general theorem allowing us to construct initial data close
to the KNdS data (h0, k0,E0,B0), provided the mean curvature H0 = trh0

k0 is
small. Observe now that H0 is small indeed if we choose Σi to be a small spacelike
neighborhood of {t = 0} (in Boyer–Lindquist coordinates in the exterior region)
within the maximal analytic extension of a slowly rotating KNdS solution: this
follows directly for Σi = {t = 0} in the RNdS spacetime, since Σi is totally geodesic
in this case, being the set of fixed points of the isometry t 7→ −t, and by continuity
for slowly rotating KNdS black holes. See Figure 9.1.
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H+ H+

H− H−

Σi

Σ0

i+

i−

Figure 9.1. The totally geodesic hypersurface Σi (with bound-
ary) within the maximal analytic extension of a RNdS spacetime.
A neighborhood of the Cauchy surface Σ0 lies in the closure of the
domain of dependence of Σi.

Denote by

Dh0 = 2δ∗h0
+

2

3
h0δh0

the conformal Killing operator.

Theorem 9.5. Let Σi be a smooth compact connected 3-dimensional manifold with
boundary, and suppose h0, k0 ∈ C∞(Σi;S

2T ∗Σi), with h0 a Riemannian metric, and
E0,B0 ∈ C∞(Σi;T

∗Σi) solve the Einstein–Maxwell constraint equations (2.14)–
(2.15). Write k0 = H0h0 +Q0, where H0 ∈ C∞(Σi), and Q0 ∈ C∞(Σi;S

2T ∗Σi) is
trace-free with respect to h0.

Let s ≥ s0 > 3/2. Then there exists an ε > 0 such that the following holds under

the assumption ‖H0‖Hs0 < ε: let H̃ ∈ Hs(Σi) and Q̃1 ∈ Hs(Σi;S
2T ∗Σi), with

trh0
Q̃1 = 0 and δh0

Q̃1 = 0; let further Ẽ, B̃ ∈ Hs(Σi;T
∗Σi), and assume δh0

Ẽ = 0

and δh0B̃ = 0. Let

Ψ = (H̃, Q̃1, Ẽ, B̃).

Then if ‖Ψ‖Hs0 < ε, there exist ϕ = 1+ψ, ψ ∈ Hs+2(Σi), and V2 ∈ Hs+1(Σi;TΣi)
such that

h = ϕ4h0, k = (H0 + H̃)h+ ϕ−2(Q0 + Q̃1 +Dh0
V2),

E = ϕ−2(E0 + Ẽ), B = ϕ−2(B0 + B̃)
(9.12)

solves the Einstein–Maxwell constraint equations. Furthermore, there exists a con-
stant C such that the estimate

‖ψ‖Hs+2 + ‖V2‖Hs+1 ≤ C‖Ψ‖Hs (9.13)

holds. In particular, we have (for another constant C)

‖(h, k,E,B)− (h0, k0,E0,B0)‖Hs ≤ C‖Ψ‖Hs . (9.14)
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A neighborhood of the Cauchy surface Σ0 used in Theorem 9.2 lies in the closure
of the domain of dependence of Σi (choosing Σi large enough), hence one can evolve
the initial data provided by Theorem 9.5 until Σ0. Thus, Theorem 9.5 can be used
to construct a sizeable set (or using the generalization discussed momentarily in fact
a full neighborhood) of initial data close to slowly rotating KNdS data which, for
s = 21 and sufficiently small ‖Ψ‖H21 , can be used as initial data for Theorem 9.2.

One can also replace h0 by another metric h′0 of class Hs, which is a perturbation
of the given h0 in the topology of Hs0(Σi;S

2T ∗Σi), and similarly perturb Q0 to
a trace-free symmetric 2-tensor Q′0 with respect to h′0, and perturb E0 and B0 to
divergence-free (with respect to h′0) 1-forms E′0 and B′0, and still obtain a solution
of the constraint equations as in (9.12), with h0 etc. replaced by h′0 etc. It is easy
to see that every initial data set (h, k,E,B) satisfying (9.14) for s = s0 and with
Ds0 sufficiently small arises via this generalization of the construction (9.12) (in
fact with ϕ ≡ 1).

Proof of Theorem 9.5. The divergence on 1-forms obeys the transformation rule
δϕ4h0

= ϕ−6δh0
ϕ2; the same formula is valid on symmetric trace-free 2-tensors.

Furthermore, on 2-forms, the Hodge star operator transforms as ?ϕ4h0
= ϕ−2?h0

.
Using the transformation rule for the scalar curvature

Rϕ4h0
= ϕ−4(Rh0 + 8ϕ−1∆h0ϕ),

with ∆h0 ≥ 0, the constraint equations (2.14) for the data (9.12) are equivalent to
the system

P1(ϕ, V2; Ψ) := ∆h0ϕ+
Rh0

8
ϕ− 1

8
|Q0 + Q̃1 +Dh0V2|2h0

ϕ−7

+
1

4

(
3|H0 + H̃|2 − Λ− |E0 + Ẽ|2h0

− |B0 + B̃|2h0

)
ϕ−5 = 0,

(9.15)

δh0
Dh0

V2 = P2(ϕ; Ψ) := −δh0
Q0 − 2ϕ6d(H0 + H̃)

+ 2 ?h0

(
(B0 + B̃) ∧ (E0 + Ẽ)

)
;

(9.16)

the constraints (2.15) for E and B are automatically satisfied. We will hence-
forth drop the subscript ‘h0’ from the notation. By assumption on the data set
(h0, k0,E0,B0), if the perturbation data are trivial, then ϕ ≡ 1 and V2 ≡ 0 solve
this system, so P1(1, 0; 0) = 0 and P2(1; 0) = 0.

Similarly to the proof of [HV16b, Proposition 11.4], we embed Σi into a closed,

connected 3-manifold Σ, and denote by Σe = Σ \ Σi the closure of the region
appended to Σi. Extending h0 to a smooth Riemannian metric on Σ, likewise
extending the symmetric 2-tensor k0 and the 1-forms E0 and B0 in any smooth
fashion, and denoting the thus extended quantities by h0 etc. still, we have

P1(1, 0; 0) =: p1 ∈ Ċ∞(Σe), P2(1; 0) =: p2 ∈ Ċ∞(Σe;T
∗Σe).

Extend H̃ to a function in Hs(Σe), denoting the extension by H̃ still; one can
arrange for the extension to have an Hs0 and Hs norm which is bounded by a con-
stant times the corresponding norms on Σi. Similarly, extend the other components
of Ψ.

We aim to find finite-dimensional subspaces Z1 ⊂ Ċ∞(Σe), Z2 ⊂ Ċ∞(Σe;TΣe),
for which we can solve

P1(ϕ, V2; Ψ) = p1 + z1, δDV2 = (P2(ϕ; Ψ)− p2) + z2, (9.17)
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for zj ∈ Zj , j = 1, 2, and ϕ = 1 + ψ, ψ ∈ Hs0+2(Σe), V2 ∈ Hs0+1(Σe;TΣe),
with control of higher Sobolev norms in terms of higher norms of the data as in

(9.13), provided H̃ etc. are small in Hs0 . Since pj and zj vanish identically in Σi,
the restriction of ϕ and V2 to Σi yields a solution of (9.15)–(9.16) satisfying the
estimate (9.13) on Σi. The estimate (9.14) is then an immediate consequence of
the estimate (9.13) and the definition (9.12).

We proceed to solve the system (9.17) for ϕ = 1 +ψ. We first discuss the second
equation: the operator δD is elliptic and self-adjoint, with (ran δD)⊥ = ker δD
given by conformal Killing vector fields. The arguments in [BCS05, §2] imply that
any non-trivial conformal Killing field has support in all of Σ, in particular its
support intersects Σe in an open set. Thus, there exists a subspace Z2 as above, of
dimension equal to dim ker δD, with Hs(Σe;TΣe) = ranHs+2 δD⊕Z2 for all s ∈ R;
this gives a bounded linear solution operator

(S2, SZ) : Hs(Σe;TΣe)→ Hs+2(Σe;TΣe)⊕Z2, f 7→ (S2f, SZf) = (V2, z2),

for the equation δDV2 = f + z2, with s ∈ R arbitrary. It therefore remains to solve
the first equation in (9.17) in the form

P̃1(ψ; Ψ) := P1

(
1 + ψ, S2(P2(1 + ψ; Ψ)− p2); Ψ

)
− p1 = z1, (9.18)

with z1 in the space Z1 which we will specify momentarily. Let us write

P̃1(ψ; 0) = L̃1ψ + P̃ ′1(ψ),

with

L̃1 = ∆ +
R

8
+

7

8
|Q0|2 −

5

4
(3|H0|2 − Λ− |E0|2 − |B0|2)

self-adjoint and differential, while

P̃ ′1(ψ) =
1

8

(
|Q0|2 −

∣∣Q0 +DS2(−2((1 + ψ)6 − 1)dH0)
∣∣2)(1 + ψ)−7

+
1

8
|Q0|2(1− 7ψ − (1 + ψ)−7)

+
1

4
(3|H0|2 − Λ− |E0|2 − |B0|2)((1 + ψ)−5 − 1 + 5ψ)

captures the non-local (pseudodifferential) part of P̃1 coming from S2 — which is

small due to the smallness of H0 — and the remaining non-linear terms in P̃1,
which vanish quadratically at ψ = 0; concretely, we have the estimate

‖P̃ ′1(ψ)‖Hs0 ≤ C
(
‖H0‖Hs0‖ψ‖Hs0 + ‖ψ‖2Hs0

)
(9.19)

since Hs0 is an algebra for s0 > 3/2. Now, since P̃1(0; 0) = 0, equation (9.18) is
equivalent to

L̃1ψ = −P̃ ′1(ψ)− (P̃1(ψ; Ψ)− P̃1(ψ; 0)) + z1, (9.20)

with the second term satisfying the estimate

‖P̃1(ψ; Ψ)− P̃1(ψ; 0)‖Hs0 ≤ C‖ψ‖Hs0 ‖Ψ‖Hs0 . (9.21)

Now, since the unique continuation principle applies to elements of (ran L̃1)⊥, we

can find Z1 ⊂ Ċ∞(Σe) (with dimension equal to dim ker L̃1) and a solution operator

S1 : Hs(Σe)→ Hs+2(Σe)⊕Z1, f 7→ (ψ, z1),
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for the equation L̃1ψ = f + z1. Identify Z1
∼= CN for N = dimZ1. We can then

solve the equation (9.20) for ψ ∈ Hs0+2(Σ) and z1 ∈ Z1 using the Banach fixed
point theorem applied to the map

(ψ, z1) 7→ S1

(
−P̃ ′1(ψ)− (P̃1(ψ; Ψ)− P̃1(ψ; 0)) + z1

)
, (9.22)

which for sufficiently small ε > 0 and under the assumption ‖H0‖Hs0 + ‖Ψ‖Hs0 <
ε maps the ball {(ψ, z1) : ‖ψ‖Hs0+2 + |z1| ≤ ε} into itself; this follows from the
estimates (9.19) and (9.21). Using similar estimates, one can show that the map
(9.22) is a contraction (reducing ε > 0 if necessary). This proves the existence of a
solution of the system (9.15)–(9.16). The higher regularity estimate (9.13) follows
by elliptic regularity. �

Appendix A. Review of b-geometry and b-analysis

We only give a very brief account of the aspects of b-geometry and b-analysis
which are used in the present paper; for a more detailed overview, we refer the reader
to [HV16b, Appendix A] as well as to Melrose’s book [Mel93] on the subject.

Fix a smooth connected (n+1)-dimensional manifold M with non-empty bound-
ary ∂M . We denote by Vb(M) ⊂ V(M) the space of b-vector fields, smooth vector
fields on M which are tangent to ∂M . Away from ∂M , these are simply ordinary
smooth vector fields. Near the boundary, with (τ, x1, . . . , xn) denoting adapted lo-
cal coordinates near a point in ∂M , namely with ∂M given by the vanishing of τ ,
a b-vector field V takes the form

V = aτ∂τ +

n∑
j=1

bj∂xj , a, bj ∈ C∞(M).

Correspondingly, b-vector fields are the space of sections of a natural vector bundle
bTM →M , called b-tangent bundle, which over the interior M◦ is naturally isomor-
phic to the standard tangent bundle, and which near the boundary in the above
coordinates has the basis {τ∂τ , ∂x1 , . . . , ∂xn}; in particular, τ∂τ is non-vanishing
at τ = 0 as a b-vector field. One can check that τ∂τ is in fact well-defined, i.e.
independent of the choice of adapted local coordinates. The space Diff∗b(M) of
b-differential operators is the universal enveloping algebra of Vb(M), thus elements
of Diffmb (M) are finite linear combinations (with C∞(M) coefficients) of products
of up to m b-vector fields. If E,F → M are two smooth vector bundles, one can
more generally define m-th order b-differential operators Diffmb (M ;E,F ) mapping
C∞(M ;E) into C∞(M ;F ), e.g. using local trivializations of E and F .

The dual bundle bT ∗M of bTM , called the b-cotangent bundle, is correspondingly
spanned by dτ

τ , dx
1, . . . , dxn; here dτ

τ is smooth (and non-degenerate) as a b-1-form
up to τ = 0. A smooth b-metric g on M is then a smooth section of the second
symmetric tensor power S2 bT ∗M ; in local coordinates as above, this means that

g = g00
dτ2

τ2
+ 2g0j

dτ

τ
⊗s dxj + gij dx

i ⊗s dxj , gµν ∈ C∞(M).

If M arises as the compactification of a manifold M◦ without boundary as in
equation (3.17), then a smooth b-metric on M is asymptotically stationary on M◦

in the following sense: letting t := − log τ , we have dτ
τ = −dt, and a smooth function

a ∈ C∞(M), having a Taylor expansion in powers of τ , has a Taylor expansion on
M◦ in powers of e−t; thus, g = g0 + g̃ with

g0 = g00(0, x) dt2 − 2g0j(0, x) dt⊗s dxj + gij(0, x) dyi ⊗s dyj , g̃ = O(e−t),
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approaches the stationary metric g0 exponentially fast as t→∞. Conversely, if M◦

is equipped with a metric g approaching a stationary metric exponentially fast at
some rate α > 0, then g extends to be a smooth b-metric on M plus an error term
(in general non-smooth) of size τα. In the case of interest in the present paper,
this remainder term will be conormal, or more generally lie in a weighted b-Sobolev
space which we discuss further below.

We further have the b-differential bd, acting between sections of the exterior
powers Λk bT ∗M ; they are defined by extension of the usual exterior differential d
from M◦; thus, acting on functions, one has

bda = (τ∂τa)
dτ

τ
+ (∂xja)dxj ,

and in general bd ∈ Diff1
b(M ; Λk bT ∗M,Λk+1 bT ∗M).

On M , we naturally have the b-density bundle bΩ1(M), with local trivialization
induced by |dττ dx

1 . . . dxn|; fixing a nowhere vanishing b-density ν on M , this allows

us to define the L2 space L2
b(M ; ν) ≡ L2(M ; ν). We drop the density ν from the

notation from now on. (For compact M , different choices of ν lead to equivalent
norms.) For integer k ≥ 0 and real α ∈ R, we then define the weighted b-Sobolev
space

Hk,α
b (M) = {u ∈ ταL2

b(M) : V1 . . . Vju ∈ ταL2
b(M),

0 ≤ j ≤ k, V` ∈ Vb(M), 1 ≤ ` ≤ j}.

For compact M , Hk,α
b (M) can be endowed with a Hilbert space structure by means

of a finite collection of b-vector fields which span bTpM over every p ∈ M ; the
norms for any two such collections are equivalent. For non-integer s ∈ R, the
space Hs,α

b (M) is defined using duality, that is Hs,α
b (M)∗ = H−s,−αb (M), and

interpolation. We point out that the definition of the space Hs,α
b (M) as a Hilbert

space for M compact does not require the choice of a metric. Elements of the
space H∞,αb (M) =

⋂
s∈RH

s,α
b (M) are called conormal (with respect to L2

b); for
M compact, this space carries a natural Fréchet space structure. Near a point on
∂M , using coordinates (τ, x1, . . . , xn) as above, and letting t = − log τ , the space
Hs,α

b (M) is locally the same (as a Hilbert space, up to equivalence of norms) as
the space e−αtHs(M◦), where the Sobolev space on M◦ is defined by testing with
products of the vector fields ∂t, ∂x1 , . . . , ∂xn .

Suppose next that Ω ⊂ M is a non-empty open subset of M . One can then
define the space of supported distributions Ḋ(Ω) as the space of distributions u ∈
D(M) = Ċ∞(M ; Ω1M)∗ with suppu ⊂ Ω. (The same definition applies for M

without boundary.) We then define Ḣs,α
b (Ω) = Hs,α

b (M)∩ Ḋ(Ω); this thus consists
of elements of Hs,α

b (M) which are supported in Ω̄. The space of extendible distri-
butions, D̄(Ω), is equal to the space of restrictions u|Ω for u ∈ D(M); we likewise
define H̄s,α

b (Ω) = Hs,α
b (M)|Ω, with the natural (quotient) norm. Thus, elements of

H̄s,α
b (Ω) automatically have extensions to Hs,α

b (M) (with the same norm).
If E → M is a smooth vector bundle, weighted b-Sobolev spaces Hs,α

b (M ;E)
are defined using local trivializations of E; for Ω ⊂ M as above, one can likewise
define spaces Ḣs,α

b (M ;E) and H̄s,α
b (M ;E) of supported and extendible sections of

E over Ω.
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Appendix B. Explicit expressions for the mode stability analysis

In this appendix, we list the explicit formulas for a number of functions arising
in §5; we recall that the quantities x, y, z, m were defined in (5.47), H in (5.46), c̃
in (5.55), a+ in (5.56), and ĉ in (5.66).

The expressions for the functions used in equation (5.49) are then:

VΦ =
µ

r2H2

(
9x3 − 9(2y + 6z −m)x2 + (72z2 − 8(4m− 3)z + 3m2)x (B.1)

+ 8(9xz − 12z2 −mz)y − 32z3 + 24mz(z + 1) +m2(m+ 2)
)
,

FΦ = − 8Qµ

r3H2

(
2(3x− 8z)y + 2xz − 3x2 + 6x+m(m+ 4)

)
.

The functions appearing in equation (5.50) are given as follows:

PX0 =
(
6(4z +m)x− 64z2 − 16mz

)
y + 27x3 − 24(5z −m)x2 (B.2)

+
(
152z2 − 2(35m− 12)z + 3m(3m+ 2)

)
x− 64z3 + 48mz2

− 8m(m− 2)z + 2m2(m+ 2),

PX1 = 2(4z +m)y + 9x2 − (16z − 5m+ 6)x+ 8z2 − 6mz − 4m,

PXA = −4(4z +m)y − 18x2 + 4(8z −m+ 6)x

− 16z2 + 4(m− 4)z + 2m(m+ 6),

PY 0 = 2
(
18x2 − 3(28z −m)x+ 96z2 − 8mz

)
y + 9x3 − 6(10z −m)x2

+
(
120z2 − 2(11m− 12)z + 3m(m+ 2)

)
x

− 64z3 + 16(m− 4)z2 − 8m(m+ 2)z,

PY 1 = 2(6x− 12z +m)y + 3x2 − (12z +m+ 6)x+ 8z2 + 2(m+ 8)z,

PYA = −4(6x− 12z +m)y − 6x2 + 4(6z −m)x

− 16z2 + 4(m− 4)z − 2m(m+ 2),

PZ = (−6x+ 16z)y + 3x2 + (−2z + 3m)x− (4m+ 8)z − 2m.

The functions used in equation (5.65) are:

PX =
(
9x− 36z + 3(12y − 6−m)

)
x− 6(12z −m)y + 6(4z +m+ 8)z, (B.3)

PY = −3(9x− 16z + 5m− 6)x− 6(4z +m)y − 6(4z − 3m)z + 12m,

PA = −8(c̃+mr)z.

The functions appearing in equation (5.67) take the following form:

PX+ = −8zHµ− 3
(
9x− 8(5z −m)

)
x2 − 3m(3m+ 2 + 2y)x (B.4)

+ 2(35m− 12y − 12)xz + 64z3 − 8z2(19x− 8y + 6m)

+ 8m(2y +m− 2)z − 2m2(m+ 2)

−
(

4z − c̃

r

)(
(9x− 16z + 2m− 12)x+ 2(m+ 4z)y

+ 2(4z −m+ 4)z −m(m+ 6)
)
,

PX− = 81(4z − x)x4 − 18x4(4m+ 3ĉ)

− 3x3
(
144z2 − 2z(36ĉ+ 23m) +m(16ĉ+ 3(3m+ 2) + 6y)

)
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− 2x2
(
−96z3 + 8z2(18ĉ+m)− 2mz(35ĉ+ 5m+ 24)

+ 3m(−8yz + (m+ 2)(m+ 3ĉ) + 2ĉ(y − 2))
)

− 4m2(m+ 2)ĉ x− 64xz3(m− 2ĉ)− 16m(6ĉ+ 4y −m+ 4)xz2

+ 8mxz
(
m(3ĉ+m+ 6) + (4ĉ− 2m)y

)
,

Q+ = 12x2 +
(
3(y − 9z − 3) + 5m+ 2ĉ

)
x+ 16z2

− 2z(3m+ ĉ− 4) + 2(m+ ĉ)y − 2(2m+ ĉ),

Q− = −16ra+µQ

r2
+ (9x− 16z + 5m− 6)x+ 8z2 + 2(m+ 4z)y − 6mz − 4m,

PY+ = −9x3 + 6x2(3y + z +m− ĉ+ 3) + 16mz2 + 4xz(−12y − 6m+ ĉ)

+ x
(
12(2m+ ĉ)y +m(7m+ 12) + 12ĉ

)
− 16z

(
(3m+ 2ĉ)y −m− 1

)
+ 4m2y + 2(m+ 2)2(−2z +m+ ĉ− 2) + 16mz + 8(m− ĉ+ 2),

PY− = 81x4 + 54x3(6y + 4z +m+ ĉ+ 1) + 9x2
(
16z2 − 2z(24x−m+ 8ĉ)

− 6x+ 24(ĉ− 4z)y +m(6y + 3m+ 4ĉ+ 6)
)

+ 6x
(
16z2(6y − 3m+ ĉ)

+ 2z(24(m− 2ĉ)y +m(m− 3ĉ− 12)) + 3m(2y +m+ 2)ĉ
)

+ 8z
(
24mz2 − 6z(4(3m− 2ĉ)y +m(m− 4))

+ 3m2(2y +m− ĉ+ 2)− 12mĉ
)
.
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global uniqueness for the Einstein-Maxwell-scalar field system with a cosmological

constant. Part 2. Structure of the solutions and stability of the Cauchy horizon.
Comm. Math. Phys., 339(3):903–947, 2015.

[CGNS17] João L Costa, Pedro M Girão, José Natário, and Jorge Drumond Silva. On the
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[IMYJ76] James A. Isenberg, Niall Ó Murchadha, and James W. York Jr. Initial-value problem

of general relativity. III. Coupled fields and the scalar-tensor theory. Physical Review
D, 13(6):1532, 1976.

[Ise95] James Isenberg. Constant mean curvature solutions of the Einstein constraint equa-
tions on closed manifolds. Classical and Quantum Gravity, 12(9):2249, 1995.

[Ker63] Roy P. Kerr. Gravitational field of a spinning mass as an example of algebraically

special metrics. Physical Review Letters, 11(5):237, 1963.
[KI03] Hideo Kodama and Akihiro Ishibashi. A master equation for gravitational pertur-

bations of maximally symmetric black holes in higher dimensions. Progress of The-

oretical Physics, 110(4):701–722, 2003.
[KI04] Hideo Kodama and Akihiro Ishibashi. Master equations for perturbations of gener-

alised static black holes with charge in higher dimensions. Progress of Theoretical

Physics, 111(1):29–73, 2004.
[KIS00] Hideo Kodama, Akihiro Ishibashi, and Osamu Seto. Brane world cosmology: Gauge-

invariant formalism for perturbation. Physical Review D, 62(6):064022, 2000.

[Kla85] Sergiu Klainerman. Uniform decay estimates and the Lorentz invariance of the clas-
sical wave equation. Comm. Pure Appl. Math., 38(3):321–332, 1985.

[Kla86] Sergiu Klainerman. The null condition and global existence to nonlinear wave equa-
tions. In Nonlinear systems of partial differential equations in applied mathematics,

Part 1 (Santa Fe, N.M., 1984), Lectures in Appl. Math., pages 293–326. Amer.
Math. Soc., Providence, RI, 1986.

[KS84] Hideo Kodama and Misao Sasaki. Cosmological Perturbation Theory. Progress of

Theoretical Physics Supplement, 78:1–166, 1984.

[KW87] Bernard S. Kay and Robert M. Wald. Linear stability of Schwarzschild under pertur-
bations which are non-vanishing on the bifurcation 2-sphere. Classical and Quantum

Gravity, 4(4):893, 1987.
[KZ07] Roman A. Konoplya and Alexander Zhidenko. Stability of multidimensional black

holes: Complete numerical analysis. Nuclear Physics B, 777(1):182–202, 2007.

[KZ09] Roman A. Konoplya and Alexander Zhidenko. Instability of Higher-Dimensional

Charged Black Holes in the de Sitter World. Physical review letters, 103(16):161101,
2009.

[LIG16] LIGO Scientific Collaboration and Virgo Collaboration. Observation of Gravita-
tional Waves from a Binary Black Hole Merger. Phys. Rev. Lett., 116:061102, 2016.

[LR05] Hans Lindblad and Igor Rodnianski. Global existence for the Einstein vacuum equa-

tions in wave coordinates. Comm. Math. Phys., 256(1):43–110, 2005.



NON-LINEAR STABILITY OF KERR–NEWMAN–DE SITTER 111

[LR10] Hans Lindblad and Igor Rodnianski. The global stability of Minkowski space-time

in harmonic gauge. Ann. of Math. (2), 171(3):1401–1477, 2010.

[Luk13] Jonathan Luk. The null condition and global existence for nonlinear wave equations
on slowly rotating Kerr spacetimes. Journal of the European Mathematical Society,

15(5):1629–1700, 2013.

[Mel93] Richard B. Melrose. The Atiyah–Patodi–Singer index theorem, volume 4 of Research
Notes in Mathematics. A K Peters, Ltd., Wellesley, MA, 1993.

[MMTT10] Jeremy Marzuola, Jason Metcalfe, Daniel Tataru, and Mihai Tohaneanu. Strichartz

estimates on Schwarzschild black hole backgrounds. Communications in Mathemat-
ical Physics, 293(1):37–83, 2010.

[Mon74a] Vincent Moncrief. Odd-parity stability of a Reissner–Nordström black hole. Physical

Review D, 9(10):2707, 1974.
[Mon74b] Vincent Moncrief. Stability of Reissner–Nordström black holes. Physical Review D,

10(4):1057, 1974.
[Mon75] Vincent Moncrief. Gauge-invariant perturbations of Reissner–Nordström black holes.

Phys. Rev. D, 12:1526–1537, Sep 1975.

[Mos16] Georgios Moschidis. The rp-Weighted Energy Method of Dafermos and Rodnian-
ski in General Asymptotically Flat Spacetimes and Applications. Annals of PDE,

2(1):1–194, 2016.
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[ST15] Jacob Sterbenz and Daniel Tataru. Local energy decay for Maxwell fields part I:
Spherically symmetric black-hole backgrounds. International Mathematics Research

Notices, 2015(11):3298–3342, 2015.

[Sto16] John Stogin. Global Stability of the Nontrivial Solutions to the Wave Map Problem
from Kerr |a| � M to the Hyperbolic Plane under Axisymmetric Perturbations

Preserving Angular Momentum. Preprint, arXiv:1610.03910, 2016.

[SW10] Kristin Schleich and Donald M. Witt. A simple proof of Birkhoff’s theorem for
cosmological constant. Journal of Mathematical Physics, 51(11):112502, 2010.

[Tat13] Daniel Tataru. Local decay of waves on asymptotically flat stationary space-times.
American Journal of Mathematics, 135(2):361–401, 2013.

[Tay96] Michael E. Taylor. Partial Differential Equations I-III. Springer-Verlag, 1996.

[TT11] Daniel Tataru and Mihai Tohaneanu. A local energy estimate on Kerr black hole
backgrounds. Int. Math. Res. Not., (2):248–292, 2011.

[Vas10] András Vasy. The wave equation on asymptotically de Sitter-like spaces. Advances

in Mathematics, 223(1):49–97, 2010.
[Vas13] András Vasy. Microlocal analysis of asymptotically hyperbolic and Kerr–de Sitter

spaces (with an appendix by Semyon Dyatlov). Invent. Math., 194(2):381–513, 2013.

[Vis70] C. V. Vishveshwara. Stability of the Schwarzschild Metric. Phys. Rev. D, 1:2870–
2879, May 1970.

[Wal79] Robert M. Wald. Note on the stability of the Schwarzschild metric. Journal of

Mathematical Physics, 20(6):1056–1058, 1979.
[Wal10] Robert M. Wald. General relativity. University of Chicago press, 2010.

[War15] Claude M. Warnick. On quasinormal modes of asymptotically anti-de Sitter black
holes. Communications in Mathematical Physics, 333(2):959–1035, 2015.

[Whi89] Bernard F. Whiting. Mode stability of the Kerr black hole. Journal of Mathematical

Physics, 30(6):1301–1305, 1989.
[WZ11] Jared Wunsch and Maciej Zworski. Resolvent estimates for normally hyperbolic

trapped sets. In Annales Henri Poincaré, volume 12, pages 1349–1385. Springer,
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