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#### Abstract

Given a smooth globally hyperbolic $(3+1)$-dimensional spacetime satisfying the Einstein vacuum equations (possibly with cosmological constant) and an inextendible timelike geodesic, we construct a family of metrics depending on a small parameter $\epsilon>0$ with the following properties. (1) They solve the Einstein vacuum equations modulo $\mathcal{O}\left(\epsilon^{\infty}\right)$. (2) Away from the geodesic they tend to the original metric as $\epsilon \rightarrow 0$. (3) Their $\epsilon^{-1}$-rescalings near every point of the geodesic tend to a fixed subextremal Kerr metric. Our results apply on spacetimes which do not admit nontrivial Killing vector fields in a neighborhood of a point on the geodesic. They also apply in a neighborhood of the domain of outer communications of subextremal Kerr and Kerr-de Sitter spacetimes, in which case our metrics model extreme mass ratio inspirals if we choose the timelike geodesic to cross the event horizon.

The metrics which we construct here depend on $\epsilon$ and the (rescaled) coordinates on the original spacetime in a log-smooth fashion. This in particular justifies the formal perturbation theoretic setup in work of Gralla-Wald on gravitational self-force in the case of small black holes.
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## 1. Introduction

The Einstein vacuum equations (with cosmological constant $\Lambda \in \mathbb{R}$ ) for a Lorentzian metric $g$ (with signature $(-,+,+,+)$ ) on a $(3+1)$-dimensional manifold $M$ read

$$
\begin{equation*}
\operatorname{Ric}(g)-\Lambda g=0 \tag{1.1}
\end{equation*}
$$

where Ric is the Ricci curvature. Equivalently, $\operatorname{Ein}(g)+\Lambda g=0$ where $\operatorname{Ein}(g)=\operatorname{Ric}(g)-$ $\frac{1}{2} R_{g} g$ is the Einstein tensor (with $R_{g}$ being the scalar curvature). We assume that $(M, g)$ is globally hyperbolic. The aim of this paper is to construct approximate (in a sense which we make precise below) solutions $g_{\epsilon}$ of this equation (which in local coordinates is a quasilinear second order partial differential equation for the coefficients $g_{\mu \nu}$ of the metric $g$ ) which are obtained from $g$ by gluing a small Kerr black hole [Ker63] along a timelike geodesic $\mathcal{C} \subset M$. The metric $\hat{g}_{\mathfrak{m}, \mathfrak{a}}$ of a subextremal Kerr black hole depends on two parameters, $\mathfrak{m}>0$ (mass) and $\mathfrak{a} \in \mathbb{R}^{3}$ (specific angular momentum) with $|\mathfrak{a}|<\mathfrak{m}$. We recall that $\hat{g}_{\mathfrak{m}, \mathfrak{a}}$ is

- defined on $\mathbb{R}_{\hat{t}} \times\left\{\hat{x} \in \mathbb{R}^{3}:|\hat{x}|>\mathfrak{m}\right\} ;$
- stationary, i.e. time translations $(\hat{t}, \hat{x}) \mapsto(\hat{t}+c, \hat{x})$ are isometries;
- axisymmetric when $\mathfrak{a} \neq 0$, with the axis of symmetry (rotation axis of the black hole) given by $\frac{\mathfrak{a}}{\mathfrak{a} \mathfrak{a}}$, or rotationally symmetric when $\mathfrak{a}=0$ (which gives the Schwarzschild metric [Sch16]);
- asymptotically flat, i.e. $\hat{g}_{\mathfrak{m}, \mathfrak{a}}=-\mathrm{d} \hat{t}^{2}+\mathrm{d} \hat{x}^{2}+\mathcal{O}\left(|\hat{x}|^{-1}\right)$ tends to the Minkowski metric $-\mathrm{d} \hat{t}^{2}+\mathrm{d} \hat{x}^{2}$ as $|\hat{x}| \rightarrow \infty$;
- a solution of the Einstein vacuum equations $\operatorname{Ric}\left(\hat{g}_{\mathfrak{m}, \mathfrak{a}}\right)=0$.

See Definition 3.22. We may arrange that the $\hat{t}$-level sets are spacelike (see Lemma 3.24).
Theorem 1.1 (Main result). Let ( $M, g$ ) be a globally hyperbolic spacetime solving (1.1). Let $\mathfrak{p} \in M$, let $v \in T_{\mathfrak{p}} M$ be a future timelike unit vector, and denote by $\mathcal{C} \subset M$ the maximal geodesic with initial conditions $\mathfrak{p}, v$. Let $\mathfrak{m}>0$ and $\mathfrak{a} \in T_{\mathfrak{p}} M, \mathfrak{a} \perp v,|\mathfrak{a}|<\mathfrak{m}$. In Fermi normal coordinates ${ }^{1}(t, x) \in I \times \mathbb{R}^{3}, I \subseteq \mathbb{R}$, around $\mathcal{C}$, identify $\mathfrak{a}$ with a vector in $\mathbb{R}^{3}$. Fix

[^1]a Cauchy hypersurface $X$ of $(M, g)$ with $X \cap \mathcal{C}=\{\mathfrak{p}\}$ which is orthogonal ${ }^{2}$ to $\mathcal{C}$. Assume that either
(I) in the domain of dependence of a connected open neighborhood $\mathcal{U}^{\circ} \subset X$ of $\mathfrak{p}$ there do not exist any nontrivial Killing vector fields for $g$; or
(II) $(M, g)$ is a neighborhood of the domain of outer communications of a Kerr (when $\Lambda=0$ ) or Kerr-de Sitter (when $\Lambda>0$ ) black hole, in which case we fix $\mathcal{U}^{\circ} \subset X$ to be a connected open set containing $\mathfrak{p}$ as well as a point in the black hole interior of $(M, g)$.
For $\epsilon \in(0,1)$, let $M_{\epsilon}=M \backslash\{(t, x):|x|<\epsilon \mathfrak{m}\}$. Then there exists a family $\left(g_{\epsilon}\right)_{\epsilon \in(0,1)}$, where $g_{\epsilon}$ is a smooth symmetric 2-tensor on $M_{\epsilon}$, with the following properties.
(1) (Away from $\mathcal{C}$ : close to $g$.) We have convergence $\left.\left.g_{\epsilon}\right|_{M \backslash \mathcal{C}} \rightarrow g\right|_{M \backslash \mathcal{C}}$ in the smooth topology, i.e. locally uniformly with all derivatives. That is, if $z \in \mathbb{R}^{4}$ denotes local coordinates on the closure $\bar{U}$ of a precompact open set $U \subset M$ with $\bar{U} \cap \mathcal{C}=\emptyset$, then the metric coefficients $\left(g_{\epsilon}\right)_{\mu \nu}(z)=g_{\epsilon}(z)\left(\partial_{z^{\mu}}, \partial_{z^{\nu}}\right)$ converge to $g_{\mu \nu}(z)$ as $\epsilon \searrow 0$, together with all derivatives. More precisely, $(\epsilon, z) \mapsto\left(g_{\epsilon}\right)_{\mu \nu}(z)$ is log-smooth at $\epsilon=0$ in $[0,1)_{\epsilon} \times \mathbb{R}_{z}^{4}$, i.e. it has a full generalized Taylor expansion at $\epsilon=0$ into terms $\epsilon^{m}(\log \epsilon)^{k} a_{m, k}(z)$ where $m, k \in \mathbb{N}_{0}$ (with $k=0$ when $m=0$ ) and $a_{m, k}$ is smooth.
(2) (Near $\mathcal{C}$ : close to a small Kerr black hole.) In Fermi normal coordinates, we have ${ }^{3}$
\[

$$
\begin{equation*}
\left(g_{\epsilon}\right)_{\mu \nu}(t, \epsilon \hat{x}) \rightarrow\left(\hat{g}_{\mathfrak{m}, \mathfrak{a}}\right)_{\hat{\mu} \hat{\nu}}(\hat{x}) \tag{1.2}
\end{equation*}
$$

\]

locally uniformly with all derivatives on $I_{t} \times \mathbb{R}_{\hat{x}}^{3}$. Here, $\mu, \nu=0, \ldots, 3$ are indices for $z=(t, x)$, and $\hat{\mu}, \hat{\nu}$ are indices for the corresponding components of $\hat{z}=(\hat{t}, \hat{x})$. More precisely, $\left(g_{\epsilon}\right)_{\mu \nu}(t, \epsilon \hat{x})$ is log-smooth at $\epsilon=0$ inside $[0,1)_{\epsilon} \times I_{t} \times \mathbb{R}_{\hat{x}}^{3}$ and equals $\left(\hat{g}_{\mathfrak{m}, \mathfrak{a}}\right)_{\hat{\mu} \hat{\nu}}(\hat{x})$ up to $\mathcal{O}\left(\epsilon^{2}\right)$ errors.
(3) (Transition region.) The coefficients $\left(g_{\epsilon}\right)_{\mu \nu}$, as functions of

$$
\begin{equation*}
t \in I, \quad \rho_{\circ}:=\frac{\epsilon}{|x|} \geq 0, \quad \hat{\rho}:=|x| \geq 0, \quad \omega=\frac{x}{|x|}, \tag{1.3}
\end{equation*}
$$

are continuous down to $\rho_{\circ}=0$ and $\hat{\rho}=0$, with boundary values

$$
\left(g_{\epsilon}\right)_{\mu \nu}\left(t, \rho_{\circ}, \hat{\rho}, \omega\right)= \begin{cases}g_{\mu \nu}(t, \hat{\rho} \omega), & \rho_{\circ}=0 \\ \left(\hat{g}_{\mathfrak{m}, \mathfrak{a}}\right) \hat{\mu} \hat{\nu}\left(\rho_{\circ}^{-1} \omega\right), & \hat{\rho}=0\end{cases}
$$

More precisely, $\left(g_{\epsilon}\right)_{\mu \nu}$, defined on a neighborhood of $I \times\{0\} \times\{0\} \times \mathbb{S}^{2}$ in $I_{t} \times[0,1)_{\rho_{\circ}} \times$ $[0,1)_{\hat{\rho}} \times \mathbb{S}_{\omega}^{2}$, is log-smooth at $\rho_{\circ}=0$ and at $\hat{\rho}=0$, and equals $\left(\hat{g}_{\mathfrak{m}, \mathfrak{a}}\right) \hat{\mu}_{\hat{\nu}}\left(\rho_{\circ}^{-1} \omega\right)$ up to $\mathcal{O}\left(\hat{\rho}^{2}\right)$ errors.
(4) (Formal solution at $\epsilon=0$.) The family $\left(g_{\epsilon}\right)_{\epsilon \in(0,1)}$ is a formal solution of the Einstein vacuum equations in the following sense. Let $V \subset M$ be a precompact open set, and let $\epsilon(\bar{V})>0$ be such that $g_{\epsilon}$ is a Lorentzian metric on $V \cap M_{\epsilon}$ for $\epsilon \in(0, \epsilon(\bar{V})) .{ }^{4}$ Then

$$
\begin{equation*}
\operatorname{Err}_{\epsilon}:=\operatorname{Ric}\left(g_{\epsilon}\right)-\Lambda g_{\epsilon}=\mathcal{O}\left(\epsilon^{\infty}\right), \tag{1.4}
\end{equation*}
$$

[^2]i.e. the components of $\operatorname{Err}_{\epsilon}$ in local coordinates on $M$ near $\bar{V}$ (restricted to $M_{\epsilon}$ ) are bounded by $C_{N} \epsilon^{N}$ for all $N \in \mathbb{N}$.
(5) (Formal solution at a Cauchy hypersurface.) The error $\operatorname{Err}_{\epsilon}$ vanishes to infinite order at $X \cap M_{\epsilon}$ for all $\epsilon$; more precisely, in the notation of part (4), it vanishes to infinite order at $X \cap M_{\epsilon} \cap V$ for $\epsilon \in(0, \epsilon(\bar{V}))$, where $V \subset M$ is an arbitrary precompact open set.
(6) (Support.) We have $g_{\epsilon}=g$ outside the domain of influence (with respect to $g$ ) of a compact subset of $\mathcal{U}^{\circ}$.

See Theorem 5.4 for setting (I) and Theorem 12.1 for setting (II). We can interpret (1.2) as follows: using the scaling property ${ }^{5}$

$$
\left(\hat{g}_{\mathfrak{m}, \mathfrak{a}}\right)_{\hat{\mu} \hat{\nu}}(x / \epsilon)=\left(\hat{g}_{\epsilon \mathfrak{m}, \epsilon \mathfrak{a}}\right)_{\hat{\mu} \hat{\nu}}(x),
$$

the metric $g_{\epsilon}(t, x)$ is, for $|x| \lesssim \epsilon$, close to the metric $\hat{g}_{\epsilon \mathfrak{m}, \epsilon \mathfrak{a}}(x)$ of a Kerr black hole with mass $\epsilon \mathfrak{m}$ and specific angular momentum $\epsilon \mathfrak{a}$. See Figure 1.1, and also Figure 1.2 below. We furthermore obtain rough bounds on the exponents of the logarithms appearing in the generalized Taylor expansions. Namely, in part (1) only $\epsilon^{0}, \epsilon^{1}, \epsilon^{2} \log \epsilon, \epsilon^{2}$, and $\epsilon^{m}(\log \epsilon)^{k}$ with $m \geq 3$ appear, and in part (2) only $\epsilon^{0}, \epsilon^{2}, \epsilon^{m}(\log \epsilon)^{k}$ with $m \geq 3$ (and similarly in part (3) regarding the expansion at $\rho_{\circ}=0$, resp. $\hat{\rho}=0$ ).


Figure 1.1. Illustration of the metric $g_{\epsilon}$ from Theorem 1.1 for some small positive $\epsilon>0: g_{\epsilon}$ is close to $g$ away from $\mathcal{C}$, and near all points of $\mathcal{C}$ close to the metric of a small Kerr black hole with mass $\epsilon \mathfrak{m}$ and specific angular momentum $\epsilon \mathfrak{a}$. We cut out a ball $|x|<\epsilon \mathfrak{m}$ in the interior of the small black hole.

Remark 1.2 (Black hole mergers). If in the Kerr-de Sitter setting (II) in Theorem 1.1 we take $\mathcal{C}$ to cross the event horizon of the KdS black hole in finite proper time, the metric $g_{\epsilon}$ describes an extreme mass ratio inspiral: the merger of a mass $\epsilon$ Kerr black hole with a unit mass Kerr-de Sitter black hole. Once the small black hole is a fixed distance $2 \eta>0$ past the event horizon of the unit mass KdS black hole, one can, for small $\epsilon>0$, consider the initial data of $g_{\epsilon}$ on a suitable spacelike hypersurface in an $\eta$-neighborhood of the domain of outer communications of the unit mass black hole: these are $\epsilon$-close to the initial data of the unit mass KdS black hole. The future evolution of these data (which satisfy the constraints only modulo $\mathcal{O}\left(\epsilon^{\infty}\right)$ errors due to (1.4)) can be controlled using the robust stability result [HV18]; see $\S 12$ for details; see also Figure 12.1. If $(M, g)$ is a Kerr black

[^3]hole, then an application of the existing stability results [DHRT21, KS21] would require not merely formal but true solutions; cf. Conjecture 1.3 below.

In future work, we hope to correct the formal solution $g_{\epsilon}$ to a true solution of (1.1):
Conjecture 1.3 (True solution). Fix a precompact open set $V \subset M$. Then for some small $\epsilon_{0}>0$, there exists a smooth tensor $h_{\epsilon}$ on $\bar{V} \cap M_{\epsilon}, 0<\epsilon<\epsilon_{0}$ which vanishes to infinite order at $\epsilon=0$ and outside the domain of influence of a compact subset of $\mathcal{U}^{\circ}$, and which has the property that $g_{\epsilon}+h_{\epsilon}$ is a true solution of the Einstein vacuum equations, i.e. $\operatorname{Ric}\left(g_{\epsilon}+h_{\epsilon}\right)-\Lambda\left(g_{\epsilon}+h_{\epsilon}\right)=0$ for all $\epsilon \in\left(0, \epsilon_{0}\right)$.

This conjecture implies that the formal solutions constructed by Theorem 1.1 describe the interaction of the small Kerr black hole with the ambient spacetime ( $M, g$ ) to all orders in $\epsilon$.

Returning to Theorem 1.1, part (2) is a strengthening of the following statement. Fix $t_{0} \in I$, corresponding to a point $\left(t_{0}, 0\right)$ in $\mathcal{C}$, and introduce the 'fast' coordinates

$$
\begin{equation*}
\hat{t}=\frac{t-t_{0}}{\epsilon}, \quad \hat{x}=\frac{x}{\epsilon} \tag{1.5}
\end{equation*}
$$

near it: these are time and space coordinates for an observer on an $\epsilon^{-1}$ rescaling of $(M, g)$. Then $\left(g_{\epsilon}\right)_{\mu \nu}\left(t_{0}+\epsilon \hat{t}, \epsilon \hat{x}\right) \rightarrow\left(\hat{g}_{\mathfrak{m}, \mathfrak{a}}\right)_{\hat{\mu} \hat{\nu}}(\hat{x})$ as $\epsilon \searrow 0$, locally uniformly and with all derivatives in $(\hat{t}, \hat{x}) \in \mathbb{R} \times \mathbb{R}^{3}$. Since $\partial_{\hat{\mu}}=\epsilon \partial_{\mu}$, this means that

$$
\begin{equation*}
\left.\left.\epsilon^{-2} g_{\epsilon}\right|_{\left(t_{0}+\epsilon \hat{t}, \epsilon \hat{x}\right)}\left(\partial_{\hat{\mu}}, \partial_{\hat{\nu}}\right) \rightarrow\left(\hat{g}_{\mathfrak{m}, \mathfrak{a}}\right) \hat{\mu}_{\hat{\mu} \hat{\nu}}\right|_{\hat{x}}\left(\partial_{\hat{\mu}}, \partial_{\hat{\nu}}\right) \tag{1.6}
\end{equation*}
$$

We may interpret this as follows. If $g$ is a solution of (1.1), then since $\operatorname{Ric}\left(\epsilon^{-2} g\right)=\operatorname{Ric}(g)$, the rescaling $\epsilon^{-2} g$ solves (1.1) with cosmological constant $\epsilon^{2} \Lambda$. The coefficients of $\epsilon^{-2} g$ with respect to 'fast' coordinates $\hat{t}=\frac{t-t_{0}}{\epsilon}, \hat{x}=\frac{x}{\epsilon}$ near a point $(t, x)=\left(t_{0}, 0\right)$ in $M$, similarly to (1.5), are equal to the coefficients of $g$ with respect to 'slow' coordinates $t, x$. At $(t, x)=\left(t_{0}, 0\right)$ itself, $g$ is equal to the Minkowski metric if we choose the coordinates $t, x$ appropriately. In this sense, $\epsilon^{-2} g_{\epsilon}$ tends to the flat Minkowski metric in a $\mathcal{O}(\epsilon)$-neighborhood of $\left(t_{0}, 0\right)$ as $\epsilon \searrow 0$. Thus, the convergence (1.6) means that the local limit of $\epsilon^{-2} g_{\epsilon}$ at every point on $\mathcal{C}$ is not the Minkowski metric, but the (asymptotically flat) Kerr metric. Under the smoothness conditions on $g_{\epsilon}$ in part (3) of Theorem 1.1, the limit in (1.6) is necessarily an asymptotically flat metric which, given (1.4), is moreover Ricci-flat.

A further feature of (1.6) is that the limiting (Kerr) metric is stationary. The stationarity of the local limit follows more generally for families $g_{\epsilon}$ for which, on the set

$$
\begin{equation*}
[0,1)_{\epsilon} \times I_{t} \times \mathbb{R}_{\hat{x}}^{3} \tag{1.7}
\end{equation*}
$$

the metric $\left(g_{\epsilon}\right)_{\mu \nu}$ depends only on the slow time variable $t$. (The smoothness of $g_{\epsilon}$ on (1.7) means that the small black hole evolves in a quasistationary, or adiabatic, manner.) Thus, the regularity properties of $g_{\epsilon}$ force the local limits to be stationary, asymptotically flat Ricci-flat spacetimes, and thus-conjecturally-necessarily Kerr spacetimes; see also Remark 3.23. This explains why, in the vacuum setting under study here, one can only possibly glue Kerr black holes into $(M, g)$. In this sense, Theorem 1.1 is the simplest possible result of its type. ${ }^{6}$

[^4]Proposition 1.4 (Necessary conditions for gluing). In the notation of Theorem 1.1, suppose that $\mathcal{C} \subset M$ is an inextendible timelike curve, ${ }^{7}$ furthermore $g_{\epsilon}$ is a family of metrics on $M_{\epsilon}$ which is log-smooth as in points (2)-(3) but where the subextremal Kerr parameters $\mathfrak{m}, \mathfrak{a}$ are allowed to depend on $t \in I$ (i.e. on the point in $\mathcal{C}$ ), with $\mathfrak{m}=\mathfrak{m}(t)$ not identically 0 ; finally, assume that (1.4) holds. Then $\mathcal{C}$ is a geodesic (thus proving the geodesic hypothesis in our setting), $\mathfrak{m}$ is constant, and $\mathfrak{a}$ is parallel along $\mathcal{C}$.

See Proposition 9.13, and also §8.3. Thus, in the quasistationary setting, one cannot possibly prove a more general result than Theorem 1.1.

Finally, we remark that $\mathcal{O}\left(\hat{\rho}^{2}\right)$ nature of the corrections to $\hat{g}_{\mathfrak{m}, \mathfrak{a}}$ in part (3) of Theorem 1.1 is optimal in that the nonvanishing of the Riemann curvature tensor of $(M, g)$ at the point $t=t_{0}$ on the geodesic $\mathcal{C}$ induces nontrivial $\hat{\rho}^{2}$ correction terms at $t=t_{0}$. Indeed, the quadratic terms of $g$ at $\mathcal{C}=x^{-1}(0)$ in Fermi normal coordinates are given in terms of components of the Riemann curvature tensor; see Lemma 10.1.
1.1. Context and prior work. The presence of two regimes, as described in parts (1) and (2) of Theorem 1.1, has for a long time been a prominent feature of studies in the physics literature on the motion of small bodies, whose mass is a small parameter $\epsilon>0$, in curved spacetimes ( $M, g$ ) satisfying Einstein's field equations. The starting point was work by Burke [Bur71] who was the first to apply the method of matched asymptotic expansions to general relativity.

One key objective in such studies is to determine the motion of the small body: to leading order as $\epsilon \rightarrow 0$, it must move along a geodesic $\mathcal{C}$ of $(M, g)$ (see [EIH38, Tho62, Tau62] for early contributions, and [EG04, GW08] for more recent works), and one is interested in $\mathcal{O}(\epsilon)$ and higher order corrections to geodesic motion arising from gravitational self-force: the interaction of the small body with the gravitational field which is generated by it and interacts with the ambient spacetime. (The notion of a limit of a family of spacetimes $\left(M_{\epsilon}, g_{\epsilon}\right)$ was studied by Geroch [Ger69].) In the self-force problem, every formula for the correction of geodesic motion is necessarily gauge-dependent. One particular such result is the MiSaTaQuWa equation [MST97, QW97] in harmonic (or Lorenz) gauge. We do not obtain new results regarding the problem of gravitational self-force here. Rather, in our construction of $g_{\epsilon}$, which does not involve a fixed choice of gauge, we re-center the small black hole at each order in $\epsilon$. For a detailed introduction and comprehensive literature review on the topic of gravitational self-force, we refer the reader to [PPV11, PW22].

The method of matched asymptotic expansions assumes the existence of two expansions of $g_{\epsilon}$ : a 'near-field expansion', which in our notation is a (generalized) Taylor expansion on

$$
[0,1)_{\epsilon} \times I_{t} \times \mathbb{R}_{\hat{x}}^{3}, \quad \hat{x}=\frac{x}{\epsilon},
$$

at $\epsilon=0$, with coefficients that are regular in the rescaled spatial coordinates and adiabatic (i.e. they only depend on the 'slow' time variable $t$ of the ambient spacetime); and a 'farfield expansion', i.e. an expansion on $[0,1)_{\epsilon} \times(M \backslash \mathcal{C})$. The two expansions are matched in an intermediate (or buffer) region (where $|\hat{x}| \gg \epsilon^{-1}$ but $|x| \ll 1$, e.g. where $|x| \sim \epsilon^{1 / 2}$ ), which produces boundary conditions for the terms in each expansion. This method was subsequently applied by D'Eath [D'E75] to study corrections to the parameters of a small Kerr black hole in the same setting that we study here; in particular, he already argued for

[^5]the validity of Proposition 1.4. D'Eath's work was extended by Kates [Kat80] and ThorneHartle [TH84] who studied general small bodies and computed leading order corrections for mass and spin.

Gralla and Wald [GW08] introduced a clean perspective on the self-force problem which discards the intermediate region in favor of a joint smoothness requirement of the metric coefficients which corresponds exactly to smoothness in the coordinates (1.3) here. In this paper, we shall relate this requirement to smoothness on a manifold with corners which encodes the parameter $\epsilon$ and all spacetime manifolds $M_{\epsilon}, \epsilon \in(0,1)$, in a single object, denoted $\widetilde{M}$ below; see $\S 1.2$. (We will also revisit their argument for the necessity that $\mathcal{C}$ is a geodesic; see §8.3.)

A second objective pursued in the physics literature concerns the precise description, as $\epsilon \rightarrow 0$, of metrics describing extreme mass ratio inspirals as in Remark 1.2, as discussed in the review article [BP18]. Our main result gives a complete asymptotic expansion of the metric $g_{\epsilon}$ of such an inspiral, in the setup developed by Gralla-Wald.

The following is a list of further novel features of our approach and result which are related to the above physics literature.

- We demonstrate that families of spacetimes satisfying the assumptions made in the aforementioned works indeed exist-at least on the level of formal solutions as in (1.4) (which is sufficient for the arguments in all of those works to go through unchanged, as they only require the validity of the field equations up to $\mathcal{O}\left(\epsilon^{N}\right)$ errors, with $N \leq \infty$ depending on the problem under study).
- We produce the metrics $g_{\epsilon}$ in a constructive manner, proceeding in an order-byorder fashion where correction terms are computed as solutions of the linearized field equations with sources, in turn at the original manifold $M$ (but with singular boundary conditions at $\mathcal{C}$ ) and on the small Kerr black hole spacetime (with asymptotic boundary conditions at spacelike infinity).
- Unlike previous works, our method does not involve any fixed choice of gauge. Instead, the terms of the (generalized) Taylor expansion of $g_{\epsilon}$ at the interface $\hat{\rho}=\rho_{\circ}=0$ between the near- and far-field regimes are constructed in an essentially gauge-free manner, and only the solutions of linearized field equations with 'trivial' forcing terms (which are essentially supported entirely in either the far-field or near-field regime) involve (rather arbitrary) gauge choices which can be chosen at each step of the construction individually. The main point is that one can solve the sourced linearized field equations $D_{g}(\operatorname{Ein}+\Lambda) h=f$ (under a genericity assumption on $g$ ) whenever $f$ is divergence-free; and this condition on $f$ arises naturally from the second Bianchi identity in the iterative construction (where $f$ is equal to $($ Ein $+\Lambda)(g+[$ correction terms $]))$ of $g_{\epsilon}$.
- The construction in Taylor series in the near-field regime requires a modulation of the Kerr black hole parameters to compensate for the failure of solvability for the linearized Einstein vacuum equations around the Kerr solution with (divergencefree) sources when restricting to spaces of stationary tensors.

See $\S 1.2$ for further details.
From a mathematical perspective, we have two main goals in the present paper:
(1) contribute to the theory of many-black-hole spacetimes;
(2) study gluing problems for the Einstein equations.

Regarding (1), we recall that the only known explicit solutions of Einstein's field equations describing several black holes are the asymptotically flat Majumdar-Papapetrou [Maj47, Pap45] solutions of the Einstein-Maxwell equations and the related Kastor-Traschen solutions [KT93] with positive cosmological constant. In previous work [Hin21a], the author constructed de Sitter spacetimes in which exact Kerr-de Sitter black holes are glued into neighborhoods of points at the future conformal boundary. Furthermore, ChruścielMazzeo [CM03] showed that certain classes of asymptotically flat many-black-hole initial data evolve into spacetimes whose black hole region has more than one connected component.

More is known regarding initial data. Recall here that the initial data of a Lorentzian metric $g$ on a $(3+1)$-dimensional spacetime $(M, g)$ at a spacelike hypersurface $X$ are the first and second fundamental form of $X$, respectively; we denote them

$$
\gamma, k \in \mathcal{C}^{\infty}\left(X ; S^{2} T^{*} X\right)
$$

When ( $M, g$ ) solves the Einstein vacuum equations (1.1), the pair $(\gamma, k)$ is a solution of the constraint equations

$$
\begin{equation*}
R_{\gamma}-|k|_{\gamma}^{2}+\left(\operatorname{tr}_{\gamma} k\right)^{2}-2 \Lambda=0, \quad \delta_{\gamma} k+\mathrm{d} \operatorname{tr}_{\gamma} k=0 \tag{1.8}
\end{equation*}
$$

where $R_{\gamma}$ is the scalar curvature of $\gamma$, and $\left(\delta_{\gamma} k\right)_{\mu}=-k_{\mu \nu}{ }^{\nu}$ is the (negative) divergence operator. Conversely, every solution of the constraint equations gives rise to a unique (up to isometries) maximal globally hyperbolic spacetime attaining $\gamma, k$ as its initial data [CB09, CBG69, Rin09]. Brill and Lindquist [BL63, Lin63] as well as Misner [Mis63] constructed explicit (and rigid) time-symmetric solutions of (1.8) (i.e. $k=0$ ) describing multiple black holes in the sense that the initial data contain multiple minimal 2-spheres. Corvino [Cor00] introduced a flexible gluing method, based on the underdetermined elliptic nature of (the linearization of) the constraint equations. This has found many applications [CD03, CS16, ACP23]; see also the review article [Car21].

The paper [Hin22], which also uses Corvino's technique [Cor00], constructs initial data by gluing in any asymptotically flat data set (satisfying (1.8) with $\Lambda=0$ on the complement of a compact subset of $\mathbb{R}^{3}$, and with $\gamma$ tending to the Euclidean metric and $k$ to 0 at infinity) into the neighborhood of a point in a given data set, much like Theorem 1.1 but in the elliptic setting of (1.8) instead of in the hyperbolic setting of (1.1). Our remarks following Theorem 1.1 above imply that the evolution of the glued initial data $\left(\gamma_{\epsilon}, k_{\epsilon}\right)$ constructed in [Hin22] cannot be adiabatic unless one glues in Kerr initial data; and even if the data ( $\hat{\gamma}, \hat{k}$ ) in [Hin22, Theorem 1.1] are those of a subextremal Kerr black hole, the requirement in the present paper that the spacetime metric be adiabatic to all orders in $\epsilon$ imposes requirements on $\left(\gamma_{\epsilon}, k_{\epsilon}\right)$ at all orders. ${ }^{8}$ Conversely, the initial data of $g_{\epsilon}$ at $X \cap M_{\epsilon}$ describe a Kerr initial data set glued into the initial data of $(M, g)$ at $X$. In this sense, Theorem 1.1 reproves the formal result [Hin22, Proposition 5.4] in the special case of Kerr data. ${ }^{9}$

[^6]Initial data gluing has recently been developed for the characteristic initial value problem of (1.1), with initial data given on null hypersurfaces [ACR21, CR22, CC22]. Recent works by Kehle-Unger [KU22, KU23] demonstrate the effectiveness of characteristic gluing techniques for gluing event horizons of different spacetimes (Minkowski and black hole spacetimes).

Concerning point (2) above, the present paper appears to be the first work on spacetime gluing for the Einstein vacuum equations which is not based on some version of initial data gluing (i.e. gluing for the constraint equations). ${ }^{10}$ We mention however Yang's work [Yan14] on the construction of (true, not merely formal) solutions in a toy model describing the motion of a very small amplitude and $\epsilon$-rescaled stable nonlinear Klein-Gordon soliton which is glued along a timelike geodesic in a given spacetime $(M, g)$ as a solution of the Einstein-scalar field system, with the scalar field potential scaled in a way that matches the scaling of the amplitude of the soliton; in [Yan14], the singularly perturbed spacetime metric is $\mathcal{C}^{1}$-close to $g$, even near the geodesic.

The literature on gluing or singular perturbation methods for other hyperbolic evolution equations has largely been concerned with semilinear PDE. Results include the existence of multi-soliton solutions for the nonlinear Schrödinger equation [Mer90, MM06] and for generalized Korteweg-de Vries equations [Mar05]; the proofs evolve approximate solutions backwards in time and use compactness arguments relying on uniform estimates to extract the desired solutions. This strategy was extended to multi-soliton constructions involving exponentially unstable solitons in [CMM11, MM16, Jen16, JM20]. Further gluing, multisoliton, or multi-bubble results include [DDMW20, DPMW22] for the Euler equations, [CM14, BGC14, CM18] for the nonlinear Klein-Gordon equation, and [MRT15] for the water waves system.
1.2. Elements of the proof. As in [Hin22] and related works on gluing problems in the elliptic category such as [SS21, KS22], we adopt a geometric singular analysis perspective and phrase Theorem 1.1 as a singular perturbation problem. We construct the family of metrics $\widetilde{g}:=\left(g_{\epsilon}\right)_{\epsilon \in(0,1)}$ as a single smooth section of the bundle of vertical symmetric 2-tensors on $(0,1)_{\epsilon} \times M$ (i.e. they annihilate $\partial_{\epsilon}$ ) which is log-smooth on an appropriate (partial) compactification $\widetilde{M}$ of $(0,1)_{\epsilon} \times M$.

In this introduction, we shall largely work in Fermi normal coordinates $t \in I, x \in \mathbb{R}^{3}$ near $\mathcal{C}$; this is sufficient to describe all aspects of the analysis except for the very far field behavior of $g_{\epsilon}$. We denote by

$$
\begin{equation*}
\hat{x}=\frac{x}{\epsilon} \tag{1.9}
\end{equation*}
$$

the rescaled ('fast') spatial coordinates near the small Kerr black hole. Then $\widetilde{M}$ should contain the 'far field' $[0,1)_{\epsilon} \times(M \backslash \mathcal{C})$ (containing the chart $[0,1)_{\epsilon} \times I_{t} \times\left(\mathbb{R}_{x}^{3} \backslash\{0\}\right)$ ) and the 'near field' $[0,1)_{\epsilon} \times I_{t} \times \mathbb{R}_{\hat{x}}^{3}$ as smooth submanifolds. We may glue these two charts together

[^7]over $\epsilon>0, x \neq 0$; but their respective boundary hypersurfaces at $\epsilon=0$ are disjoint, and there are curves which remain bounded in $M$ and along which $\epsilon \rightarrow 0$ but which do not have a limit. ${ }^{11}$ To remedy this failure of compactness, we include in $\widetilde{M}$ also a coordinate chart
\[

$$
\begin{equation*}
I_{t} \times[0,1)_{\rho_{o}} \times[0,1)_{\hat{\rho}} \times \mathbb{S}^{2}, \tag{1.10}
\end{equation*}
$$

\]

glued together with the previous two charts via

$$
\begin{equation*}
t, \quad \rho_{\circ}=\frac{\epsilon}{|x|}=\frac{1}{|\hat{x}|}, \quad \hat{\rho}=|x|=\epsilon|\hat{x}|, \quad \omega=\frac{x}{|x|}, \tag{1.11}
\end{equation*}
$$

on the common domains of definition. Invariantly, $\widetilde{M}$ is the blow-up of $\widetilde{M^{\prime}}:=[0,1)_{\epsilon} \times M$ at $\{0\} \times \mathcal{C}$, denoted $\widetilde{M}=\left[\widetilde{M}^{\prime} ;\{0\} \times \mathcal{C}\right] ;$ see [Me196]. Thus, $\widetilde{M}$ has two boundary hypersurfaces:
(1) the front face $\hat{M}=I_{t} \times \overline{\mathbb{R}_{\hat{x}}^{3}}$, where $\overline{\mathbb{R}_{\hat{x}}^{3}}=\mathbb{R}^{3} \sqcup \mathbb{S}^{2}$ is the radial compactification of $\mathbb{R}_{\hat{x}}^{3}$ in which $\mathbb{S}^{2}=\left\{|\hat{x}|^{-1}=0\right\}$ is attached as the sphere at infinity;
(2) the lift of the original spacetime $M_{\circ}=I_{t} \times[0, \infty)_{\hat{\rho}} \times \mathbb{S}_{\omega}^{2}$, which is obtained from $M$ by replacing the curve $\mathcal{C}$ with its spherical normal bundle (which can be thought of as an infinitesimal tube $I_{t} \times\{0\} \times \mathbb{S}_{\omega}^{2}$ around $\mathcal{C}$ ). There is a smooth blow-down map

$$
\beta_{\circ}: M_{\circ} \rightarrow M, \quad \beta_{\circ}(t, \hat{\rho}, \omega) \mapsto(t, \hat{\rho} \omega) \in M,
$$

which over $\hat{\rho}>0$ is a diffeomorphism $\{\hat{\rho}>0\} \rightarrow M \backslash \mathcal{C}$; the preimage of $\mathcal{C}$ is a bundle of 2 -spheres over $\mathcal{C}$.

The front face $\hat{M}$ is the total space of a fibration $\hat{M} \rightarrow \mathcal{C} \cong I_{t}$. Its fibers $\hat{M}_{t}, t \in I$, are copies of $\overline{\mathbb{R}^{3}}$; these should be thought of as compactifications of the quotients of a local stationary spacetime manifold (namely, $T_{p} M \cong \mathbb{R}^{4}$ at $p \in \mathcal{C}$ ) by the time translation action (which is the translation action by $T_{p} \mathcal{C} \cong \mathbb{R} \times\{0\}$ ). Thus, $\hat{M}$ accurately captures adiabatic behavior. See Figure 1.2.


Figure 1.2. Illustration of the total space $\widetilde{M}$. Shown are: the portion of the near field $[0,1)_{\epsilon} \times I_{t} \times \mathbb{R}_{\hat{x}}^{3}$ where $|\hat{x}| \leq 1$, the boundary hypersurface $\hat{M}$, and three fibers of $\hat{M}$ (in red); a portion of the far field $[0,1)_{\epsilon} \times I_{t} \times\left(\mathbb{R}_{x}^{3} \backslash\{0\}\right)$ where $|x| \geq 1$, and the boundary hypersurface $M_{\circ}$ (in blue); and some local coordinates.

[^8]One may hope to insert solutions of a PDE on $\mathbb{R}_{\hat{x}}^{3}$ (e.g. the Kerr metric restricted to $\hat{t}=0)$ into the fibers of $\hat{M}$ which at $|\hat{x}|=\infty$ in the fiber over $p \in \mathcal{C}$ match with a given solution on $M$ at $p$ (e.g. the metric $g$, which at $p$ is the Minkowski metric in Fermi normal coordinates), and to subsequently correct the resulting 'zeroth order gluing' by higher order (i.e. vanishing at $M_{\circ}$ and $\hat{M}$ ) corrections. Carefully note now that $\widetilde{M}$ does not contain an intermediate (or buffer) region; thus, to find such corrections, one must solve away error terms at $M_{\circ}$, resp. $\hat{M}$ with full asymptotic control at the other boundary hypersurface, i.e. at the boundary $\partial M_{\circ}=M_{\circ} \cap \hat{M}=\partial \hat{M}$, with the error terms, and thus also the solutions, typically featuring singular behavior (e.g. terms involving $\left.\hat{\rho}^{k}(\log \hat{\rho})^{m}\right)$ at the boundary.

We first illustrate how to carry out such a procedure in a linear toy model in $\S 1.2 .1$ before turning to the setting of Theorem 1.1 in $\S \S 1.2 .2-1.2 .4$.
1.2.1. A model hyperbolic singular perturbation problem. We work on the Minkowski spacetime $(M, g)=\left(\mathbb{R} \times \mathbb{R}^{3},-\mathrm{d} t^{2}+\mathrm{d} x^{2}\right)$. Denote by $u=u(t, x)$ a smooth solution of the linear scalar wave equation

$$
\square_{g} u=\left(-D_{t}^{2}+\Delta_{x}\right) u=\left(\partial_{t}^{2}-\sum_{j=1}^{3} \partial_{j}^{2}\right) u=0, \quad D=\frac{1}{i} \partial .
$$

We define a singular perturbation of $\square_{g}$ by ${ }^{12}$

$$
P_{\epsilon}:=\square_{g}+\epsilon^{-2} V\left(\frac{x}{\epsilon}\right), \quad 0 \leq V \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\mathbb{R}_{\hat{x}}^{3}\right), \quad \epsilon \in(0,1)
$$

We wish to perturb $u$ to a formal solution $u_{\epsilon}$ of the equation $P_{\epsilon} u_{\epsilon}=0$; that is, we want to find a log-smooth function $\widetilde{u}$ on $\widetilde{M}=[[0,1) \times M ;\{0\} \times \mathcal{C}]$, where $\mathcal{C}=\mathbb{R}_{t} \times\{0\} \subset M$, so that

$$
\begin{equation*}
\left.\widetilde{u}\right|_{M_{\circ}}=\beta_{\circ}^{*} u \quad\left(\text { i.e. }\left.\widetilde{u}\right|_{(\epsilon, t, x)=(0, t, x)}=u(t, x), x \neq 0\right), \quad|P \widetilde{u}| \leq C_{N} \epsilon^{N} \forall N, \tag{1.12a}
\end{equation*}
$$

where $\widetilde{u}$, resp. $P \widetilde{u}$ is defined on an $\epsilon$-level set by $u_{\epsilon}$, resp. $P_{\epsilon} u_{\epsilon}$.
The first task is to determine the local limit of $\widetilde{u}$ at $\hat{M}$ to be glued in. This task is trivial in the black hole gluing problem, where we wish to glue in the known Kerr metric; by contrast, in the current linear model problem, we artificially perturbed the partial differential operator from $\square_{g}$ to $P_{\epsilon}$, and thus must find the stationary solution of the local model PDE on the fiber $\hat{M}_{t}$ of $\hat{M}$ over $(t, 0) \in \mathcal{C}$ which matches $u(t, 0)$ (i.e. a constant for each fixed value of $t$ ) at $|\hat{x}|=\infty$. In the coordinates $t$ and $\hat{x}=\frac{x}{\epsilon}$, we have

$$
\epsilon^{2} P_{\epsilon}=\left(\epsilon \partial_{t}\right)^{2}+\left(\Delta_{\hat{x}}+V(\hat{x})\right),
$$

which acts on smooth functions of $\epsilon, t, \hat{x}$ (i.e. they only depend on the slow time $t$ ) as $\hat{P}(0):=\Delta_{\hat{x}}+V(\hat{x})$ at $\epsilon=0$. We then use: ${ }^{13}$

[^9]Lemma 1.5 (Stationary solution). There exists a unique solution $\hat{u}_{(0)} \in \mathcal{C}^{\infty}\left(\mathbb{R}_{\hat{x}}^{3}\right)$ of

$$
\hat{P}(0) \hat{u}_{(0)}=(\Delta+V) \hat{u}_{(0)}=0, \quad \hat{u}_{(0)} \rightarrow 1 \quad \text { as } \quad|\hat{x}| \rightarrow \infty .
$$

Moreover, $\hat{u}_{(0)} \in \mathcal{C}^{\infty}\left(\overline{\mathbb{R}_{\hat{x}}^{3}}\right)$, i.e. in $|\hat{x}|>0, \hat{u}_{(0)}$ is a smooth function of $|\hat{x}|^{-1}$ and $\frac{\hat{x}}{|\hat{x}|}$.
We now supplement the requirements (1.12a) by

$$
\begin{equation*}
\left.\left.\widetilde{u}\right|_{\hat{M}_{t}}=u(t, 0) \hat{u}_{(0)} \quad \text { (i.e. }\left.\widetilde{u}\right|_{(\epsilon, t, \hat{x})=(0, t, \hat{x})}=u(t, 0) \hat{u}_{(0)}(\hat{x}), t \in \mathbb{R}, \hat{x} \in \mathbb{R}^{3}\right) \tag{1.12b}
\end{equation*}
$$

The requirements on $\widetilde{u}$ at $M_{\circ}$ and $\hat{M}$ in (1.12a) and (1.12b) are consistent at the corner $M_{\circ} \cap \hat{M}$.

Remark 1.6 ( $P$ in terms of fast variables). If we fix $t_{0} \in \mathbb{R}$ and set $\hat{t}=\frac{t-t_{0}}{\epsilon}$, then

$$
\epsilon^{2} P_{\epsilon}=-D_{\hat{t}}^{2}+\Delta_{\hat{x}}+V(\hat{x})
$$

is a wave operator; $\hat{P}(0)$ is its spectral family at frequency 0 .
Remark 1.7 (Other toy models). A related singular perturbation problem which one can study using the procedure described below is $\square_{g_{\epsilon}} u_{\epsilon}=0$ where $g_{\epsilon}=\left(g_{\epsilon}\right)_{\mu \nu} \mathrm{d} z^{\mu} \mathrm{d} z^{\nu}, z=$ $(t, x)$, is a singular perturbation of the Minkowski metric $g$ in that $\left(g_{\epsilon}\right)_{\mu \nu} \in \mathcal{C}^{\infty}(\widetilde{M})$ restricts to $g_{\mu \nu}$ at $M_{\circ}$ and to $\hat{g}_{\mu \nu}$ at $\hat{M}$ where $\hat{g}$ is a stationary and asymptotically (as $|\hat{x}| \rightarrow \infty$ ) Minkowski metric for which $\partial_{\hat{t}}$ and $\mathrm{d} \hat{t}$ are timelike (one may also allow $\hat{g}$ to depend smoothly on the parameter $t$ ). One demands that $\widetilde{u}=\left(u_{\epsilon}\right)_{\epsilon \in(0,1)}$ restricts to $u$ at $M_{\circ}$ and to the constant $u(t, 0)$ at $\hat{M}_{t}$. One can also study singular perturbations in nonlinear settings, such as $\square_{g_{\epsilon}} u_{\epsilon}=u_{\epsilon}^{2}$ when one is given $u$ satisfying $\square_{g} u=u^{2}$. We leave the details to the interested reader.

Step 1. Naive gluing. Let $\widetilde{u}_{0} \in \mathcal{C}^{\infty}(\widetilde{M})$ be any function which is equal to $\beta_{\circ}^{*} u$ at $M_{\circ}$ and equal to $u(t, 0) \hat{u}_{(0)}(\hat{x})$ on $\hat{M} .{ }^{14}$ Since the restrictions of $\widetilde{u}_{0}$ to both boundary hypersurfaces $\epsilon^{-1}(0)=\hat{M} \cup M_{\circ}$ of $\widetilde{M}$ satisfy the desired PDE, the error term

$$
\operatorname{Err}_{0}:=P \widetilde{u}_{0}
$$

vanishes to leading order at $\hat{M} \cup M_{\circ}$. More precisely, let

$$
\hat{\rho}=\left(\epsilon^{2}+|x|^{2}\right)^{1 / 2}, \quad \rho_{\circ}=\frac{\epsilon}{\left(\epsilon^{2}+|x|^{2}\right)^{1 / 2}}
$$

denote defining functions of $\hat{M}$ and $M_{\circ}$ : they vanish only at $\hat{M}$, resp. $M_{\circ}$, with nonvanishing differentials there. Then:
Lemma 1.8 (Mapping properties). Let $k, \ell \in \mathbb{R}$. Then $P: \rho_{o}^{k} \hat{\rho}^{\ell} \mathcal{C}^{\infty}(\widetilde{M}) \rightarrow \rho_{\circ}^{k} \hat{\rho}^{\ell-2} \mathcal{C}^{\infty}(\widetilde{M})$. Furthermore, if $\widetilde{u} \in \rho_{\circ}^{k} \mathcal{C}^{\infty}(\widetilde{M})$, then $\left.\left(\epsilon^{2} P \widetilde{u}\right)\right|_{\hat{M}}=\hat{P}(0)\left(\left.\widetilde{u}\right|_{\hat{M}}\right)$; and if $\widetilde{u} \in \hat{\rho}^{\ell} \mathcal{C}^{\infty}(\widetilde{M})$, then $\left.(P \widetilde{u})\right|_{M_{\circ}}=\square_{g}\left(\left.\widetilde{u}\right|_{M_{\circ}}\right)$.
$v$ solving $\left(I+\Delta^{-1} V\right) v=-\Delta^{-1} V$ where $\Delta^{-1}=\frac{1}{4 \pi|\cdot|} *$; the operator $I+\Delta^{-1} V$ is compact on $\langle x\rangle^{\beta} L^{2}$ for $\beta>\frac{1}{2}$, and thus the Fredholm alternative applies and implies its invertibility when in addition $\beta<\frac{3}{2}$.
${ }^{14}$ In the coordinates (1.11), we can for example take $\widetilde{u}_{0}\left(t, \rho_{\circ}, \hat{\rho}, \omega\right)=u(t, \hat{\rho} \omega)+u(t, 0) \hat{u}_{(0)}\left(\rho_{\circ}^{-1} \omega\right)-u(t, 0)$; another possibility is to set $\widetilde{u}_{0}(\epsilon, t, x)=u(t, x) \hat{u}_{(0)}(x / \epsilon)$. We stress again that this is a sharp gluing of $\hat{u}_{(0)}=\hat{u}_{(0)}(\hat{x})$ and $u=u(t, x)$ in that there is no transition region, and we do not use any cutoffs like $\chi(|x| / \sqrt{\epsilon})$ for transitioning between the near- and far-field regimes.

Proof. Near the manifold interior $\left(M_{\circ}\right)^{\circ}$, and indeed where $|x|>\delta>0$ and thus weights in $\hat{\rho}$ can be dropped while $\rho_{\circ}$ can be replaced by $\epsilon$, this follows from the smoothness of the coefficients of the operator $P$-which in such a region equals $\square_{g}$ when $\epsilon$ is sufficiently small. Near $\hat{M}^{\circ}$, and indeed where $|\hat{x}|<R<\infty$ and thus weights in $\rho_{\circ}$ can be dropped while $\hat{\rho}$ can be replaced by $\epsilon$, this follows from $P=\partial_{t}^{2}+\epsilon^{-2}\left(\Delta_{\hat{x}}+V(\hat{x})\right)$. We leave the calculation near the corner in the coordinates (1.11) to the reader.

By the choice of $\widetilde{u}_{0}$, the error $\operatorname{Err}_{0} \in \hat{\rho}^{-2} \mathcal{C}^{\infty}(\widetilde{M})$ has an extra order of decay at both $\hat{M}$ and $M_{\circ}$, so

$$
\begin{equation*}
\operatorname{Err}_{0} \in \rho_{\circ} \hat{\rho}^{-1} \mathcal{C}^{\infty}(\widetilde{M}) . \tag{1.13}
\end{equation*}
$$

If $\partial_{x} u(t, 0)=0$, then we can choose $\widetilde{u}_{0}$ so that $\operatorname{Err}_{0}$ has an extra order of decay at $\hat{M}$, so

$$
\begin{equation*}
\operatorname{Err}_{0} \in \rho_{0} \mathcal{C}^{\infty}(\widetilde{M}) \tag{1.14}
\end{equation*}
$$

indeed, this holds for $\widetilde{u}_{(0)}(\epsilon, t, x)=u(t, x) \hat{u}_{(0)}(x / \epsilon)$ by direct computation. The plan is to add correction terms to $\widetilde{u}_{0}$ to improve the error term; we do this in turns at $M_{\circ}$ and $\hat{M}$. In what follows, we shall assume that the error satisfies (1.14), as an analogue of this will hold in the black hole gluing setting. If, in the present toy model discussion, we instead only have (1.13), one merely needs to interchange Steps 2 and 3 below (and adjust the overall powers of $\epsilon$ there).

Step 2. Solving away the error at $M_{\circ}$. Given (1.14), we want to find $h=h(t, x)$ so that ${ }^{15}$

$$
P\left(\widetilde{u}_{0}+\epsilon h\right)=\operatorname{Err}_{0}+\epsilon P(h) \in \rho_{\circ}^{2} \mathcal{C}^{\infty}(\widetilde{M})
$$

vanishes to one order more at $M_{\circ}$ than $\operatorname{Err}_{0}$. By Lemma 1.8, this is equivalent to

$$
\begin{equation*}
\square_{g} h=f_{0}:=-\left.\left(\epsilon^{-1} \operatorname{Err}_{0}\right)\right|_{M_{\circ}} \in \hat{\rho}^{-1} \mathcal{C}^{\infty}\left(M_{\circ}\right)=r^{-1} \mathcal{C}^{\infty}\left(\mathbb{R}_{t} \times[0, \infty)_{r} \times \mathbb{S}^{2}\right), \quad r=|x| . \tag{1.15}
\end{equation*}
$$

This can be viewed as a wave equation on $(M, g)$ with a source term that is singular at $\mathcal{C}$ (albeit in a highly structured, polyhomogeneous conormal sense). We claim that there exists a solution $h \in \hat{\rho} \mathcal{C}^{\infty}\left(M_{\circ}\right)$ (ignoring the possible necessity of logarithmic terms for the simplicity of presentation). Indeed, one can find $h$ in a two-step procedure.
(1) First, one solves $\square_{g} h_{\sharp}=\left(\partial_{t}^{2}-\partial_{r}^{2}-\frac{2}{r} \partial_{r}+r^{-2} \Delta_{\mathbb{S}^{2}}\right) h_{\sharp}=f_{0}$ in Taylor series at $r=0$; this is accomplished by making the ansatz $h_{\sharp}(t, r, \omega) \sim \sum_{j \geq 1} r^{j} h_{\sharp, j}(t, \omega)$ (ignoring the possibility that $(\log r)^{k}$ factors may be needed) and solving iteratively for $h_{\sharp, 1}$, $h_{\sharp, 2}, \ldots$
(2) Second, one finds a correction term $h_{b}$ satisfying $\square_{g} h_{b}=f_{0}-\square_{g} h_{\sharp}$; the source term here is smooth on $M_{\circ}$, but now vanishes to infinite order at $x=0$ and can thus be regarded as a smooth function on $M$. One can find $h_{b}$ by solving an initial value problem on ( $M, g$ ) with arbitrarily chosen (smooth) initial data at $t=0$, say.
Thus $h=h_{\sharp}+\beta_{\circ}^{*} h_{b}$ solves (1.15), and we set $\widetilde{u}^{1}:=\widetilde{u}_{0}+\epsilon h$. The additional term here satisfies $\epsilon h \in \rho_{\circ} \hat{\rho}^{2} \mathcal{C}^{\infty}(\widetilde{M})$.
Remark 1.9 (Solving for $h_{\sharp}$, I: iterative procedure). The equation for $h_{\sharp}$ in the first step can be rewritten as $\left(-\left(r \partial_{r}\right)^{2}-r \partial_{r}+\Delta_{\mathbb{S}^{2}}\right) h_{\sharp}=r^{2} f_{0}-r^{2} \partial_{t}^{2} h_{\sharp}$. Due to the smoothness requirement in the 'slow' variable $t$, this is an equation which at each step in the construction of the

[^10]Taylor series of $h_{\sharp}$ depends only parametrically on $t$. Moreover, the operator on the left acts on $r^{\lambda} v(\omega)$ as $r^{\lambda}$ times

$$
N\left(r^{2} \widehat{\square_{g}}(0), \lambda\right) v, \quad N\left(r^{2} \widehat{\square_{g}}(0), \lambda\right):=-\lambda^{2}-\lambda+\Delta_{\mathbb{S}^{2}}
$$

Here, $N\left(r^{2} \widehat{\square_{g}}(0), \lambda\right)$ is the indicial family of the zero energy operator $\widehat{\square_{g}}(0)$ of $\square_{g}$. See $\S 2$ 2.1.1 regarding the structural reasons for this behavior. For example, the equation for $h_{\sharp, 1}$ reads $\left(-2+\Delta_{\mathbb{S}^{2}}\right) h_{\sharp, 1}(t, \omega)=\left.\left(r f_{0}\right)\right|_{(t, r, \omega)=(t, 0, \omega)}$, which is solvable if the right hand side is orthogonal to $l=1$ spherical harmonics (otherwise $\log r$ factors are needed in $h_{\sharp}$ ); the computation of $h_{\sharp, j}, j \geq 2$, involves $t$-derivatives of $f_{0}$ and $h_{\sharp, k}$ for $k \leq j-1$.
Remark 1.10 (Solving for $h_{\sharp}$, II: non-characteristic nature of $\mathcal{C}$ ). The construction of $h_{\sharp}$ is a special case of solving (pseudo)differential equations $P u=f \bmod \mathcal{C}^{\infty}$ where $f$ is a (polyhomogeneous) conormal symbol at a submanifold $\mathcal{C}$, with $P$ non-characteristic at $N^{*} \mathcal{C}$. Cf. [Hör07, Theorem 18.2.12] for the principal symbol statement: this prompts one to invert the restriction of the symbol of $\square_{g}$, given by $(t, x, \tau, \xi) \mapsto-\tau^{2}+|\xi|^{2}$, to $N^{*} \mathcal{C} \backslash o=\{(t, x, \tau, \xi): x=0, \tau=0, \xi \neq 0\}$. The procedure in Remark 1.9 is a 'physical space' version of this.

Remark 1.11 (Issues with initial value problems: I). If one were to solve (1.15) immediately via an initial value problem, with initial data at $t=0$, say, the solution $h$ would typically be singular along the future and past light cones emanating from the point $\{t=0\} \cap\{r=0\}$ of intersection of the Cauchy surface and the curve $\mathcal{C}$. As a concrete example, the solution of $\square_{g} h=r^{-1}$, which is of the form (1.15), with initial data ( $h, \partial_{t} h$ ) $\left.\right|_{t=0}=(0,0)$, is

$$
h(t, r)= \begin{cases}t-r / 2, & r<t \\ t^{2} /(2 r), & r>t\end{cases}
$$

This fails to be $\mathcal{C}^{2}$ at $r=t$. By contrast, we have $\square_{g}\left(-\frac{r}{2}\right)=r^{-1}$, and so $h=-\frac{r}{2}$ is the type of 'good' solution produced by the above two-step procedure; in other words, obtaining the 'good' solution from an initial value problem would require fine-tuning the initial conditions to match those of $h_{\sharp}$ modulo $\beta_{\circ}^{*} \mathcal{C}^{\infty}(M)$.

Step 3. Solving away the error at $\hat{M}$. By construction, the approximate solution $\widetilde{u}^{1} \in \mathcal{C}^{\infty}(\widetilde{M})$ has error

$$
\operatorname{Err}^{1}=P\left(\widetilde{u}^{1}\right) \in \rho_{\circ}^{2} \mathcal{C}^{\infty}(\widetilde{M}) .
$$

We now solve away the restriction of $\operatorname{Err}^{1}$ to $\hat{M}$,

$$
f^{1}:=-\left.\operatorname{Err}^{1}\right|_{\hat{M}} \in \rho_{\circ}^{2} \mathcal{C}^{\infty}(\hat{M})=\mathcal{C}^{\infty}\left(\mathbb{R}_{t} ; \rho_{\circ}^{2} \mathcal{C}^{\infty}\left(\overline{\mathbb{R}_{\hat{x}}^{3}}\right)\right), \quad \rho_{\circ}=\langle\hat{x}\rangle^{-1}
$$

That is, we wish to find $h=h(t, \hat{x})$ so that ${ }^{16} P\left(\widetilde{u}^{1}+\epsilon^{2} h\right)=\operatorname{Err}^{1}+\epsilon^{2} P(h)$ vanishes to one order more at $\hat{M}$ than $\operatorname{Err}_{0}$. By Lemma 1.8, this requires solving

$$
\begin{equation*}
\hat{P}(0) h(t, \hat{x})=f^{1}(t, \hat{x}) \tag{1.16}
\end{equation*}
$$

parametrically in $t$. This is not a wave equation in the fast variables (cf. Remark 1.6); rather, the fact that only the zero energy operator $\hat{P}(0)$ appears here is due to our requirement that the solution $\widetilde{u}$ we seek be adiabatic. One can solve (1.16) in a two-step procedure.
(1) First, one solves for $h(t, \hat{x})$ in Taylor series at $|\hat{x}|^{-1}=0$ (in inverse polar coordinates $\left.|\hat{x}|^{-1}, \omega\right)$. This involves the same indicial family as the one mentioned in Remark 1.9.

[^11](2) Second, one applies $\hat{P}(0)^{-1}=(\Delta+V)^{-1}$ to the remaining rapidly decaying error term. This produces a correction with a full asymptotic expansion as $|\hat{x}| \rightarrow \infty$ (here concretely a smooth function of $|\hat{x}|^{-1}$ and $\omega$ which vanishes at $|\hat{x}|^{-1}=0$ ).
Ignoring the possibility of logarithmic terms, we obtain a solution $h \in \mathcal{C}^{\infty}\left(\mathbb{R}_{t} ; \mathcal{C}^{\infty}\left(\overline{\mathbb{R}_{\hat{x}}^{3}}\right)\right)$ of (1.16). This gives
$$
\widetilde{u}_{1}:=\widetilde{u}^{1}+\epsilon^{2} h, \quad \operatorname{Err}_{1}:=P\left(\widetilde{u}_{1}\right) \in \rho_{\circ}^{2} \hat{\rho} \mathcal{C}^{\infty}(\widetilde{M}) .
$$

Remark 1.12 (Issues with initial value problems: II). Consider equation (1.16) for $t$ near $0 \in \mathbb{R}$ in the coordinates $\hat{t}=\frac{t}{\epsilon}$. Clearly, we cannot solve this from the perspective of an initial value problem, as $h$ is (up to addition of $t$-dependent multiples of $\hat{u}_{(0)}$ ) uniquely determined if we restrict its growth as $|\hat{x}| \rightarrow \infty$ to be sublinear (so that $\epsilon^{2} h$ does not affect the earlier correction term at $M_{\circ}$ ). If one were to attempt to solve the problem (1.12a)(1.12b) via an initial value problem, with trivial initial data at $t=0$, say, as in Remark 1.11, then an adiabatic solution $h$ would not exist. Instead, the equation to be solved in the region $|\hat{t}| \lesssim 1$ would have to be the wave equation

$$
\begin{equation*}
\left(-D_{\hat{t}}^{2}+\Delta_{\hat{x}}+V(\hat{x})\right) h(\hat{t}, \hat{x})=f^{1}(0, \hat{x}),\left.\quad\left(h, \partial_{\hat{t}} h\right)\right|_{\hat{t}=0}=(0,0), \tag{1.17}
\end{equation*}
$$

the solution of which is not stationary (unless the initial data were chosen so as to be consistent with (1.16)). The solution of (1.17) typically has a nontrivial radiation field at null infinity in $\mathbb{R}_{\hat{t}} \times \mathbb{R}_{\hat{x}}^{3}$, causing oscillations on the scale $\hat{t}-|\hat{x}| \sim 1$, i.e. $t-|x| \sim \epsilon$, and hence a singularity to emerge out of $\mathcal{C}$ along the light cone emanating from $(t, x)=(0,0)$.

Step 4. Iteration; formal solution. One continues solving away error terms in turns at $M_{\circ}$ and $\hat{M}$, obtaining correction terms which vanish to successively higher orders at $\{\epsilon=0\}=M_{\circ} \cup \hat{M}$. Note that after one full step, the decay of the error is improved at both boundary hypersurfaces $M_{\circ}$ and $\hat{M}$ by one order; thus, the linear equations one needs to solve in this iteration are always the same (i.e. as in Steps 2 and 3 above) as far as the growth/decay of the right hand sides are concerned (modulo the possibility of logarithmic factors). Taking an asymptotic sum of $\widetilde{u}_{0}$ and these correction terms produces the desired formal solution $\widetilde{u} \in \mathcal{C}^{\infty}(\widetilde{M})$ (which is, really, only log-smooth) of the singular perturbation problem (1.12a)-(1.12b). (Mirroring Conjecture 1.3, obtaining a true solution requires solving $P \widetilde{v}=-P \widetilde{u} \in \dot{\mathcal{C}}^{\infty}(\widetilde{M})=\epsilon^{\infty} \mathcal{C}^{\infty}(\widetilde{M})$ with $\widetilde{v} \in \dot{\mathcal{C}}^{\infty}(\widetilde{M})$; accomplishing this requires different arguments which will be discussed elsewhere.)
1.2.2. Basic setup for black hole gluing. We now turn to the setting of the black hole gluing problem solved formally by Theorem 1.1. Working in the chart (1.10) near the codimension 2 corner of $\widetilde{M}$, we seek $\widetilde{g}=\left(g_{\epsilon}\right)_{\epsilon \in(0,1)}$ in the form

$$
\widetilde{g}=\widetilde{g}\left(t, \rho_{\circ}, \hat{\rho}, \omega\right)_{\mu \nu} \mathrm{d} z^{\mu} \mathrm{d} z^{\nu}, \quad z=(t, x) .
$$

This matches the Gralla-Wald setup [GW08], with the minor caveat that we need to allow for the presence of (powers of) $\log$ arithms (i.e. $\log \rho_{\circ}$ and $\log \hat{\rho}$ ) at $M_{\circ}$ and $\hat{M}$ in the lower order terms of the expansion of $\widetilde{g}$. At $\rho_{\circ}=0$, we demand that $\widetilde{g}$ be equal to $g_{\mu \nu} \mathrm{d} z^{\mu} \mathrm{d} z^{\nu}$ at the point $(t, x)=(t, \hat{\rho} \omega)$. As $\hat{\rho} \rightarrow 0$, this converges to the Minkowski metric, which thus becomes the boundary condition at infinity of the restriction of $\widetilde{g}$ to $\hat{\rho}=0$. This indeed holds for the Kerr metric $\left.\widetilde{g}\right|_{\hat{\rho}=0}=\left(\hat{g}_{\mathfrak{m}, \mathfrak{a}}\right)_{\mu \nu}\left(\rho_{\circ}^{-1} \omega\right) \mathrm{d} z^{\mu} \mathrm{d} z^{\nu}$.

We face additional difficulties compared to the toy model considered in §1.2.1.
(1) The equation $\operatorname{Ric}(\widetilde{g})-\Lambda \widetilde{g}=0$ which we wish to formally solve is nonlinear. A partial relief is the fact that the correction terms which we need to add to a naive gluing $\widetilde{g}_{0}$ are solutions of linear equations, concretely of

$$
\begin{array}{rlrl}
\left(D_{g} \operatorname{Ric}-\Lambda\right) h & =f & & \left(\text { on } M_{\circ}\right), \\
\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) h & =f & (\text { on } \hat{M}), \tag{1.19}
\end{array}
$$

where $D_{g}$ Ric is the linearization of the Ricci curvature operator, further $\hat{g}_{b}$ (with $b=(\mathfrak{m}, \mathfrak{a}))$ is the metric of the small Kerr black hole, and $\widehat{D_{\hat{g}_{b}} R i c}(0)$ is the restriction of $D_{\hat{g}_{b}}$ Ric to stationary symmetric 2 -tensors on $\mathbb{R}_{\hat{t}} \times \mathbb{R}_{\hat{x}}^{3}$. Nonetheless, there are nonlinear interactions between various Taylor coefficients in the construction of the formal solution whose treatment requires some care.
(2) The linear equation (1.18) is not hyperbolic and (1.19) is not elliptic, and neither equation is solvable for general $f$. However, the error terms $f$ which arise in the construction are always leading order terms of the error $\operatorname{Ric}\left(\widetilde{g}_{j}\right)-\Lambda \widetilde{g}_{j}$ from a previous step of the construction, and thus in view of the second Bianchi identity lie in the kernel of $\delta_{\widetilde{g}_{j}} \mathrm{G}_{\widetilde{g}_{j}}$ (where $\mathrm{G}_{g}:=I-\frac{1}{2} g \operatorname{tr}_{g}$ is the trace reversal operator), so at $M_{\circ}$, resp. $\hat{M}$ in the kernel of $\delta_{g} \mathrm{G}_{g}$, resp. $\delta_{\hat{g}_{b}} \mathrm{G}_{\hat{g}_{b}}$. This extra information on $f$ is sufficient in the settings considered in Theorem 1.1 for the solvability of (1.18); however, equation (1.19) has a nontrivial cokernel even within the kernel of $\delta_{\hat{g}_{b}} \mathrm{G}_{\hat{g}_{b}}$.
(3) The linear operator $D_{g}$ Ric $-\Lambda$ is everywhere characteristic, so even just solving error terms away in Taylor series at $\partial M_{\circ}$ is a nontrivial task.

The solvability issues arising from the lack of hyperbolicity of (1.18) can be avoided if one passes to a gauge-fixed version of the Einstein vacuum equations. But since we seek a formal solution of the Einstein vacuum equations themselves, one would need to ensure that the solutions of the corresponding gauge-fixed version of (1.18) satisfy the linearized gauge conditions-which is equivalent to arranging the validity of gauge conditions at a Cauchy hypersurface (by the usual argument involving the linearized second Bianchi identity). However, we already observed in Remark 1.11 the inadequacy of initial value formulations for the purpose of adiabatic gluing. This forces us to free ourselves from any particular choice of gauge, even though we are still allowed to use gauge conditions at various substeps of the construction as long as they are consistent with an adiabatic construction; this will for example allow us to tackle point (3) above (see §1.2.3). A similar comment applies to the problem of solving away error terms at $\hat{M}$, cf. Remark 1.12.

The starting point of the construction is a naive gluing $\widetilde{g}_{0}=\left(\widetilde{g}_{0}\right)_{\mu \nu} \mathrm{d} z^{\mu} \mathrm{d} z^{\nu}$ where $\left(\widetilde{g}_{0}\right)_{\mu \nu} \in$ $\mathcal{C}^{\infty}(\widetilde{M})$, with boundary values

$$
\begin{align*}
& \left.\left(\widetilde{g}_{0}\right)_{\mu \nu}\right|_{(\epsilon, t, x)=(0, t, x)}=\left.g_{\mu \nu}\right|_{(t, x)},  \tag{1.20a}\\
& \left.\left(\widetilde{g}_{0}\right)_{\mu \nu}\right|_{(\epsilon, t, \hat{x})=(0, t, \hat{x})}=\left.\left(\hat{g}_{b}\right)_{\hat{\mu} \hat{\nu}}\right|_{\hat{x}} . \tag{1.20b}
\end{align*}
$$

Since $g$ and $\hat{g}_{b}$ solve the field equations, the tensor $\widetilde{g}_{0}$ satisfies the field equations to leading order at $M_{\circ}$ and $\hat{M}$, which means ${ }^{17}{ }^{18}$

$$
\begin{equation*}
\operatorname{Err}_{0}:=\operatorname{Ric}\left(\widetilde{g}_{0}\right)-\Lambda \widetilde{g}_{0} \in \rho_{\circ} \mathcal{C}^{\infty}(\widetilde{M}) \tag{1.21}
\end{equation*}
$$

1.2.3. Far field: linearized Einstein equations with sources. We wish to add to $\widetilde{g}_{0}$ a tensor $\epsilon h$ to solve away the error (1.21) to leading order at $M_{\circ}$. This leads to the linear equation

$$
\begin{equation*}
\left(D_{g} \operatorname{Ric}-\Lambda\right) h=f_{0}:=-\left.\left(\epsilon^{-1} \operatorname{Err}_{0}\right)\right|_{M_{\circ}} \in \hat{\rho}^{-1} \mathcal{C}^{\infty}\left(M_{\circ}\right) . \tag{1.22}
\end{equation*}
$$

Solvability of this equation requires $f_{0}$ to solve the linearized equations of motion, i.e. $\delta_{g} \mathrm{G}_{g} f_{0}=0$. Crucially, they hold automatically due to the second Bianchi identity for $\widetilde{g}_{0}$, which reads $\delta_{\widetilde{g}_{0}} G_{\widetilde{g}_{0}} \operatorname{Err}_{0}=0$.

The solvability of equation (1.22) is discussed in $\S 8$. In brief, we first find $h_{\sharp}$ which solves (1.22) formally at $r=0$. Since $D_{g} \operatorname{Ric}-\Lambda$ is characteristic at $N^{*} \mathcal{C}$ (cf. Remark 1.10), this is a non-trivial task. We accomplish it as follows: as in Remark 1.9, one first needs to solve

$$
\begin{equation*}
N\left(r^{2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0), \lambda\right) h_{\sharp, 1}\left(=r^{-\lambda+2} D_{\underline{g}} \operatorname{Ric}\left(r^{\lambda} h_{\sharp, 1}(\omega)\right)\right)=f_{0,-1} \tag{1.23}
\end{equation*}
$$

with smooth parametric dependence on $t \in \mathbb{R}$; here $\underline{g}=-\mathrm{d} t^{2}+\mathrm{d} x^{2}$ is the Minkowski metric, which $g$ is equal to at $\mathcal{C}$, and $f_{0,-1}$ is the $r^{-1}$ coefficient of $f_{0}$, while $h_{\sharp, 1}$ is the sought-after $r^{1}$ coefficient of $h_{\sharp}$. The integrability condition $\delta_{g} \mathrm{G}_{g} f_{0}=0$ implies the analogous condition $N\left(r \widehat{\delta_{\underline{g}} \underline{\underline{g}}}(0),-1\right) f_{0,-1}=0$. The solvability (and uniqueness) theory of (1.23), which is an equation on spacetime symmetric 2 -tensors on Minkowski space restricted to $(0, \infty)_{r}$ times a coordinate 2 -sphere which are quasi-homogeneous in $r$, is studied in detail in $\S 7$, the main results being Theorem 7.12 and 7.13. The upshot is that a formal solution of (1.22) exists, with precise control also on the logarithmic factors $(\log r)^{k}$ appearing in its generalized Taylor expansion at $r=0$.

The second step is to solve away the remaining error by solving

$$
\left(D_{g} \operatorname{Ric}-\Lambda\right) h_{b}=f_{0}-\left(D_{g} \operatorname{Ric}-\Lambda\right) h_{\sharp} .
$$

The right hand side now vanishes to infinite order at $\mathcal{C}$ and thus is smooth on $M$; moreover, it still lies in the kernel of $\delta_{g} \mathrm{G}_{g}$. However, this by itself does not suffice for the existence of a solution $h_{b}$ with controlled support unless ( $M, g$ ) does not admit nontrivial Killing vector fields; see [Hin23b]. ${ }^{19}$ For the proof, one first solves the linearized constraint equations at $X$ using results going back to [CD03]; this uses the assumptions on $\mathcal{U}^{\circ}$ in Theorem 1.1, which ensure that the initial data for $h_{b}$ can be chosen to have support contained in $\mathcal{U}^{\circ}$. Subsequently, one finds $h_{b}$ as the solution of a gauge-fixed version of the linearized Einstein equations; the support property in part (6) of Theorem 1.1 follows by finite speed of

[^12]propagation. (Since at this point we work only with smooth tensors on $M$, gauge-fixing is consistent with the adiabatic nature of the gluing problem at $\mathcal{C}$.)

The tensor $h=h_{\sharp}+\beta_{o}^{*} h_{b}$ solves (1.22), and thus the log-smooth tensor

$$
\begin{equation*}
\widetilde{g}^{1}:=\widetilde{g}_{0}+\epsilon h \tag{1.24}
\end{equation*}
$$

on $\widetilde{M}$ satisfies (ignoring ${ }^{20}$ logarithmic terms)

$$
\operatorname{Err}^{1}:=\operatorname{Ric}\left(\widetilde{g}^{1}\right)-\Lambda \widetilde{g}^{1} \in \rho_{\circ}^{2} \mathcal{C}^{\infty}(\widetilde{M})
$$

See $\S 10.1$ for details.
1.2.4. Near field: modulation of black hole parameters. Corresponding to Step 3 in §1.2.1, we seek an adiabatic tensor $h=h(t, \hat{x})_{\mu \nu} \mathrm{d} z^{\mu} \mathrm{d} z^{\nu}$ so that $\widetilde{g}^{1}+\epsilon^{2} h$ solves the Einstein vacuum equations to one order more at $\hat{M}$ than $\widetilde{g}^{1}$; this leads to the equation ${ }^{21}$

$$
\begin{equation*}
\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) h=f^{1} \tag{1.25}
\end{equation*}
$$

where $f^{1}=-\left.\operatorname{Err}^{1}\right|_{\hat{M}} \in \rho_{\circ}^{2} \mathcal{C}^{\infty}(\hat{M})$. The necessary condition for solvability, $\delta_{\hat{g}_{b}} \mathrm{G}_{\hat{g}_{b}} f^{1}=0$, follows from the second Bianchi identity for $\widetilde{g}^{1}$. By first solving (1.25) to infinite order at $|\hat{x}|^{-1}=0$, one can reduce to the case that $f^{1}$ has rapid decay as $|\hat{x}| \rightarrow \infty$.

For each fixed $t \in \mathbb{R}$, we are faced with the equation $D_{\hat{g}_{b}} \operatorname{Ric}(h)=f^{1}$ where $f^{1}=f^{1}(\hat{x})$ dropping the $t$-dependence-, and we seek a stationary solution $h=h(\hat{x})$. Pure gauge tensors $h=\delta_{\hat{g}_{b}}^{*} \omega$, where $\omega$ is an arbitrary 1-form, solve the homogeneous equation; and when $\omega$ is a spatial translation or rotation, such $h$ have good (i.e. $\mathcal{O}\left(|\hat{x}|^{-1}\right)$ or better) decay as $\rho_{\circ}=\langle\hat{x}\rangle^{-1} \rightarrow 0$. Linearized Kerr metrics $\hat{g}_{b}^{\prime}(\dot{b})=\left.\frac{\mathrm{d}}{\mathrm{d} s} \hat{g}_{b+s b}\right|_{s=0}, \dot{b}=(\dot{\mathfrak{m}}, \dot{\mathfrak{a}}) \in \mathbb{R} \times \mathbb{R}^{3}$, provide further homogeneous solutions with good decay. There is a 7 -dimensional space of homogeneous solutions comprised of certain such tensors. ${ }^{22}$

Dually, asymptotic symmetries (temporal and spatial translations, and rotations) give rise to a 7 -dimensional space of dual pure gauge tensors $\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega$ in the kernel of the adjoint of $\widehat{D_{\hat{g}_{b}} R i c}(0)$; see $\S 9.1$ for details. This gives a 7 -dimensional cokernel (i.e. obstruction space for the solvability) of (1.25), ${ }^{23}$ given by integration (over the spatial manifold $\mathbb{R}_{\hat{x}}^{3} \backslash\{|\hat{x}|<\mathfrak{m}\}$ of Kerr) against these dual pure gauge tensors.

As is usual in geometric gluing problems, the basic idea is to avoid this cokernel via a modulation procedure which takes advantage of the flexibility we have in inserting the small black hole. The particular form which this modulation takes depends on the order of vanishing of the error term at $\hat{M}$. The basic observation is the following: given an adiabatic

[^13]tensor $h=h(t, \hat{x})=h_{\hat{\mu} \hat{\nu}}\left(t_{0}+\epsilon \hat{t}, \hat{x}\right) \mathrm{d} \hat{z}^{\mu} \mathrm{d} \hat{z}^{\nu}$, where $\hat{z}=(\hat{t}, \hat{x})$ with $\hat{t}=\frac{t-t_{0}}{\epsilon}$ and $\hat{x}=\frac{x}{\epsilon}$, we can expand it in Taylor series in $\epsilon$ to obtain (for bounded $\hat{z}$ )
$$
h_{0}(\hat{x})+\epsilon \hat{t} h_{1}(\hat{x})+\epsilon^{2} \frac{\hat{t}^{2}}{2} h_{2}(\hat{x})+\mathcal{O}\left(\epsilon^{3}\right), \quad h_{j}(\hat{x}):=\partial_{t}^{j} h\left(t_{0}, \hat{x}\right)
$$

While to leading order at $\epsilon=0$ this is stationary, the coefficient of $\epsilon^{j}, j \geq 1$, is a polynomial of degree $j$ in $\hat{t}$. Thus,

$$
D_{\hat{g}_{b}} \operatorname{Ric}(h)=\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) h_{0}+\epsilon D_{\hat{g}_{b}} \operatorname{Ric}\left(\hat{t} h_{1}\right)+\epsilon^{2} D_{\hat{g}_{b}} \operatorname{Ric}\left(\frac{t^{2}}{2} h_{2}\right)+\mathcal{O}\left(\epsilon^{3}\right)
$$

Roughly speaking, this means that a correction term $\epsilon^{k} h$ to the family of spacetime metrics produces a correction term to the output of Ric $-\Lambda$ at order ${ }^{24} \epsilon^{-2} \epsilon^{k+j}=\epsilon^{k+j-2}$ which is of the form $\epsilon^{k+j-2} D_{\hat{g}_{b}} \operatorname{Ric}\left(\frac{\hat{t}^{j}}{j!} h_{j}\right)$. This can move the $\mathcal{O}\left(\epsilon^{k+j-2}\right)$ error term one is trying to solve away off the cokernel of $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)$.

Modulation at the first step. In (1.25), we use a variant of this observation. We revisit the definition of $\widetilde{g}_{0}$ : instead of gluing the Kerr black hole into $\hat{M}$ via (1.20b), we shall set

$$
\left.\left(\widetilde{g}_{0}\right)_{\mu \nu}\right|_{(\epsilon, t, \hat{x})=(0, t, \hat{x})}=\left.\left(\hat{g}_{b}\right)_{\hat{\mu} \hat{\nu}}\right|_{\hat{x}+\hat{c}(t)}
$$

for a function $\hat{c} \in \mathcal{C}^{\infty}\left(\mathbb{R} ; \mathbb{R}^{3}\right)$ which we need to determine. Expanding in Taylor series around $t=t_{0}$ as above, and assuming that $\hat{c}\left(t_{0}\right)=0$ for notational simplicity, this is

$$
\left.\hat{g}_{b}\right|_{\hat{x}}+\epsilon \hat{t} \mathcal{L}_{\hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}+\epsilon^{2} \frac{\hat{t}^{2}}{2}\left(\mathcal{L}_{\hat{c}^{\prime \prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}+\mathcal{L}_{\hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}}^{2} \hat{g}_{b}\right)+\mathcal{O}\left(\epsilon^{3}\right)
$$

We can add to this a further adiabatic $\mathcal{O}(\epsilon)$ term so that the total coefficient of $\epsilon^{1}$ of the resulting family $\widetilde{g}_{\hat{c}}$ is the Lie derivative of $\hat{g}_{b}$ along the Lorentz boost $\hat{t} \hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}+\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{\hat{t}}$. This implies that $\operatorname{Err}_{0, \hat{c}}:=\operatorname{Ric}\left(\widetilde{g}_{\hat{c}}\right)-\Lambda \widetilde{g}_{\hat{c}}$ is of the same class as $\operatorname{Err}_{0}$ in (1.21). (Also, the leading order term of $\operatorname{Err}_{0, \hat{c}}$ at $M_{\circ}$ is the same as that of $\operatorname{Err}_{0}$, which means that the correction step at $M_{\circ}$ is unaffected by the presence of $\hat{c}$.) The new leading order term $f_{\hat{c}}^{1}$, defined analogously to $(1.25)$, is sensitive to $\hat{c}(t)$, and indeed gets changed by ${ }^{25}$

$$
\begin{equation*}
D_{\hat{g}_{b}} \operatorname{Ric}\left(\frac{\hat{t}^{2}}{2} \mathcal{L}_{\hat{c}^{\prime \prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}\right) \tag{1.26}
\end{equation*}
$$

The inner product of this term with the dual pure gauge solutions related to the three generators of spatial translations can be made to be equal to any desired three values for a suitable choice of $\hat{c}^{\prime \prime}\left(t_{0}\right)$. In this manner, one can eliminate 3 out of 7 obstructions to the solvability of (1.25) by solving a linear second order ODE for $\hat{c} .^{26}$

The remaining 4 obstructions can be eliminated by modulating the black hole parameters at order $\epsilon$ : if instead of $\hat{g}_{b}$ one uses $\hat{g}_{b}+\epsilon \hat{g}_{b}^{\prime}(\dot{b}(t))=\hat{g}_{b}+\epsilon \hat{g}_{b}^{\prime}\left(\dot{b}\left(t_{0}\right)\right)+\epsilon^{2} \hat{t} \hat{g}_{b}^{\prime}\left(\dot{b}^{\prime}\left(t_{0}\right)\right)+\mathcal{O}\left(\epsilon^{3}\right)$, with

[^14]$\dot{b}(t)=(\dot{\mathfrak{m}}(t), \dot{\mathfrak{a}}(t))$ to be determined, one produces a further correction term, in addition to (1.26), given by
$$
D_{\hat{g}_{b}} \operatorname{Ric}\left(\hat{t} \hat{g}_{b}^{\prime}\left(\dot{b}\left(t_{0}\right)\right)\right) .
$$

This can be made to integrate against the dual pure gauge solutions related to time translations, resp. generators of spatial rotations to yield any 4-tuple of numbers if one chooses $\dot{\mathfrak{m}}^{\prime}\left(t_{0}\right)$, resp. $\dot{\mathfrak{a}}^{\prime}\left(t_{0}\right)$ suitably. For representation theoretic reasons, at this first correction step at $\hat{M}$ only those choices of $\dot{b}$ are needed which correspond to infinitesimal rotations of the rotation axis; these are pure gauge solutions (see Lemma 10.10 and Corollary 10.6). See Theorem 9.6 and Proposition 10.14 for details.

In summary, through adiabatic translations and sub-leading order pure gauge changes of the black hole parameters we can move the leading order error at $\hat{M}$ in (1.25) into the range of $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)$; see Theorem 9.12. (For the proof of this theorem, we use a gauge-fixing procedure and apply results from [HHV21, AHW22] on the solvability properties of the zero energy operator of the gauge-fixed linearized Ricci curvature operator.) Since the Einstein vacuum equations are diffeomorphism-covariant, one can pull back the resulting family of metrics $\tilde{g}^{1}+\epsilon^{2} h$ along a suitable diffeomorphism to re-center the center of mass and axis of rotation of the small Kerr black holes.

Modulation at later steps. At later stages of the construction of $\widetilde{g}$ in Theorem 1.1, we modulate the center of mass and black hole parameters at higher orders in $\epsilon$. For instance, if we add to the family $\widetilde{g}^{k}$ of spacetime metrics after the $k$-th step, $k \geq 2$, a correction term $\epsilon^{k-1} \mathcal{L}_{\hat{c}(t) \cdot \partial_{\hat{x}}} \hat{g}_{b}$ or $\epsilon^{k} \hat{g}_{b}^{\prime}(\dot{b}(t))$, we can eliminate the cokernel for the size $\epsilon^{-2} \epsilon^{k+1}=\epsilon^{k-1}$ leading order term of the error $\operatorname{Ric}\left(\widetilde{g}^{k}\right)-\Lambda \widetilde{g}^{k}$. For small $k$, the details are somewhat involved, as one needs to take into account quadratic and cubic ${ }^{27}$ nonlinearities of the Einstein vacuum equations, though only rather elementary structural information about these terms suffices. This is carried out in $\S \S 10.4$ and 10.6.

We also remark that during early stages of the construction, we keep careful track of the logarithmic terms at $\hat{M}$ and $M_{\circ}$ as well as of the algebraic structure of certain terms in the generalized Taylor expansion of the error terms at $\hat{M}$. This is needed to ensure the equality of $\widetilde{g}$ and $\hat{g}_{b}$ modulo $\mathcal{O}\left(\epsilon^{2}\right)$ errors at $\hat{M}$ in part (2) of Theorem 1.1, which plays an important role in the construction as it significantly reduces the number of nonlinear interaction terms one needs to keep track of.
1.2.5. Formal solution at a Cauchy hypersurface. Part (5) of Theorem 1.1 is proved in $\S 11$. If $g_{\epsilon}$ solves $\operatorname{Ric}\left(g_{\epsilon}\right)-\Lambda g_{\epsilon}=\mathcal{O}\left(\epsilon^{\infty}\right)$, then also the constraint equations are valid at $X \cap M_{\epsilon}$ modulo $\mathcal{O}\left(\epsilon^{\infty}\right)$. The first step is to correct the first and second fundamental forms of $g_{\epsilon}$ at $X \cap M_{\epsilon}$ by tensors of size $\mathcal{O}\left(\epsilon^{\infty}\right)$ so that the constraint equations are satisfied exactly. We accomplish this by adapting a contraction mapping type argument from [Hin22]. In a second step, we construct the Taylor series of the metric tensor at $X \cap M_{\epsilon}$ by expressing it in a $(3+1)$-splitting with fixed lapse and shift.

[^15]
### 1.3. Outline of the paper.

- We begin in $\S 2$ with a review of notions from geometric singular analysis which are used throughout the paper, in particular blow-ups, b- and scattering structures and their (reduced) 3-body analogues, as well as polyhomogeneity.
- In $\S 3$, we describe in detail the manifold $\widetilde{M}$, already introduced in $\S 1.2 .1$ above, on which the gluing construction will take place. The family $\widetilde{g}$ of metrics is a section of a smooth vector bundle on $\widetilde{M}$ (with local trivializations induced by lifts of coordinates $z=(t, x)$ on $M)$ which we study in some detail. In particular, we explain the sense in which smooth sections of this bundle induce stationary metrics on the fibers of $\hat{M}$ over each point of the geodesic $\mathcal{C} \subset M$; and we analyze the structural properties of differential operators and geometric quantities associated with such metrics.
- In $\S 4$, we recall aspects of initial value problems and gauge-fixing for the Einstein vacuum equations and their linearizations, as well as the structural properties of these equations on $\widetilde{M}$.
- In $\S 5$, we introduce and state the main result of this paper in full detail; see Theorem 5.4.
- As explained in Remark 1.9 and $\S 1.2 .3$, the analysis of the linearized field equations at $M_{\circ}$ and $\hat{M}$ utilizes the construction of formal solutions at $\partial M_{\circ}=M_{\circ} \cap \hat{M}=\partial \hat{M}$, which requires a detailed analysis of the linearized field equations on Minkowski space acting on tensors which are quasi-homogeneous with respect to spatial dilations. This is the content of $\S 7$, following the computation of the explicit form of various geometric operators on Minkowski space in $\S 6$.
- The linear theory in the far field, or more precisely on $M_{\circ}$, as sketched in $\S 1.2 .3$, is developed in $\S 8$.
- The linear theory in the near field, or more precisely on $\hat{M}$, as sketched in $\S 1.2 .4$, is developed in $\S 9$; this includes a precise description of the cokernel of the linearization of the Einstein vacuum equations around Kerr at zero frequency.
- The heart of the paper is the construction of a formal solution of the gluing problem at $\epsilon=0$ in $\S 10$; an outline of the detailed construction is given there.
- The formal solution at the Cauchy surface $X \cap M_{\epsilon}$, as discussed in $\S 1.2 .5$, is constructed in §11.
- Up to this point, all proofs take place in setting (I) of Theorem 1.1. The minor modifications required to handle the case of $\operatorname{Kerr}(-$ de Sitter) background spacetimes, i.e. setting (II), and the application to the construction of extreme mass ratio inspirals, is described in $\S 12$.


## 2. Background on geometric singular analysis

An $n$-dimensional manifold $M$ with corners is diffeomorphic to $[0, \infty)^{k} \times \mathbb{R}^{n-k}$ in the neighborhood of a point $p \in M$, where $k \in\{0, \ldots, n\}$ depends on $p$. The boundary hypersurfaces of $M$ are the closures of the connected components of the set of $p \in M$ for which $k=1$; following [Mel96], we require all boundary hypersurfaces to be embedded submanifolds. If one can take $k=0,1$ for all $p \in M$, then $M$ is a manifold with boundary. A boundary defining function of a boundary hypersurface $H \subset M$ is a smooth function $\rho \in \mathcal{C}^{\infty}(M)$ so that $\rho \geq 0$ on $M, \rho^{-1}(0)=H$, and $\mathrm{d} \rho \neq 0$ on $H$. Any two boundary
defining functions of the same boundary hypersurface are smooth nonzero multiples of each other. When working in an open subset $U \subset M$, a local boundary defining function of $H$ is a function $\rho \in \mathcal{C}^{\infty}(U)$ satisfying these conditions on $U$.

An important example of a manifold with boundary is the radial compactification of $\mathbb{R}^{n}$, defined by

$$
\overline{\mathbb{R}^{n}}:=\left(\mathbb{R}^{n} \sqcup\left([0, \infty)_{\rho} \times \mathbb{S}_{\omega}^{n-1}\right)\right) / \sim, \quad \mathbb{R}^{n} \backslash\{0\} \ni x=r \omega \sim\left(r^{-1}, \omega\right),
$$

where $r=|x|$ and $\omega=\frac{x}{|x|}$ are standard polar coordinates on $\mathbb{R}^{n}$. A boundary defining function of the sphere at infinity $\partial \overline{\mathbb{R}^{n}}=\rho^{-1}(0) \cong \mathbb{S}^{n-1}$ is $\langle x\rangle^{-1}=\left(1+|x|^{2}\right)^{-1 / 2}$; a local boundary defining function in $x \neq 0$ is $|x|^{-1}$. Note that the space $\mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right)$ of smooth functions on $\overline{\mathbb{R}^{n}}$ consists of all smooth functions $u$ on $\mathbb{R}^{n}$ which, when expressed in terms of $|x|^{-1}$ and $\frac{x}{|x|}$, are smooth down to $|x|^{-1}=0$; this means that they have Taylor expansions at infinity,

$$
u \sim \sum_{j \geq 0}|x|^{-j} u_{j}\left(\frac{x}{|x|}\right), \quad|x| \rightarrow \infty, \quad u_{j} \in \mathcal{C}^{\infty}\left(\mathbb{S}^{n-1}\right)
$$

meaning that the difference of $u$ and the truncation of the sum to $j \leq J$ is smooth and vanishes to order $J$ at $|x|^{-1}=0$.

The procedure of (real) blow-up produces a manifold with corners if one is given a manifold with corners $M$ and a p-submanifold $S \subset M$ : this is a submanifold so that at each point $p \in S$ there exists a coordinate chart $[0, \infty)^{k} \times \mathbb{R}^{n-k}$ on $M$ so that $S$ is given by the vanishing of a subset of the collection of local coordinates. Namely, the blow-up of $M$ along $S$ is

$$
[M ; S]:=(M \backslash S) \sqcup S N^{+} S
$$

as a set, where $N^{+} S=T_{S}^{+} M / T^{+} S$ is the inward pointing normal bundle (with $T_{q}^{+} M$, for $q \in M$, consisting of all non-strictly inward pointing tangent vectors), and the inward pointing spherical normal bundle $S N^{+} S=\left(N^{+} S \backslash o\right) / \mathbb{R}^{+}$is the quotient of the complement of the zero section $o \subset N^{+} S$ by the dilation action in the fibers. This can be given a smooth structure by declaring polar coordinates around $S$ to be smooth down to the polar coordinate origin. The blow-down map

$$
\beta:[M ; S] \rightarrow M
$$

is defined to be the identity map on $M \backslash S$ and the base projection $S N^{+} S \rightarrow S$ on the front face $S N^{+} S$.

We make this concrete in local coordinates, so $S=\left\{x^{1}=\ldots=x^{j}=0, y^{1}=\ldots=y^{m}=\right.$ $0\} \subset M=[0, \infty)_{x}^{k} \times \mathbb{R}_{y}^{n-k}$, where $0 \leq j \leq k$ and $0 \leq m \leq n-k$. If $j=0$ (thus $S$ is not contained in a boundary hypersurface), then

$$
\begin{aligned}
& {[M ; S]=[0, \infty)_{x}^{k} \times \mathbb{R}_{\left(y^{m+1}, \ldots, y^{n-k}\right)}^{n-k-m} \times[0, \infty)_{R} \times \mathbb{S}_{\omega}^{m-1}} \\
& R:=\left(\sum_{i=1}^{m}\left(y^{i}\right)^{2}\right)^{1 / 2}, \omega:=\frac{\left(y^{1}, \ldots, y^{m}\right)}{R},
\end{aligned}
$$

with $S N^{+} S=R^{-1}(0)$. If $j \geq 1$, so $S$ is a boundary p-submanifold, we have

$$
[M ; S]=[0, \infty)_{\left(x^{j+1}, \ldots, x^{k}\right)}^{k-j} \times \mathbb{R}_{\left(y^{m+1}, \ldots, y^{n-k}\right)}^{n-k-m} \times[0, \infty)_{R} \times \mathbb{S}_{j}^{j+m-1}
$$

where $R=\left(\sum_{i=1}^{j}\left(x^{i}\right)^{2}+\sum_{i=1}^{m}\left(y^{i}\right)^{2}\right)^{1 / 2}$ and

$$
\frac{\left(x^{1}, \ldots, x^{j}, y^{1}, \ldots, y^{m}\right)}{R} \in \mathbb{S}_{j}^{j+m-1}:=\left\{\left(\xi^{1}, \ldots, \xi^{j}, \eta^{1}, \ldots, \eta^{m}\right) \in \mathbb{S}^{j+m-1}, \xi^{1}, \ldots, \xi^{j} \geq 0\right\}
$$

The blow-down map is given by the product of the identity map in the coordinates $x^{j+1}$, $\ldots, x^{k}, y^{m+1}, \ldots, y^{n-k}$, and the polar coordinate map $(R, \omega) \mapsto R \omega$ in the remaining variables.

If $T \subset M$ is a submanifold, then the lift $\beta^{*} T$ of $T$ to $[M ; S]$ is defined to be $\beta^{-1}(T)$ when $T \cap S=\emptyset$, and the closure of $\beta^{-1}(T \backslash S)$ in $[M ; S]$ otherwise. If $S, T \subset M$ are p-submanifolds so that the lift of $T$ to $[M ; S]$ is again a p-submanifold, one can form the iterated blow-up $[M ; S ; T]:=\left[[M ; S] ; \beta^{*} T\right]$. In the case that $S$ is a p-submanifold of $M$ and $T \subset S$ is also given by the vanishing of a subset of local coordinates in which already $S$ is of this form, then this condition is satisfied for $S, T$ and also for $T, S$; and the two iterated blow-ups $[M ; S ; T]$ and $[M ; T ; S]$ are naturally diffeomorphic (i.e. the identity map on $M \backslash S$ extends to a diffeomorphism of these two manifolds with corners).

As a special case, let $M$ denote a smooth $n$-dimensional manifold without boundary, and let $\mathcal{C} \subset M$ be a closed p-submanifold of codimension $k$. Consider $\widetilde{M}=[[0,1) \times M ;\{0\} \times \mathcal{C}]$. Then the front face $\hat{M} \subset \widetilde{M}$ is a fiber bundle over $\mathcal{C}$ with typical fiber $\overline{\mathbb{R}^{k}}$. In fact, there is a natural diffeomorphism $\hat{M} \cong \overline{N C}$ where $\overline{N C}$ is the fiber-wise radial compactification of the normal bundle $N \mathcal{C}=T_{\mathcal{C}} M / T \mathcal{C}$; indeed, given $p \in \mathcal{C}$ and a representative $V \in T_{p} M$ of an element of $N \mathcal{C}$, let $\gamma:(-1,1) \rightarrow M$ denote a smooth curve with $\gamma(0)=p, \gamma^{\prime}(0)=V$; then we can map $V$ to $\lim _{\epsilon \searrow 0}(\epsilon, \gamma(\epsilon)) \in \widetilde{M}$. A local coordinate calculation shows that this extends by continuity to the claimed diffeomorphism. The lift of $\{0\} \times M$ is equal to $[M ; \mathcal{C}]$.
2.1. Lie algebras of vector fields. On a manifold with corners $M$, the space $\mathcal{V}_{\mathrm{b}}(M)$ of $b$-vector fields [MM83, Mel93, Gri01] consists of all smooth vector fields $V \in \mathcal{V}(M):=$ $\mathcal{C}^{\infty}(M ; T M)$ which are tangent to all boundary hypersurfaces. In local coordinates $[0, \infty)_{x}^{k} \times$ $\mathbb{R}_{y}^{n-k}$, these are linear combinations, with smooth coefficients, of the vector fields $x^{i} \partial_{x^{i}}$ $(i=1, \ldots, k)$ and $\partial_{y^{j}}(j=1, \ldots, n-k)$. If $M$ is a manifold with boundary, and if $\rho \in \mathcal{C}^{\infty}(M)$ is a boundary defining function, then $\mathcal{V}_{\mathrm{sc}}(M):=\rho \mathcal{V}_{\mathrm{b}}(M)=\left\{\rho V: V \in \mathcal{V}_{\mathrm{b}}(M)\right\}$ is the space of scattering vector fields [Mel94]. Both $\mathcal{V}_{\mathrm{b}}(M)$ and $\mathcal{V}_{\mathrm{sc}}(M)$ are Lie algebras with respect to the commutator of vector fields, and therefore we have graded algebras

$$
\operatorname{Diff}_{\mathrm{b}}(M)=\bigoplus_{m \in \mathbb{N}_{0}} \operatorname{Diff}_{\mathrm{b}}^{m}(M), \quad \operatorname{Diff}_{\mathrm{sc}}(M)=\bigoplus_{m \in \mathbb{N}_{0}} \operatorname{Diff}_{\mathrm{sc}}^{m}(M)
$$

of differential operators which are locally finite sums of up to $m$-fold compositions of b- and scattering vector fields, respectively.

From now on we only consider the case that $M$ is a manifold with boundary. In a local coordinate chart $[0, \infty)_{\rho} \times \mathbb{R}_{y}^{n-1}$, an element $P \in \operatorname{Diff}_{\mathrm{b}}^{m}(M)$ is of the form

$$
P=\sum_{j+|\alpha| \leq m} a_{j \alpha}(\rho, y)\left(\rho \partial_{\rho}\right)^{j} \partial_{y}^{\alpha}, \quad a_{j \alpha} \in \mathcal{C}^{\infty}\left([0, \infty) \times \mathbb{R}^{n-1}\right)
$$

Its normal operator at $\partial M=\rho^{-1}(0)$ is given by restricting the coefficients to $\rho=0$, giving

$$
N(P):=\sum_{j+|\alpha| \leq m} a_{j \alpha}(0, y)\left(\rho \partial_{\rho}\right)^{j} \partial_{y}^{\alpha} \in \operatorname{Diff}_{\mathrm{b}, \mathrm{I}}^{m}\left([0, \infty) \times \mathbb{R}^{n-1}\right),
$$

where the subscript ' $I$ ' records the invariance of $N(P)$ under dilations $(\rho, y) \mapsto(\mu \rho, y)$, $\mu>0$. The action of $N(P)$ on functions of the form $\rho^{\lambda} v(y)$ is given by the indicial family

$$
N(P, \lambda):=\sum_{j+|\alpha| \leq m} a_{j \alpha}(0, y) \lambda^{j} \partial_{y}^{\alpha} \in \operatorname{Diff}^{m}\left(\mathbb{R}^{n-1}\right) .
$$

Globally, one can define $N(P) \in \operatorname{Diff}_{\mathrm{b}, \mathrm{I}}^{m}([0, \infty) \times \partial M)$ if one fixes a collar neighborhood of $M$, and then $N(P, \lambda) \in \operatorname{Diff}^{m}(\partial M)$.

We next recall that $\mathcal{V}_{\mathrm{sc}}(M)$ is the space of smooth sections of the scattering tangent bundle ${ }^{\text {sc }} T M$, with local frame $\rho^{2} \partial_{\rho}, \rho \partial_{y^{j}}(j=1, \ldots, n-1)$; the dual bundle is the scattering cotangent bundle ${ }^{\text {sc }} T^{*} M$, with local frame $\frac{\mathrm{d} \rho}{\rho^{2}}, \frac{\mathrm{~d} y^{j}}{\rho}(j=1, \ldots, n-1)$. When $M=\overline{\mathbb{R}^{n}}$, then a computation in projective coordinates shows that $\mathcal{V}_{\mathrm{sc}}\left(\overline{\mathbb{R}^{n}}\right)$ is spanned over $\mathcal{C}^{\infty}\left(\overline{\mathbb{R}^{n}}\right)$ by the standard coordinate vector fields $\partial_{x^{1}}, \ldots, \partial_{x^{n}}$; thus, these form a global (i.e. down to $\partial \overline{\mathbb{R}^{n}}$ ) smooth frame of ${ }^{\text {sc }} T \mathbb{R}^{n}$, and the differentials $\mathrm{d} x^{1}, \ldots, \mathrm{~d} x^{n}$ form a global smooth frame of ${ }^{\text {sc }} T^{*} \overline{\mathbb{R}^{n}}$. The Euclidean metric $\sum_{j=1}^{n}\left(\mathrm{~d} x^{j}\right)^{2}$ is thus an example of a smooth positive definite section of $S^{2 \mathrm{sc}} T^{*} \overline{\mathbb{R}^{n}}$ (also called a Riemannian scattering metric).

If $p \in \partial M$, then the blow-up $[M ;\{p\}]$ is a manifold with corners. Following Vasy [Vas00], we define the Lie algebra $\mathcal{V}_{3 \mathrm{sc}}([M ;\{p\}])$ of 3-body-scattering vector fields (or 3sc-vector fields) as the $\mathcal{C}^{\infty}([M ;\{p\}])$-span of the space of lifts of elements of $\mathcal{V}_{\mathrm{sc}}(M)$ to $[M ;\{p\}]$. This generalizes in a straightforward manner to the case that one blows up several distinct points in $\partial M$. The case of interest in the present paper will be $M=\overline{\mathbb{R}^{n}}$ where $\mathbb{R}^{n}=\mathbb{R}_{t} \times \mathbb{R}_{x}^{n-1}$, and we blow up the 'north' and 'south poles' $\{N, S\}=\partial \overline{\mathbb{R}} \times\{0\} \subset \partial \overline{\mathbb{R}^{n}}$; in the case $n=4$, a subset of

$$
\begin{equation*}
\left[\overline{\mathbb{R}^{n}} ;\{N, S\}\right] \tag{2.1}
\end{equation*}
$$

carries the Kerr metric as a smooth (and stationary) Lorentzian 3sc-metric, i.e. a Lorentzian signature section of $S^{23 s c} T^{*}\left[\overline{\mathbb{R}^{n}} ; \underline{\{N, S\}}\right]$. The main point is that the two front faces of $\left[\overline{\mathbb{R}^{n}} ;\{N, S\}\right]$ are diffeomorphic to $\overline{\mathbb{R}_{x}^{n-1}}$, and thus linear combinations of the second symmetric tensor products of $\mathrm{d} t, \mathrm{~d} x^{1}, \ldots, \mathrm{~d} x^{n-1}$ with $\mathcal{C}^{\infty}\left(\overline{\mathbb{R}_{x}^{n-1}}\right)$-coefficients are smooth symmetric $3 \mathrm{sc}-2$-tensors. See Figure 2.1.


Figure 2.1. Illustration of $\left[\overline{\mathbb{R}^{n}} ;\{N, S\}\right]$ and the blow-down map to $\overline{\mathbb{R}^{n}}$, together with some local coordinates.

We further recall from [Hin23c] the Lie algebra of 3-body/b-vector fields (or 3b-vector fields): if $\rho_{\mathrm{sf}}$ is a defining function of the lift of $\partial M$ to $[M ;\{p\}]$, then this is defined as

$$
\mathcal{V}_{3 \mathrm{~b}}([M ;\{p\}]):=\rho_{\mathrm{sf}}^{-1} \mathcal{V}_{3 \mathrm{sc}}([M ;\{p\}])
$$
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Associated with these Lie algebras, we have graded algebras of differential operators, which we denote $\operatorname{Diff}_{3 \mathrm{sc}}([M ;\{p\}])$ and $\operatorname{Diff}_{3 \mathrm{~b}}([M ;\{p\}])$. As an important special case, consider again $\left[\mathbb{R}_{t} \times \mathbb{R}_{x}^{n-1} ;\{N, S\}\right]$ from (2.1), and let us introduce inverse polar coordinates $\rho=$ $|x|^{-1}, \omega=\frac{x}{|x|} \in \mathbb{S}^{n-2}$ in $x \neq 0$. Then elements of $\operatorname{Diff}_{3 \mathrm{~b}}^{m}\left(\left[\overline{\mathbb{R}^{n}} ;\{N, S\}\right]\right)$ which are moreover invariant under translations in $t$ are, in $x \neq 0$, of the form

$$
P=\sum_{j+k+|\alpha| \leq m} a_{j k \alpha}(x)\left(\rho^{-1} \partial_{t}\right)^{j}\left(\rho \partial_{\rho}\right)^{k} \partial_{\omega}^{\alpha},
$$

where $a_{j k \alpha} \in \mathcal{C}^{\infty}\left(\overline{\mathbb{R}^{n-1}}\right)$. (The wave operator with respect to the Kerr metric, or indeed any stationary 3sc-metric, is of this form upon multiplication by $r^{2}$.) Formally passing to the Fourier transform in $t$, i.e. replacing $\partial_{t}$ by $-i \sigma$ where $\sigma \in \mathbb{R}$, produces the spectral family

$$
\hat{P}(\sigma)=\sum_{j+k+|\alpha| \leq m} a_{j k \alpha}(x)\left(-i \sigma \rho^{-1}\right)^{j}\left(\rho \partial_{\rho}\right)^{k} \partial_{\omega}^{\alpha},
$$

which for $\sigma=0$, resp. $\sigma \neq 0$ gives an element of Diff ${ }_{\mathrm{b}}^{m}\left(\overline{\mathbb{R}^{n-1}}\right)$, resp. $\rho^{-m}$ Diff $_{\mathrm{sc}}^{m}\left(\overline{\mathbb{R}^{n-1}}\right)$. We refer the reader to [Hin23c, Hin23a] for further information on 3b-operators and their relationships with scattering or 3-body-scattering geometries.

Lastly, we recall from [Maz91] the Lie algebra of edge vector fields, defined on a manifold $M$ with boundary whose boundary hypersurface $\partial M$ is the total space of a fibration $Z$ $\partial M \rightarrow Y$; to wit, $\mathcal{V}_{\mathrm{e}}(M)$ consists of all smooth vector fields on $M$ which are tangent to the fibers of the fibration. (In particular, $\mathcal{V}_{\mathrm{e}}(M) \subset \mathcal{V}_{\mathrm{b}}(M)$.) This situation arises when blowing up a p-submanifold inside a smooth manifold without boundary: the front face fibers over the p-submanifold, with the typical fiber being a sphere. See also §2.1.1. Similarly to before, there exists an associated graded algebra $\operatorname{Diffe}_{\mathrm{e}}^{m}(M)$ of edge differential operators.

For all algebras $D$ of differential operators introduced so far, one can also consider weighted versions: if $w$ is a weight, i.e. the product of (real) powers of boundary defining functions, one can define $w D:=\{w A: A \in D\}$. If $w^{\prime}$ is another weight, then $w D \circ w^{\prime} D \subset\left(w w^{\prime}\right) D$. (This follows from the fact that $w^{-1} V(w)$ is smooth, including at the boundary, when $w$ is a weight and $V$ is a b-vector field.)
2.1.1. Edge operators arising from blow-ups. Suppose $M$ is a smooth $(n+1)$-dimensional manifold without boundary, and let $\mathcal{C} \subset M$ denote a closed 1-dimensional submanifold. Let $E, F \rightarrow M$ denote smooth vector bundles. We will encounter the following situation: we are given a smooth coefficient operator

$$
L \in \operatorname{Diff}^{m}(M ; E, F)
$$

for which we wish to solve $L u=f$ in $M \backslash \mathcal{C}$ where $f$ is conormal or polyhomogeneous at $\mathcal{C}$; and we wish for $u$ to be conormal or polyhomogeneous as well. Under the assumption that $L$ is non-characteristic at $N^{*} \mathcal{C}$, this is a classical problem which can e.g. be solved using the symbol calculus for conormal distributions [Hör07, §18]; in our application, however, $L$ will be the linearized Einstein operator which does not satisfy this assumption.

We instead proceed as follows: write $M_{\circ}=[M ; \mathcal{C}]$ for the real blow-up, and $\beta_{\circ}: M_{\circ} \rightarrow M$ for the blow-down map. The front face $\partial M_{\circ}$ of $M_{\circ}$ is the total space of the fibration $\mathbb{S}^{n-1}-\partial M_{\circ} \rightarrow \mathcal{C}$ given by the blow-down map restricted to the front face. Let $r \in \mathcal{C}^{\infty}\left(M_{\circ}\right)$ denote a defining function of the front face $\partial M_{\circ}$.

Lemma 2.1 (Edge operator via blow-up). The lift of $r^{m} L$ to $M_{\circ}$ satisfies

$$
L_{\mathrm{e}}:=\beta_{\circ}^{*}\left(r^{m} L\right) \in \operatorname{Diff}_{\mathrm{e}}^{m}\left(M_{\circ} ; \beta_{\circ}^{*} E, \beta_{\circ}^{*} F\right)
$$

Proof. In local coordinates $(t, x)$ along $\mathcal{C}$, with $\mathcal{C}=x^{-1}(0)$, and in local trivializations of $E, F$, the operator $r^{m} L$ is a sum of terms of the form

$$
\begin{equation*}
r^{m} a_{j \beta}(t, x) D_{t}^{j} D_{x}^{\beta}=r^{m-j-|\beta|} a_{j \beta}(t, x)\left(r D_{t}\right)^{j} r^{|\beta|} D_{x}^{\beta}, \quad j+|\beta| \leq m \tag{2.2}
\end{equation*}
$$

where $a_{j \beta}$ is a smooth matrix-valued function. It then remains to note that the vector fields $r \partial_{t}, r \partial_{x^{j}}(j=1, \ldots, n)$ are a local frame for $\mathcal{V}_{\mathrm{e}}\left(M_{\circ}\right)$. Indeed, in the region $x^{1} \gtrsim|x|$, we can use local coordinates $t, x^{1}, \hat{x}^{j}=\frac{x^{j}}{x^{1}}(j=2, \ldots, n)$, and $r$ is a smooth positive multiple of $x^{1}$. The vector fields $x^{1} \partial_{t}, x^{1} \partial_{x^{1}}, x^{1} \partial_{x^{j}}$ take the form $x^{1} \partial_{t}, x^{1} \partial_{x^{1}}-\sum_{j=2}^{n} \hat{x}^{j} \partial_{\hat{x}^{j}}, \partial_{\hat{x}^{j}}$; the latter vector fields indeed span the space of edge vector fields in our chart, since the fibers of $\partial M_{\circ}$ over $x^{1}=0$ are the level sets of $t$.

When considering the action of $\beta_{\circ}^{*}\left(r^{m} L\right)$ on conormal distributions at $\partial M_{\circ}$, it is more appropriate to regard this operator as a b-differential operator. We proceed to compute its normal operator at $\partial M_{\circ}$. If $\pi: N \mathcal{C} \rightarrow \mathcal{C}$ is the base projection and $o \subset N \mathcal{C}$ is the zero section, write ${ }^{28}$

$$
{ }^{\vee} \mathcal{V}_{\mathrm{b}, \mathrm{I}}([N \mathcal{C} ; o]) \subset \mathcal{V}_{\mathrm{b}}([N \mathcal{C} ; o])
$$

for the Lie subalgebra of vertical b-vector fields (i.e. they lie in $\operatorname{ker} \pi_{*}$ ) which are dilationinvariant in the fibers of $[N \mathcal{C} ; o]$. (Locally identifying $[N \mathcal{C} ; o]=\mathbb{R}_{t} \times[0, \infty)_{r} \times \mathbb{S}^{n-1}$, these vector fields are $a\left(t, \frac{x}{|x|}\right) r D_{x}$ where $a \in \mathcal{C}^{\infty}\left(\mathbb{R}_{t} \times \mathbb{S}^{n-1}\right)$; i.e. $r D_{t}$ from (2.2) is absent.) Write ${ }^{\vee} \operatorname{Diff}_{\mathrm{b}, \mathrm{I}}^{m}([N \mathcal{C} ; o])$ for the corresponding space of $m$-th order differential operators.

Lemma 2.2 (b-normal operator). In the notation of Lemma 2.1, the b-normal operator of $\beta_{\circ}^{*}\left(r^{m} L\right)$ at $\partial M_{\circ}$, which we shall denote $\widehat{L_{\mathrm{e}}}(0)$, satisfies

$$
\widehat{L_{\mathrm{e}}}(0) \in{ }^{\vee} \operatorname{Diff}_{\mathrm{b}, \mathrm{I}}^{m}\left([N \mathcal{C} ; o] ;\left.\pi^{*} E\right|_{\mathcal{C}},\left.\pi^{*} F\right|_{\mathcal{C}}\right)
$$

Moreover, the restriction of the operator $\widehat{L_{\mathrm{e}}}(0)$ to a fiber $\left[N_{p} \mathcal{C} ; o\right], p \in \mathcal{C}$, only depends on the restriction of the principal symbol of $L$ to ann $T_{p} \mathcal{C} \subset T_{p}^{*} M$.

Proof. The term (2.2) has vanishing coefficients at $r=0$ as a b-operator unless $j=0$ and $|\beta|=m$; note that the terms with $j=0$ and $|\beta|=m$ only involve differentiation in $(r, \omega)$ (which are also the coordinates on the fibers $N \mathcal{C}$ ) but not in $t$. This implies the claim.

Thus, if we identify a collar neighborhood of $\mathcal{C}$ with a neighborhood of the zero section in $N \mathcal{C}$, and identify $E$ and $F$ in such a neighborhood with the pullback along $\pi$ of their restrictions to $\mathcal{C}$, then

$$
\beta_{\circ}^{*}\left(r^{m} L\right)-\hat{\chi} \widehat{L_{\mathrm{e}}}(0) \hat{\chi} \in r \operatorname{Diff}_{\mathrm{b}}^{m}\left(M_{\circ} ; \beta_{\circ}^{*} E, \beta_{\circ}^{*} F\right)
$$

where $\hat{\chi} \in \mathcal{C}^{\infty}\left(M_{\circ}\right)$ is identically 1 near $\partial M_{\circ}$ and supported in the collar neighborhood of $\partial M_{\circ}$ 。

[^16]Example 2.3 (Wave operator). If $\mathcal{C}=\{x=0\} \subset \mathbb{R}_{t} \times \mathbb{R}_{x}^{n}$, and $L=-D_{t}^{2}+\sum_{j=1}^{n} D_{x^{j}}^{2}=$ $-D_{t}^{2}+D_{r}^{2}-\frac{i(n-1)}{r} D_{r}+r^{-2} \Delta$ is the wave operator on Minkowski space, then $\widehat{L_{\mathrm{e}}}(0)=$ $r^{2} D_{r}^{2}-i(n-1) r D_{r}+\Delta$ is $r^{2}$ times the Laplacian on $\mathbb{R}^{n}$, and indeed a smooth (in $t \in \mathbb{R}$ ) family of dilation-invariant operators on $\left[\overline{\mathbb{R}^{n}} ;\{0\}\right]$. (Note here that $[N \mathcal{C} ; o]=\mathbb{R}_{t} \times\left[\overline{\mathbb{R}^{n}} ;\{0\}\right]$.)

Remark 2.4 (Pullback bundle). When computing the form of the operator $\widehat{L_{\mathrm{e}}}(0)$ in concrete applications, it is useful to note that one may work in bundle splittings of $\pi^{*} E$ induced not merely by splittings of $\left.E\right|_{\mathcal{C}}$, but of $\left.\left(\beta_{0}^{*} E\right)\right|_{\partial M_{\circ}}$. This is due to the fact that in terms of the projection $\pi_{\mathrm{ff}}: N \mathcal{C} \rightarrow S N \mathcal{C}=\partial M_{\circ}$, we can factor $\pi=\beta_{\circ} \circ \pi_{\mathrm{ff}}$, and therefore

$$
\left.\pi^{*} E\right|_{\mathcal{C}}=\pi_{\mathrm{ff}}^{*}\left(\left.\left(\beta_{\circ}^{*} E\right)\right|_{\partial M_{\mathrm{o}}}\right)
$$

2.2. Conormality and polyhomogeneity; boundary pairing. Let $X$ denote a manifold with boundary, and let $\rho \in \mathcal{C}^{\infty}(X)$ denote a boundary defining function. For $\alpha \in \mathbb{R}$, we then denote by

$$
\mathcal{A}^{\alpha}(X)=\left\{u \in \rho^{\alpha} L_{\mathrm{loc}}^{\infty}(X): P u \in \rho^{\alpha} L_{\mathrm{loc}}^{\infty}(X) \forall P \in \operatorname{Diff}_{\mathrm{b}}(X)\right\}
$$

the space of conormal functions with weight $\alpha$. (Crucially, the local uniform boundedness holds up to the boundary $\partial X$. The subscript 'loc' can be dropped when $X$ is compact.) Its elements are smooth on $X^{\circ}$, but become singular in a controlled fashion at $\partial X$. A typical element of $\mathcal{A}^{\alpha}(X)$ is the function $\rho^{\alpha}$. Spaces of conormal functions can be defined in a completely analogous manner also on manifolds with corners.

Next, we recall that an index set is a subset $\mathcal{E} \subset \mathbb{C} \times \mathbb{N}_{0}$ so that $(z, k) \in \mathcal{E}$ implies $(z+1, k) \in \mathcal{E}$ and also $(z, k-1) \in \mathcal{E}$ when $k \geq 1$, and so that for all $C \in \mathbb{R}$ there only exist finitely many elements $(z, k) \in \mathcal{E}$ with $\operatorname{Re} z<C$. We use special notation for important examples, namely

$$
\begin{equation*}
(z, k):=\left\{(z+j, l): j \in \mathbb{N}_{0}, l \leq k\right\}, \quad(z, k)_{+}:=\left\{(z+j, l): j \in \mathbb{N}_{0}, l \leq k+j\right\} \tag{2.3}
\end{equation*}
$$

We moreover write

$$
(z, *)
$$

for an index set which is contained in $\left(z+\mathbb{N}_{0}\right) \times \mathbb{N}_{0}$, but which we otherwise do not specify explicitly. We write $\operatorname{Re} \mathcal{E}>\alpha$ if $\operatorname{Re} z>\alpha$ for all $(z, k) \in \mathcal{E}$. Given index sets $\mathcal{E}$ and $\mathcal{F}$, we write $\mathcal{E}+\mathcal{F}=\{(z+w, k+l):(z, k) \in \mathcal{E},(w, l) \in \mathcal{F}\}$. In the special case $\mathcal{F}=\mathcal{E}$, we write $\mathcal{E}+\mathcal{E}=: 2 \mathcal{E}$, and inductively $j \mathcal{E}:=(j-1) \mathcal{E}+\mathcal{E}$. If moreover $\operatorname{Re} \mathcal{E}>0$, then we define the nonlinear closure of $\mathcal{E}$ by

$$
\begin{equation*}
\mathcal{E}_{\times}:=\bigcup_{j \in \mathbb{N}} j \mathcal{E} \tag{2.4}
\end{equation*}
$$

it is the smallest index set which contains $\mathcal{E}$ and for every finite collection $\left(z_{1}, k_{1}\right), \ldots$, $\left(z_{N}, k_{N}\right)$ also contains $\left(\sum_{i=1}^{N} z_{i}, \sum_{i=1}^{N} k_{i}\right)$. Note that for $z, k \in \mathbb{N}_{0}$, we have $(z, k)_{+\times}=$ $\left((z, k)_{+}\right)_{\times}=(z, k)_{+}$when $k \leq z$; otherwise $(z, k)_{+\times} \supsetneq(z, k)_{+}$.

On a manifold $X$ with boundary, and with $\rho \in \mathcal{C}^{\infty}(X)$ denoting a boundary defining function which moreover satisfies $0 \leq \rho<\frac{1}{2}$, we define

$$
\mathcal{A}_{\mathrm{phg}}^{\mathcal{E}}(X)
$$

to consist of all smooth functions $u$ on $X^{\circ}$ which in a collar neighborhood $[0, \infty)_{\rho} \times \partial X$ of $\partial X$ are asymptotic sums

$$
u(\rho, y) \sim \sum_{(z, k) \in \mathcal{E}} \rho^{z}(\log \rho)^{k} u_{(z, k)}(y), \quad u_{(z, k)} \in \mathcal{C}^{\infty}(\partial X),
$$

meaning that for all $C \in \mathbb{R}$, the difference of $u$ and the finite sum obtained by restricting to $(z, k) \in \mathcal{E}$ with $\operatorname{Re} z \leq C$ lies in $\mathcal{A}^{C}([0, \infty) \times \partial X)$. (This space is independent of the choice of $\rho$ and the collar neighborhood, and it is a module over $\mathcal{C}^{\infty}(X)$.) When $\mathcal{E}$ is nonlinearly closed, then $\mathcal{A}_{\text {phg }}^{\mathcal{E}}(X)$ is an algebra under pointwise multiplication.

Consider next a manifold $M$ with corners, for concreteness $M=\left[0, \frac{1}{2}\right)_{\rho_{1}} \times\left[0, \frac{1}{2}\right)_{\rho_{2}} \times X$. Given two index sets $\mathcal{E}_{1}, \mathcal{E}_{2} \subset \mathbb{C} \times \mathbb{N}_{0}$, we then define $\mathcal{A}_{\mathrm{phg}}^{\mathcal{E}_{1}, \mathcal{E}_{2}}(M)$ to consist of smooth functions $u$ on $M^{\circ}$ which are polyhomogeneous at $H_{j}=\rho_{j}^{-1}(0)$ with index set $\mathcal{E}_{j}$. That is, at $H_{1}$, the function $u$ is an asymptotic sum

$$
u\left(\rho_{1}, \rho_{2}, y\right) \sim \sum_{(z, k) \in \mathcal{E}_{1}} \rho_{1}^{z}\left(\log \rho_{1}\right)^{k} u_{(z, k)}\left(\rho_{2}, y\right), \quad \rho_{1} \searrow 0, \quad u_{(z, k)} \in \mathcal{A}_{\mathrm{phg}}^{\mathcal{E}_{2}}\left(\left[0, \frac{1}{2}\right) \times X\right),
$$

which now means that the difference of $u$ and the truncation of the sum to $\operatorname{Re} z \leq C$ lies in $\mathcal{A}^{C, \alpha_{2}}(M)$ for all $C$, where $\alpha_{2} \in \mathbb{R}$ is any $C$-independent constant for which $\operatorname{Re} \mathcal{E}_{2}>C$; and an analogous expansion holds at the other boundary hypersurface $H_{2}$. In this manner, elements of $\mathcal{A}_{\mathrm{phg}}^{\mathcal{E}_{1}, \mathcal{E}_{2}}$ have joint asymptotic expansions, or full compound asymptotics, into terms $\rho_{1}^{z} \rho_{2}^{w}\left(\log \rho_{1}\right)^{k}\left(\log \rho_{2}\right)^{l}$ where $(z, k) \in \mathcal{E}_{1}$ and $(w, l) \in \mathcal{E}_{2}$. See [Mel96], [Maz91, §2A], and [Mel92].

Computations of kernels and cokernels of b-operators on a manifold with boundary often involve boundary pairings; the following result will be used frequently for this purpose in §9.1.

Lemma 2.5 (Boundary pairing computation). Let $X$ be a manifold with compact boundary $\partial X$; denote by $x \in \mathcal{C}^{\infty}(X)$ a boundary defining function, and identify a collar neighborhood of $\partial X \subset X$ with a neighborhood of $\{0\} \times \partial X$ inside of $[0, \infty)_{x} \times \partial X$. Let $\chi \in \mathcal{C}^{\infty}([0, \infty))$ be equal to 0 on $[0,1]$ and equal to 1 near $\infty$, and set $\chi_{\epsilon}(x)=\chi\left(\frac{x}{\epsilon}\right)$ for $0<\epsilon \ll 1$. Fix a smooth density on $X^{\circ}$ which near $\partial X$ is equal to $\mu=x^{-w}\left|\frac{\mathrm{~d} x}{x} \nu(x)\right|$ where $w \in \mathbb{R}$, and $0<\nu$ is a smooth density on $\partial X$ which depends smoothly on $x$. Fix $\mu_{\partial}=x^{-w}\left|\frac{\mathrm{~d} x}{x} \nu(0)\right|$ as the density on $[0, \infty) \times \partial X$. Let $L \in x^{-\alpha} \operatorname{Diff}_{\mathrm{b}}^{m}(X)$, write $N(L)=x^{-\alpha} N\left(x^{\alpha} L\right) \in \operatorname{Diff}_{b, \mathrm{I}}^{m}([0, \infty) \times \partial X)$, and denote the indicial family of the normal operator of $x^{\alpha} L$ by $N\left(x^{\alpha} L, \lambda\right) \in \operatorname{Diff}^{m}(\partial X)$, $\lambda \in \mathbb{C}$. Let $u, v^{*}$ be such that $L u=0, L^{*} v^{*}=0$, and suppose that

$$
\begin{aligned}
u & \in \mathcal{A}_{\mathrm{pg}}^{(z, k)}(X)+\mathcal{A}^{\operatorname{Re} z+\delta}(X), \\
v^{*} & \in x^{-\bar{z}+\alpha+w} \mathcal{C}^{\infty}(X)+\mathcal{A}^{-\operatorname{Re} z+\alpha+w+\delta}(X),
\end{aligned}
$$

where $z \in \mathbb{C}, k \in \mathbb{N}_{0}$, and $\delta>0$. Write the leading order terms of $u$, resp. $v^{*}$ as

$$
u_{\partial}=\sum_{j=0}^{k} \frac{1}{j!} x^{z}(\log x)^{j} u_{j}, \quad v_{\partial}^{*}:=x^{-z+\alpha+w} v_{0}^{*},
$$

respectively, where $u_{j}, v_{0}^{*} \in \mathcal{C}^{\infty}(\partial X)$. Set $\tilde{u}_{\partial}(\lambda)=\sum_{j=0}^{k}(\lambda-z)^{-j-1} u_{j}$. Then

$$
\begin{align*}
\lim _{\epsilon \searrow 0}\left\langle\left[L, \chi_{\epsilon}\right] u, v^{*}\right\rangle_{L^{2}(X, \mu)} & =\left\langle[N(L), \chi] u_{\partial}, v_{\partial}^{*}\right\rangle_{L^{2}\left([0, \infty) \times \partial X, \mu_{\partial}\right)} \\
& =\left\langle\left.\left(N\left(x^{\alpha} L, \lambda\right) \tilde{u}_{\partial}(\lambda)\right)\right|_{\lambda=z}, v_{0}^{*}\right\rangle_{L^{2}(\partial X, \nu(0))}  \tag{2.5}\\
(\text { in the case } k=0: & \left.=\left\langle\partial_{\lambda} N\left(x^{\alpha} L, z\right) u_{0}, v_{0}^{*}\right\rangle_{L^{2}(\partial X, \nu(0))}\right) .
\end{align*}
$$

The same holds true mutatis mutandis when $L$ acts between sections of vector bundles $E, F$ which are equipped with nondegenerate (but not necessarily positive definite) fiber inner products.

Proof. Replacing $L$ and $\mu$ by $x^{-w} L$ and $x^{w} \mu$ gives the same setup, but with $w=0$ and a different value for $\alpha$. Similarly, replacing $L, v^{*}$ by $x^{\alpha} L, x^{-\alpha} v^{*}$ gives the same setup, but now also with $\alpha=0$. Finally, we may replace $L$ by $x^{-z} L x^{z}$ and $u, v^{*}$ by $x^{-z} u, x^{\bar{z}} v^{*}$. Altogether, we may thus assume that $\alpha=w=z=0$.

Note that $N(L) u_{\partial}=0$ and $N\left(L^{*}\right) v_{\partial}^{*}=0$. To prove the first equality in (2.5), note that replacing $L, u, v^{*}$ by their respective leading order terms $N(L), u_{\partial}, v_{\partial}^{*}$ produces vanishing errors in the limit $\epsilon \searrow 0$. The second expression in (2.5) on the other hand is unchanged if we pass from $\chi$ to another cutoff $\tilde{\chi} \in \mathcal{C}^{\infty}([0, \infty))$ which is 0 near 1 and 1 near $\infty$, for integration by parts in $\left\langle[N(L), \chi-\tilde{\chi}] u_{\partial}, v_{\partial}^{*}\right\rangle=\left\langle N(L)\left((\chi-\tilde{\chi}) u_{\partial}\right), v_{\partial}^{*}\right\rangle$ does not produce any boundary terms since $\chi-\tilde{\chi} \in \mathcal{C}_{\mathrm{c}}^{\infty}((0, \infty))$.

In order to prove the second equality in (2.5), note that

$$
u_{\partial}(x)=\operatorname{Res}_{\lambda=0}\left(x^{\lambda} \tilde{u}_{\partial}(\lambda)\right)=\frac{1}{2 \pi i} \oint_{0} x^{\lambda} \tilde{u}_{\partial}(\lambda) \mathrm{d} \lambda,
$$

where we integrate along a small circle around 0 . We conclude that

$$
0=N(L) u_{\partial}=\frac{1}{2 \pi i} \oint_{0} x^{\lambda} N(L, \lambda) \tilde{u}_{\partial}(\lambda) \mathrm{d} \lambda,
$$

i.e. $N(L, \lambda) \tilde{u}_{\partial}(\lambda)$ is holomorphic. (Conversely, the holomorphicity of $N(L, \lambda) \tilde{u}_{\partial}(\lambda)$ implies $N(L) u_{\partial}=0$.) Therefore, the second line of (2.5) is well-defined. Writing

$$
N(L)=\sum_{j=0}^{m} L_{j}\left(x \partial_{x}\right)^{j}, \quad L_{j} \in \operatorname{Diff}^{m-j}(\partial X)
$$

we have $N(L, \lambda)=\sum_{j=0}^{m} L_{j} \lambda^{j}$, and we can then compute

$$
\begin{aligned}
& \left\langle[N(L), \chi] u_{\partial}, v_{\partial}^{*}\right\rangle \\
& \quad=\frac{1}{2 \pi i} \oint_{0} \int_{0}^{\infty}\left\langle[N(L), \chi]\left(x^{\lambda} \tilde{u}_{\partial}(\lambda)\right), v_{0}^{*}\right\rangle_{L^{2}(\partial X)} \frac{\mathrm{d} x}{x} \mathrm{~d} \lambda \\
& \quad=\frac{1}{2 \pi i} \oint_{0} \int_{0}^{\infty} \sum_{j=0}^{m}\left\langle L_{j} \sum_{i=0}^{j-1}\left(x \partial_{x}\right)^{i} x \chi^{\prime}(x)\left(x \partial_{x}\right)^{j-i-1}\left(x^{\lambda} \tilde{u}_{\partial}(\lambda)\right), v_{0}^{*}\right\rangle_{L^{2}(\partial X)} \frac{\mathrm{d} x}{x} \mathrm{~d} \lambda .
\end{aligned}
$$

Integration by parts of $\left(x \partial_{x}\right)^{i}$ produces $0\left(\right.$ since $\left.x \partial_{x} v_{0}^{*}=0\right)$ unless $i=0$, so this is further equal to

$$
\frac{1}{2 \pi i} \oint_{0} \int_{0}^{\infty} x \chi^{\prime}(x) \sum_{j=0}^{m}\left\langle L_{j}\left(x \partial_{x}\right)^{j-1}\left(x^{\lambda} \tilde{u}_{\partial}(\lambda)\right), v_{0}^{*}\right\rangle_{L^{2}(\partial X)} \frac{\mathrm{d} x}{x} \mathrm{~d} \lambda
$$

$$
=\int_{0}^{\infty} \frac{1}{2 \pi i} \oint_{0} x \chi^{\prime}(x)\left\langle x^{\lambda} \lambda^{-1} N(L, \lambda) \tilde{u}_{\partial}(\lambda), v_{0}^{*}\right\rangle_{L^{2}(\partial X)} \mathrm{d} \lambda \frac{\mathrm{~d} x}{x} .
$$

But $N(L, \lambda) \tilde{u}_{\partial}(\lambda)=f_{0}+\mathcal{O}(\lambda)$ is holomorphic, so

$$
\frac{1}{2 \pi i} \oint_{0} x^{\lambda} \lambda^{-1} N(L, \lambda) \tilde{u}_{\partial}(\lambda) \mathrm{d} \lambda=f_{0}=\left.\left(N(L, \lambda) \tilde{u}_{\partial}(\lambda)\right)\right|_{\lambda=0} .
$$

Using $\int_{0}^{\infty} x \chi^{\prime}(x) \frac{\mathrm{d} x}{x}=1$ finally proves (2.5).

## 3. Structure and geometry of the total gluing spacetime

Denote by $M$ an open $(n+1)$-dimensional manifold. Denote by $c: \mathbb{R} \rightarrow M$ an embedding whose image $\mathcal{C}=c(\mathbb{R}) \subset M$ is a closed 1-dimensional submanifold. (An example to keep in mind is $M=(-1,1) \times \mathbb{R}^{n}$ and $\mathcal{C}=\left\{\left(t, x_{0}\right): t \in(-1,1)\right\}$.) We shall construct singular deformations, depending on a small parameter $\epsilon>0$, of a Lorentzian metric on $M$ by working on a resolution of an $(n+2)$-dimensional space $\widetilde{M}^{\prime}$ which fibers over $[0,1)_{\epsilon}$ with typical fiber $M$. We immediately fix a trivialization

$$
\widetilde{M}^{\prime}=[0,1)_{\epsilon} \times M .
$$

Definition 3.1 (Total gluing spacetime; tangent bundle). The total gluing spacetime for $(M, \mathcal{C})$ is the resolution

$$
\begin{equation*}
\widetilde{M}:=\left[\widetilde{M}^{\prime} ;\{0\} \times \mathcal{C}\right]=[[0,1) \times M ;\{0\} \times \mathcal{C}] \tag{3.1}
\end{equation*}
$$

of $\widetilde{M^{\prime}}$. The blow-down map is denoted $\widetilde{\beta}: \widetilde{M} \rightarrow \widetilde{M^{\prime}}$. We denote by

$$
M_{\circ}=\widetilde{\beta}^{*}\left(\epsilon^{-1}(0)\right), \quad \hat{M}=\widetilde{\beta}^{*}(\{0\} \times \mathcal{C})
$$

the lift of $\{0\} \times M$ and the front face, respectively. The restrictions of $\widetilde{\beta}$ to $M_{\circ}$ and $\hat{M}$ are denoted $\beta_{0}: M_{\circ} \rightarrow M$ and $\hat{\beta}: \hat{M} \rightarrow \mathcal{C}$, respectively. The fiber of $\widetilde{M}$ over $\epsilon \in(0,1)$ is denoted $\widetilde{M}_{\epsilon} .{ }^{29}$ Moreover, the fiber of $\hat{M}$ over a point $p \in \mathcal{C}$ is denoted

$$
\hat{M}_{p}:=\widetilde{\beta}^{*}(\{0\} \times\{p\}) \subset \hat{M} .
$$

We denote by $\widetilde{T} \widetilde{M}^{\prime} \rightarrow \widetilde{M^{\prime}}$ the vertical tangent bundle, i.e. the bundle of tangent vectors which are tangent to the fibers of $\widetilde{M}^{\prime} \rightarrow[0,1)$, and by $\widetilde{T} \widetilde{M} \rightarrow \widetilde{M}$ the pullback of $\widetilde{T} \widetilde{M}^{\prime} \rightarrow \widetilde{M^{\prime}}$ along $\widetilde{\beta}$. Finally, we write $\widetilde{\mathcal{V}}(\widetilde{M}):=\mathcal{C}^{\infty}(\widetilde{M} ; \widetilde{T} \widetilde{M})$.

Thus, $M_{\circ}=[M ; \mathcal{C}]$ is a manifold with boundary, and $\hat{M}=\bar{N} \mathcal{C}$ is the radially compactified normal bundle of $\mathcal{C}$, which is a bundle of closed $n$-balls over $\mathcal{C}$. (See the last paragraph before §2.1.) See Figure 3.1. Directly from the definition, we have $\widetilde{T}_{M_{\circ}} \widetilde{M}=\beta_{\circ}^{*}\left(T M_{\circ}\right)$. Definition 3.1 is completely analogous to [Hin22, Definition 3.1]; however, the tangent bundle $\widetilde{T} \widetilde{M}$ has different features over the front face $\hat{M}$ due to the 1-dimensional nature of the submanifold being blown up in (3.1), as we will see in $\S 3.1$.

We write

$$
\begin{equation*}
\hat{\rho} \in \mathcal{C}^{\infty}(\widetilde{M}), \quad \rho_{\circ} \in \mathcal{C}^{\infty}(\widetilde{M}) \tag{3.2}
\end{equation*}
$$

for defining functions of $\hat{M}$ and $M_{\circ}$, respectively; we shall also use this notation for local defining functions (i.e. defining functions of $\hat{M} \cap \mathcal{U}$ and $M_{\circ} \cap \mathcal{U}$ defined over an open subset

[^17]

Figure 3.1. On the left: the total space $\widetilde{M}$ and its boundary hypersurfaces $\hat{M}$ and $M_{0}$. On the right: the product space $\widetilde{M}^{\prime}=[0,1) \times M$ and the inextendible curve $\mathcal{C} \subset M \cong\{0\} \times M \subset \widetilde{M^{\prime}}$. Also indicated are the blowdown map $\widetilde{\beta}$ and its restriction $\beta_{\circ}$ to $M_{\circ}$, as well as a fiber $\hat{M}_{p}$ of $\hat{M}$ (on the left) over the base point $p \in \mathcal{C}$ (on the right). The blow-down map $\hat{\beta}: \hat{M} \rightarrow \mathcal{C}$ is not shown here.
$\mathcal{U} \subset \widetilde{M}$ depending on the context). For local coordinate computations near $\mathcal{C}$ on $M$, we shall use

$$
\begin{equation*}
(t, x), \quad t \in \mathbb{R}, \quad x \in \mathbb{R}^{n} \tag{3.3a}
\end{equation*}
$$

with $c(t)=(t, 0)$. These coordinates are valid for $|x|<r_{0}(t)$ where $0<r_{0} \in \mathcal{C}^{\infty}(\mathbb{R})$. Local coordinates near the interior $\hat{M}^{\circ}$ of $\hat{M}$ are then

$$
\begin{equation*}
(\epsilon, t, \hat{x}), \quad \hat{x}:=\frac{x}{\epsilon} \tag{3.3b}
\end{equation*}
$$

Near the corner $\hat{M} \cap M_{\circ}$, we can use

$$
\begin{equation*}
\left(t, \hat{\rho}, \rho_{\circ}, \omega\right), \quad \hat{\rho}=|x| \in\left[0, r_{0}(t)\right), \quad \rho_{\circ}=\frac{\epsilon}{|x|}, \quad \omega:=\frac{x}{|x|} \in \mathbb{S}^{n-1} \tag{3.3c}
\end{equation*}
$$

Projective coordinates are computationally more convenient at times; if we write $x=$ $\left(x^{1}, x^{\prime}\right)$, then in the region where $x^{1} \gtrsim\left|x^{\prime}\right|$, we may use

$$
\begin{equation*}
\left(t, \hat{\rho}, \rho_{\circ}, \hat{x}^{\prime}\right), \quad \hat{\rho}=x^{1}, \quad \rho_{\circ}=\frac{\epsilon}{x^{1}}, \quad \hat{x}^{\prime}=\frac{x^{\prime}}{x^{1}} \in \mathbb{R}^{n-1} \tag{3.3~d}
\end{equation*}
$$

Examples of local defining functions near $\hat{M}$ are

$$
\hat{\rho}=\left(\epsilon^{2}+|x|^{2}\right)^{1 / 2}=\epsilon\langle\hat{x}\rangle, \quad \rho_{\circ}=\frac{\epsilon}{\left(\epsilon^{2}+|x|^{2}\right)^{1 / 2}}=\langle\hat{x}\rangle^{-1}
$$

We record the following analogue of [Hin22, Lemma 3.4]:
Lemma 3.2 (Relationships between parameterized spaces). The identity map $\widetilde{M^{\prime}} \rightarrow \widetilde{M^{\prime}}$ lifts to a diffeomorphism

$$
\left[\widetilde{M} ;[0,1)_{\epsilon} \times \mathcal{C}\right] \stackrel{\cong}{\Longrightarrow}\left[[0,1)_{\epsilon} \times M_{\circ} ;\{0\} \times \partial M_{\circ}\right]
$$

Using the above coordinates $(t, x)$ near $\{0\} \times \mathcal{C}$, the identity map $\widetilde{M^{\prime}} \rightarrow \widetilde{M^{\prime}}$ also lifts to a diffeomorphism

$$
\begin{equation*}
\widetilde{M} \cap\left\{|x|<r_{0}(t)\right\} \stackrel{\cong}{\rightrightarrows}\left[[0,1)_{\epsilon} \times \hat{M} ;\{0\} \times \partial \hat{M}\right] \cap\left\{(\epsilon, t, \hat{x}):|\hat{x}|<\epsilon^{-1} r_{0}(t)\right\} \tag{3.4}
\end{equation*}
$$

Proof. In local coordinates, the second diffeomorphism is a smoothly parameterized (by $t \in$ $\mathbb{R}$ ) version of the second diffeomorphism in [Hin22, Lemma 3.4]. The first diffeomorphism can be obtained as in the reference upon replacing $X, \widetilde{X}, X_{\circ},\{\mathfrak{p}\}$ there by $M, \widetilde{M}, M_{\circ}, \mathcal{C}$, respectively.

We denote by

$$
\begin{equation*}
\hat{\chi}, \chi_{0} \in \mathcal{C}^{\infty}(\widetilde{M}) \tag{3.5}
\end{equation*}
$$

two cutoff functions, with $\hat{\chi}$, resp. $\chi_{\circ}$ identically 1 near, and supported in, a collar neighborhood of $\hat{M}$, resp. $M_{\circ}$, and indeed so that $|x|<r_{0}(t)$ on $\operatorname{supp} \hat{\chi}$.
3.1. The front face $\hat{M}$; families of stationary tensors. Consider $p \in \mathcal{C}$ and a point $q \in \hat{M}_{p}^{\circ}=N_{p} \mathcal{C}=T_{p} M / T_{p} \mathcal{C}$. Given an element $V \in \widetilde{T}_{q} \widetilde{M}=T_{p} M$, note that we can regard $V \in T_{p} M$ as a translation-invariant vector field $V^{\prime} \in \mathcal{V}\left(T_{p} M\right)$ on $T_{p} M$ itself by means of the canonical isomorphism $T_{z}\left(T_{p} M\right) \cong T_{p} M$ for all $z \in T_{p} M$. Now, points in $N_{p} \mathcal{C}$ (such as $q$ ) are the same as orbits of the translation action of $T_{p} \mathcal{C}$ on $T_{p} M$; thus, we may restrict $V^{\prime}$ to $q \subset T_{p} M$. We have defined an isomorphism

$$
\begin{equation*}
\widetilde{T}_{q} \widetilde{M} \ni V \mapsto \mathrm{e}(V) \in\left\{\text { constant maps } q \rightarrow T_{q}\left(T_{p} M\right)\right\}, \quad q \in N_{p} \mathcal{C}=T_{p} M / T_{p} \mathcal{C} \tag{3.6}
\end{equation*}
$$

See Figure 3.2.


Figure 3.2. Illustration of the map (3.6).
Given a section $V$ of $\widetilde{T} \widetilde{M}$ over $\hat{M}_{p}^{\circ}$, we can combine the images of $\left.V\right|_{q}, q \in \hat{M}_{p}^{\circ}$, into a single element $\mathrm{e}(V) \in \mathcal{C}_{\mathrm{I}}^{\infty}\left(T_{p} M ; T\left(T_{p} M\right)\right) \subset \mathcal{V}\left(T_{p} M\right)$, where $\mathcal{C}_{\mathrm{I}}^{\infty}\left(T_{p} M ; T\left(T_{p} M\right)\right)$ is the subspace of sections of $T\left(T_{p} M\right) \rightarrow T_{p} M$ which are constant along the fibers of $T_{p} M \rightarrow N_{p} \mathcal{C}$. Equivalently, elements of $\mathcal{C}_{\mathrm{I}}^{\infty}\left(T_{p} M ; T\left(T_{p} M\right)\right)$ are precisely the stationary ones in that they are invariant (hence the subscript ' I ') under the translation action of $T_{p} \mathcal{C}$ on $T_{p} M$. These maps $V \mapsto \mathrm{e}(V)$ in turn can be combined into a single isomorphism ${ }^{30}$

$$
\begin{equation*}
\mathcal{C}^{\infty}\left(\hat{M}^{\circ} ; \widetilde{T}_{\hat{M}}^{a, b} \widetilde{M}\right) \ni V \mapsto \mathrm{e}(V) \in \mathcal{C}_{\mathrm{I}}^{\infty}\left(T_{\mathcal{C}} M ;{ }^{\vee} T^{a, b}\left(T_{\mathcal{C}} M\right)\right) \tag{3.7}
\end{equation*}
$$

initially for $(a, b)=(1,0)$ and then also for general $a, b \in \mathbb{N}_{0}$. The notation here is as follows: the space on the right is the space of smooth sections which are stationary when restricted to each $T_{p} M, p \in \mathcal{C}$; and ${ }^{\vee} T\left(T_{\mathcal{C}} M\right) \rightarrow T_{\mathcal{C}} M$ denotes the vertical tangent bundle of the bundle $T_{\mathcal{C}} M \rightarrow \mathcal{C}$ (which is thus of rank $n+1$ ); that is, for $z \in T_{\mathcal{C}} M$-i.e. $z \in T_{p} M$ where $p \in \mathcal{C}$-we have $\left({ }^{\vee} T\left(T_{\mathcal{C}} M\right)\right)_{z}=T_{z}\left(T_{p} M\right) \cong T_{p} M$.

[^18]We make this concrete in local coordinates (3.3a)-(3.3b). Write

$$
\begin{equation*}
\hat{t}=\mathrm{d} t(-) \in \mathbb{R}, \quad \hat{x}=\mathrm{d} x(-) \in \mathbb{R}^{n} \tag{3.8}
\end{equation*}
$$

for the induced linear coordinates on the fibers of $T_{\mathcal{C}} M \rightarrow \mathcal{C}$; also, $\hat{t}$ is a linear coordinate on the fibers of $T \mathcal{C} \rightarrow \mathcal{C}$, and $\hat{x}$ is a linear coordinate system on the fibers of $N \mathcal{C} \rightarrow \mathcal{C}$ since $T \mathcal{C}=\mathbb{R} \partial_{t}$ and $\mathrm{d} x\left(\partial_{t}\right)=0$. Note then that the point $q=(t, \hat{x}) \in \hat{M}_{p}$, whose base point in $(t, x)$-coordinates is $p=\hat{\beta}(q)=(t, 0)$, is the equivalence class of $\hat{x} \partial_{x}$ in $T_{p} M / \mathbb{R} \partial_{t}$, whose coordinates in $T_{p} M$ are thus equal to $\hat{x}$ indeed; this justifies the notation. Moreover, the lifts of $\partial_{t}, \partial_{x^{j}} \in T_{p} M$ to $T\left(T_{p} M\right)$ are $\partial_{\hat{t}}, \partial_{\hat{x}^{j}}$. Therefore, the map e on vector fields is

$$
\begin{equation*}
\mathrm{e}:\left((t, \hat{x}) \mapsto a(t, \hat{x}) \partial_{z}\right) \mapsto\left((t, \hat{x}) \mapsto a(t, \hat{x}) \partial_{\hat{z}}\right), \tag{3.9}
\end{equation*}
$$

where $z=t$ or $x^{j}$ and $\hat{z}=\hat{t}$ or $\hat{x}^{j}$. On symmetric 2 -tensors,

$$
\begin{align*}
\mathrm{e}:((t, \hat{x}) & \left.\mapsto g_{00}(t, \hat{x}) \mathrm{d} t^{2}+2 g_{0 j}(t, \hat{x}) \mathrm{d} t \mathrm{~d} x^{j}+g_{i j}(t, \hat{x}) \mathrm{d} x^{i} \mathrm{~d} x^{j}\right) \\
& \mapsto\left((t, \hat{x}) \mapsto g_{00}(t, \hat{x}) \mathrm{d} \hat{t}^{2}+2 g_{0 j}(t, \hat{x}) \mathrm{d} \hat{t} \mathrm{~d} \hat{x}^{j}+g_{i j}(t, \hat{x}) \mathrm{d} \hat{x}^{i} \mathrm{~d} \hat{x}^{j}\right) \tag{3.10}
\end{align*}
$$

The right hand side is a smooth family, parameterized by $t \in \mathbb{R}$, of stationary symmetric 2-tensors on $\mathbb{R}_{\hat{t}, \hat{x}}^{1+n}$.

In order to obtain a uniform description of the isomorphism (3.7) on $\hat{M}$, we first introduce:
Definition 3.3 (Bundle of stationary spacetimes; tangent bundles). Define the fiber bundle

$$
\breve{T}_{\mathcal{C}} M=\bigsqcup_{p \in \mathcal{C}}\{p\} \times \breve{T}_{p} M \rightarrow \mathcal{C}, \quad \breve{T}_{p} M:=\left[\overline{T_{p}} M ; \partial \overline{T_{p}} \mathcal{C}\right],
$$

with base $\mathcal{C}$ and typical fiber $\left[\overline{\mathbb{R} \times \mathbb{R}^{n}} ; \partial \overline{\mathbb{R}} \times\{0\}\right]$. We write

$$
{ }^{3 \mathrm{sc}, \vee} T\left(\breve{T}_{\mathcal{C}} M\right) \rightarrow \breve{T}_{\mathcal{C}} M, \quad{ }^{\vee} \mathcal{V}_{3 \mathrm{sc}}\left(\breve{T}_{\mathcal{C}} M\right):=\mathcal{C}^{\infty}\left(\breve{T}_{\mathcal{C}} M ;{ }^{3 \mathrm{sc}, \vee} T\left(\breve{T}_{\mathcal{C}} M\right)\right)
$$

for the vertical 3sc-tangent bundle and the space of its smooth sections: the fiber of ${ }^{3 s c}, \vee T\left(\breve{T}_{\mathcal{C}} M\right)$ over a point $z \in \breve{T}_{\mathcal{C}} M$ lying over $p \in \mathcal{C}$ is ${ }^{3 \mathrm{sc}} T\left(\breve{T}_{p} M\right)$, which is the pullback along $\breve{T}_{p} M \rightarrow \overline{T_{p}} M$ of ${ }^{\text {sc }} T\left(\overline{T_{p}} M\right)$ (which has as a smooth frame the vector fields $\partial_{\hat{t}}$, $\partial_{\hat{x}^{j}}, j=1, \ldots, n$, in the coordinates used in (3.9)).

The manifold interior of $\breve{T}_{p} M$ is $T_{p} M$; and for $z \in T_{p} M$, we have ${ }^{3 \mathrm{sc}, \vee} T_{z}\left(\breve{T}_{\mathcal{C}} M\right)=$ ${ }^{\vee} T_{z}\left(\breve{T}_{\mathcal{C}} M\right)=T_{z}\left(T_{p} M\right) \cong T_{p} M$. This means that the restriction of ${ }^{3 s c}, \vee T\left(\breve{T}_{\mathcal{C}} M\right)$ to the


Each fiber of $\breve{T}_{\mathcal{C}} M$ carries a translation action by $T_{p} \mathcal{C}$. (The closure of an orbit of this action is either a copy of $\overline{\mathbb{R}}$ or a single point in $\partial \breve{T}_{p} M$.) Moreover, the projection $T_{p} M \rightarrow N_{p} \mathcal{C}$ extends to a smooth submersion

$$
\begin{equation*}
\breve{\pi}: \breve{T}_{p} M \rightarrow \overline{N_{p} \mathcal{C}}=\hat{M}_{p} \tag{3.11}
\end{equation*}
$$

See Figure 3.3. This is an instance of the following result:
Lemma 3.4 (Quotient spaces and compactifications). Let $V$ be a finite-dimensional real vector space and $W \subset V$ a linear subspace. Then the projection $V \rightarrow V / W$ extends by continuity from the interior to a smooth fibration

$$
\begin{equation*}
[\bar{V} ; \partial \bar{W}] \rightarrow \overline{V / W} \tag{3.12}
\end{equation*}
$$

The preimage of a boundary defining function of $\overline{V / W}$ is a defining function of the lift of $\partial \bar{V}$.

Proof. Extending a basis of $W$ to a basis of $V$, we may assume $V=\mathbb{R}_{t, x}^{m+n}$ and $W=$ $\mathbb{R}_{t}^{m} \times\{0\}$. We verify the claim only near the codimension 2 corner of $[\bar{V} ; \partial \bar{W}]$, and leave the remainder of the verification to the reader. It suffices to show that the map (3.12) is a submersion. Since smooth coordinates on $\bar{V}$ near $(|t|, x)=(\infty, 0)$ are $\frac{t}{|t|}$ (when $m \geq 2$ ), $\frac{1}{|t|}$, and $\frac{x}{|t|}$, smooth coordinates near the corner of $[\bar{V} ; \partial \bar{W}]$ are $\rho_{\mathrm{ff}}=\frac{|x|}{t}, \rho_{\mathrm{sf}}=\frac{1 /|t|}{|x|| | t \mid}=\frac{1}{|x|}$, $\omega_{W}=\frac{t}{|t|}$ (when $m \geq 2$ ), and $\omega_{V}=\frac{x /|t|}{|x|| | t \mid}=\frac{x}{|x|}$. On the other hand, we can identify $V / W \cong \mathbb{R}_{x}^{n}$, with smooth coordinates near $|x|=\infty$ given by $|x|^{-1}$ and $\omega=\frac{x}{|x|}$. The map (3.12) is thus $\left(\rho_{\mathrm{ff}}, \rho_{\mathrm{sf}}, \omega_{W}, \omega_{V}\right) \mapsto\left(\rho_{\mathrm{sf}}, \omega_{V}\right)$; this is indeed a smooth submersion.


Figure 3.3. Illustration of a fiber $\breve{T}_{p} M$ of $\breve{T}_{\mathcal{C}} M$, of translation orbits of $T_{p} \mathcal{C}$ (red, dashed), and of the projection $\breve{\pi}: \breve{T}_{p} M \rightarrow \overline{N_{p} \mathcal{C}}$.

Lemma 3.5 (Stationary extension). The map (3.7) for $(a, b)=(1,0)$ (i.e. on vector fields) is the restriction to $\hat{M}^{\circ}$ of the isomorphism

$$
\begin{equation*}
\mathrm{e}: \mathcal{C}^{\infty}\left(\hat{M} ; \widetilde{T}_{\hat{M}} \widetilde{M}\right) \xrightarrow{\cong}{ }^{\vee} \mathcal{V}_{3 \mathrm{sc}, \mathrm{I}}\left(\breve{T}_{\mathcal{C}} M\right)=\mathcal{C}_{\mathrm{I}}^{\infty}\left(\breve{T}_{\mathcal{C}} M ;{ }^{3 \mathrm{sc}, \vee} T\left(\breve{T}_{\mathcal{C}} M\right)\right), \tag{3.13}
\end{equation*}
$$

where the subscript 'I' denotes invariance under the $T_{p} \mathcal{C}$-translation action; analogously for tensors of type $(a, b)$. It induces a short exact sequence

$$
\left.0 \rightarrow \hat{\rho} \widetilde{\mathcal{V}}(\widetilde{M}) \hookrightarrow \widetilde{\mathcal{V}}(\widetilde{M}) \xrightarrow{\mathrm{e}}{ }^{\vee} \mathcal{V}_{3 \mathrm{sc}, \mathrm{I}} \breve{T}_{\mathcal{C}} M\right) \rightarrow 0 .
$$

Proof. This follows from (3.9), and from Lemma 3.4 which shows that the $\hat{x}$-coordinates, resp. inverse polar coordinates $|\hat{x}|^{-1}, \frac{\hat{x}}{|\hat{x}|}$ are smooth coordinates on $\breve{T}_{p} M$ in $|\hat{x}| \lesssim 1$, resp. $|\hat{x}| \gtrsim 1$.

The manifold $\breve{T}_{p} M$ on which sections of $\widetilde{T} \widetilde{M}$ over $\hat{M}_{p}$ can be regarded as stationary vector fields can be given an interpretation directly on $\widetilde{M}$. For this purpose, we blow up $\hat{M}_{p}$ to get

$$
\begin{equation*}
\left[\widetilde{M} ; \hat{M}_{p}\right]=[[0,1) \times M ;\{0\} \times \mathcal{C} ;\{0\} \times\{p\}] \cong[[0,1) \times M ;\{0\} \times\{p\} ;\{0\} \times \mathcal{C}] . \tag{3.14}
\end{equation*}
$$

The front face is $\left[\overline{T_{p}} M ; \partial \overline{T_{p}} \mathcal{C}\right]=\breve{T}_{p} M$; see Figure 3.4. The interior of the front face carries both the rescaled spatial variables $\hat{x}$ and the rescaled ('fast') temporal variable $\hat{t}_{p}:=\frac{t-t_{0}}{\epsilon}$ where $p=c\left(t_{0}\right)$ (and where $\hat{t}_{p}$ can be further identified with $\hat{t}$ ). In this manner, working near the front face of $\left[\widetilde{M} ; \hat{M}_{p}\right]$ enables one to understand how, say, a metric $\widetilde{g} \in \mathcal{C}^{\infty}\left(\widetilde{M} ; S^{2} \widetilde{T^{*}} \widetilde{M}\right)$ deviates from its stationary model e $\left(\left.\widetilde{g}\right|_{\hat{M}_{p}}\right)$ as the parameter $\epsilon$ increases from 0 to positive values.


Figure 3.4. Illustration of (3.14), together with some local coordinate systems.

Remark 3.6 (Multiplication by $\epsilon$ ). Carefully note that the lift of $V \in \mathcal{V}(M)$ to an $\epsilon$ independent vector field on $\widetilde{M}^{\prime}$ and then to a vector field on $\widetilde{M}$ is singular at $\hat{M}$ unless $\left.V\right|_{\mathcal{C}} \in T \mathcal{C}$, as follows from the presence of the singular factor $\epsilon^{-1}$ in $\partial_{x}=\epsilon^{-1} \partial_{\hat{x}}$. (More generally, $V \in \widetilde{\mathcal{V}}(\widetilde{M})$, regarded as a smooth vector field on $\{\epsilon>0\}$, is singular at $\hat{M}$ unless $V(q) \in \widetilde{\beta}^{*}\left(T_{p} \mathcal{C}\right)$ for all $p \in \mathcal{C}, q \in \hat{M}_{p}$.) On the other hand, we saw above that $\mathrm{e}\left(\partial_{x}\right)=\partial_{\hat{x}}$. However, the map e on vector fields $V$ (sections of $\left.\widetilde{T}_{\hat{M}} \widetilde{M}\right)$ is not quite given by multiplication by $\epsilon$ (i.e. smooth extension off $\hat{M}$ as a section of $\widetilde{T} \widetilde{M}$, multiplication by $\epsilon$, and restriction back to $\hat{M}$ as a vector field) since $\epsilon \partial_{t}=0$ at $\hat{M}$; this should be contrasted with [Hin22, Lemma 3.2, Definition 3.3]. This can be remedied by instead restricting $\epsilon V$ to the front face $\breve{T}_{p} M$ of $\left[\widetilde{M} ; \hat{M}_{p}\right]$. In this manner, multiplication by $\epsilon$ induces an isomorphism between $\widetilde{T}_{q} \widetilde{M}, q \in \hat{M}_{p}$, and translation-invariant 3sc-vector fields on $\left[\overline{T_{p}} M ; \partial \overline{T_{p}} \mathcal{C}\right]$ defined over the translation orbit $q \subset T_{p} M$. Since $\breve{T}_{\mathcal{C}} M$ is exactly the bundle of all $\breve{T}_{p} M$, we conclude that (3.13) is given by multiplication by $\epsilon$ for $(a, b)=(1,0)$, and by multiplication by $\epsilon^{a-b}$ in general. This now matches [Hin22, Definition 3.3].
3.2. Hypersurfaces transversal to $\mathcal{C}$. The study of evolution equations on $\widetilde{M}$ (i.e. on $\widetilde{M}_{\epsilon}$ for all small $\epsilon>0$ at once) requires the choice of Cauchy hypersurfaces. We recall from [Hin22, §3]:
Definition 3.7 (Total gluing space for initial data). Let $X$ be a smooth open $n$-dimensional manifold, and let $\mathfrak{p} \in X$. Then we set $\widetilde{X}^{\prime}=[0,1)_{\epsilon} \times X$ and

$$
\widetilde{X}=\left[\widetilde{X}^{\prime} ;\{(0, \mathfrak{p})\}\right],
$$

with boundary hypersurfaces denoted $\hat{X}$ (front face) and $X_{\circ}$ (lift of $\{0\} \times X$ ). The blowdown map is $\beta_{\tilde{X}}: \widetilde{X} \rightarrow \widetilde{X}^{\prime}$, with restrictions $\beta_{\hat{X}}: \hat{X} \rightarrow\{\mathfrak{p}\}$ and $\beta_{X_{0}}: X_{\circ}=[X ;\{\mathfrak{p}\}] \rightarrow X$. The fiber of $\widetilde{X}$ over $\epsilon \in(0,1)$ is denoted $\widetilde{X}_{\epsilon}$. The bundle $\widetilde{T} \widetilde{X}^{\prime} \rightarrow \widetilde{X}^{\prime}$ is the vertical tangent bundle, and $\widetilde{T} \widetilde{X} \rightarrow \widetilde{X}$ is its pullback along $\beta_{\tilde{X}} ;$ we write $\widetilde{\mathcal{V}}(\widetilde{X})=\mathcal{C}^{\infty}(\widetilde{X} ; \widetilde{T} \widetilde{X})$.

If $X \subset M$ is a smooth hypersurface which is transversal to $\mathcal{C}$ and intersects $\mathcal{C}$ only once in the point $\mathfrak{p}=c\left(t_{0}\right) \in \mathcal{C}$, then the inclusion map $[0,1) \times X \hookrightarrow[0,1) \times M$ lifts to an embedding $\widetilde{X} \hookrightarrow \widetilde{M}$ of $\widetilde{X}$ as a smooth hypersurface, with $\widetilde{X} \cap \hat{M}=\hat{M}_{\mathfrak{p}}$ and $\widetilde{X} \cap M_{\circ}=X_{\circ}=\beta_{\circ}^{*} X$. It is important to retain more precise information about $\tilde{X}$ near $\hat{M}$ : to wit, $X$ defines a hypersurface $T_{\mathfrak{p}} X \subset T_{\mathfrak{p}} M$.

Remark 3.8 (Geometry of $\widetilde{X} \subset \widetilde{M}$ ). The lift of $\widetilde{X}$ to $\left[\widetilde{M} ; \hat{M}_{\mathfrak{p}}\right]$ intersects the front face $\breve{T}_{\mathfrak{p}} M$ in a smooth hypersurface, namely the radial compactification $\overline{T_{\mathfrak{p}}} X$ of $T_{\mathfrak{p}} X$. See Figure 3.5. In this perspective, the lift of $\widetilde{X}$ is a Cauchy hypersurface both for wave evolution near $\mathfrak{p}$ in the fast $\left(T_{\mathfrak{p}} M\right.$-) time scale and away from $\mathfrak{p}$ in the slow ( $M_{-}$)time scale.


Figure 3.5. On the left: the manifold $M$, the hypersurface $X$, and the curve $\mathcal{C}$ (transversal to $X$ ). In the middle: the total gluing space for initial data $\widetilde{X}$ as a hypersurface inside the total gluing spacetime $\widetilde{M}$. On the right: lift of $\widetilde{X}$ to the blow-up of $\widetilde{M}$ at $\hat{M}_{p}$.

We also recall the isomorphism of tensor bundles

$$
\begin{equation*}
\mathrm{s}: \widetilde{T}_{q}^{a, b} \widetilde{X} \xrightarrow{\leftrightarrows}{ }^{\mathrm{sc}} T_{q}^{a, b} \hat{X}, \quad q \in \hat{X}, \tag{3.15}
\end{equation*}
$$

which is defined as multiplication (of a smooth extension) by $\epsilon^{a-b}$ (followed by restriction) in [Hin22, Definition 3.3]. More in line with the construction in $\S 3.1$, we can define the map (3.15) for $(a, b)=(1,0)$ as follows: lift $V \in \widetilde{T}_{q} \widetilde{X}=T_{\mathfrak{p}} X, q \in \hat{X}=\overline{T_{\mathfrak{p}}} X$, to a translation-invariant vector field $V^{\prime}$ on $T_{\mathfrak{p}} X$ (which is thus a scattering vector field on $\overline{T_{\mathfrak{p}}} X$ ) and evaluate this lift at $q$; the map $\left.V \mapsto V^{\prime}\right|_{q}$ thus defined is precisely s. In local coordinates $x \in \mathbb{R}^{n}$ on $X$ and $\hat{x}=\mathrm{d} x(-)$ (or equivalently $\hat{x}=\frac{x}{\epsilon}$ ) on $\hat{X}^{\circ}$, this map takes $\partial_{x^{j}} \mapsto \partial_{\hat{x}^{j}}$. Since $\widetilde{T} \widetilde{X} \hookrightarrow \widetilde{T}_{\widetilde{X}} \widetilde{M}$, we have

$$
\left.\mathrm{s}(V)\right|_{q}=\left.\mathrm{e}(V)\right|_{q_{0}}, \quad V \in \widetilde{T}_{q} \widetilde{X}, q \in \hat{M}_{\mathfrak{p}}^{\circ}
$$

where $q_{0}=q \cap T_{\mathfrak{p}} X$ (with $q \in \hat{M}_{\mathfrak{p}}^{\circ}=N_{\mathfrak{p}} \mathcal{C}=T_{\mathfrak{p}} M / T_{\mathfrak{p}} \mathcal{C} \cong T_{\mathfrak{p}} X$ identified with the corresponding $T_{\mathfrak{p}} \mathcal{C}$-orbit in $\left.T_{\mathfrak{p}} M\right)$.
3.3. Vector fields. Recall that smooth elements of the space $\widetilde{\mathcal{V}}(\widetilde{M})$ are singular at $\hat{M}$ when regarded as vector fields on $\widetilde{M}$; moreover, $\widetilde{\mathcal{V}}(\widetilde{M})$ is not a Lie algebra, the issue being the irregularity of the coefficients, which lie in $\mathcal{C}^{\infty}(\widetilde{M})$, with respect to (lifts of) vector fields on $M$ (i.e. $\partial_{t}, \partial_{x^{j}}$ in local coordinates). The description of differential operators related to geometric structures on $\widetilde{T M}$ thus requires the usage of a different class of vector fields. As we shall see in $\S 3.4$, the appropriate class is the following.
Definition 3.9 (se-vector fields). The space $\mathcal{V}_{\text {se }}(\widetilde{M})$ of se-vector fields is defined as

$$
\mathcal{V}_{\mathrm{se}}(\widetilde{M})=\left\{V \in \mathcal{V}_{\mathrm{b}}(\widetilde{M}): V \text { is vertical and tangent to the fibers of } \hat{M}\right\}
$$

Here, $V$ being vertical means that $\mathrm{d} \epsilon(V)=0$.
Remark 3.10 (Terminology). The total space $\widetilde{M}$ is the single surgery space associated with $M$ and $\mathcal{C}$, as defined in [MM95]. The Lie algebra of vector fields used in [MM95] is

$$
\mathcal{V}_{\mathrm{s}}(\widetilde{M})=\left\{V \in \mathcal{V}_{\mathrm{b}}(\widetilde{M}): V \text { is vertical }\right\} ;
$$

its elements are surgery vector fields. Thus, $\mathcal{V}_{\text {se }}(\widetilde{M}) \subset \mathcal{V}_{\mathrm{s}}(\widetilde{M})$ is the subspace (and indeed Lie subalgebra, as we argue below) consisting of those vector fields which are in addition of edge type [Maz91] at $\hat{M}$ (which is the total space of a fibration $\overline{\mathbb{R}^{n}}-\hat{M} \rightarrow \mathcal{C}$ ), hence the terminology 'surgery-edge', or 'se' for short.

Elements of $\mathcal{V}_{\mathrm{se}}(\widetilde{M})$ are smooth (in $\epsilon \in(0,1)$ ) families of smooth vector fields on $M$ which degenerate in a specific manner as $\epsilon \searrow 0$. In local coordinates (3.3a)-(3.3b), elements of $\mathcal{V}_{\text {se }}(\widetilde{M})$ take the following form: away from $x=0$, they are smooth (in $\epsilon, t, x$ ) linear combinations of $\partial_{t}, \partial_{x^{j}}$, and near $\hat{M}^{\circ}$, they are smooth (in $\epsilon, t, \hat{x}$ ) linear combinations of $\epsilon \partial_{t}, \partial_{\hat{x}^{j}}$. Globally, in $(\epsilon, t, x)$-coordinates, they are smooth (on $\widetilde{M}$ ) linear combinations of $\hat{\rho} \partial_{t}, \hat{\rho} \partial_{x^{j}}$ (see (3.2)). We verify this near the corner $\hat{M} \cap M_{\circ}$ using the coordinates (3.3d): the fibers of $\hat{M}$ are the level sets of $t$ at $\hat{\rho}=0$, and the claim follows from the fact that $\hat{\rho} \partial_{t}$, $\hat{\rho} \partial_{x^{1}}=\hat{\rho} \partial_{\hat{\rho}}-\rho_{\circ} \partial_{\rho_{\circ}}-\hat{x}^{\prime} \partial_{\hat{x}^{\prime}}$ and $\hat{\rho} \partial_{x^{j}}=\partial_{\hat{x}^{\prime}}, j=2, \ldots, n$, are indeed tangent to $\rho_{\circ}=0$ and to the fibers of $\hat{\rho}=0$ (i.e. to the $t$-level sets), and linearly independent (as se-vector fields). We deduce in particular that

$$
\begin{equation*}
\mathcal{V}_{\mathrm{se}}(\widetilde{M})=\hat{\rho} \widetilde{\mathcal{V}}(\widetilde{M}) . \tag{3.16}
\end{equation*}
$$

Since $\widetilde{\mathcal{V}}(\widetilde{M})$ is spanned over $\mathcal{C}^{\infty}(\widetilde{M})$ by lifts of smooth sections of $\widetilde{T} \widetilde{M}^{\prime} \rightarrow \widetilde{M^{\prime}}$, i.e. by smooth families (in $\epsilon \in[0,1)$ ) of smooth vector fields on $M$, we infer that

$$
\begin{equation*}
\mathcal{V}_{\mathrm{se}}(\widetilde{M}) \ni V: \widetilde{\beta}^{*} \mathcal{C}^{\infty}\left(\widetilde{M^{\prime}}\right) \rightarrow \hat{\rho} \mathcal{C}^{\infty}(\widetilde{M}) . \tag{3.17}
\end{equation*}
$$

In fact, this mapping property characterizes se-vector fields in the space of vertical b-vector fields on $\widetilde{M}$. The space $\mathcal{V}_{\mathrm{se}}(\widetilde{M})$ is the space of smooth sections of the se-tangent bundle

$$
{ }^{\text {se }} T \widetilde{M} \rightarrow \widetilde{M},
$$

local frames of which are the explicit generators above. (By (3.16), we have ${ }^{\text {se }} T \widetilde{M}=\hat{\rho} \widetilde{T} \widetilde{M}$.)
Since $\mathcal{V}_{\mathrm{b}}(\widetilde{M})$ is a Lie algebra, and since tangency to submanifolds is preserved under vector field commutators, we deduce that $\mathcal{V}_{\text {se }}(\widetilde{M})$ is a Lie algebra. The corresponding space of $m$-th order differential operators is denoted Diff se ${ }^{m}(\widetilde{M})$.

An element $P \in \operatorname{Diff}_{\mathrm{se}}^{m}(\widetilde{M})$ has two normal operators which describe their leading order behavior at $\hat{M}$ and $M_{\circ} .{ }^{31}$ Near $\hat{M}^{\circ}$, we first consider the case of se-vector fields. Combining (3.16) with (3.13), we map $V \in \mathcal{V}_{\text {se }}(\widetilde{M})$ into $\left(\epsilon^{-1} V\right)$; since $\epsilon^{-1} V \in \epsilon^{-1} \mathcal{V}_{\text {se }}(\widetilde{M})=$ $\rho_{\circ}^{-1} \widetilde{\mathcal{V}}(\widetilde{M})$, with $\rho_{\circ}$ a boundary defining function of each fiber $\overline{N_{p} \mathcal{C}}$ of $\hat{M}$, the final part of Lemma 3.4 gives

$$
\mathrm{e}\left(\epsilon^{-1} V\right) \in \rho_{\circ}^{-1 \vee} \mathcal{V}_{3 \mathrm{sc}, \mathrm{I}}\left(\breve{T}_{\mathcal{C}} M\right)={ }^{\vee} \mathcal{V}_{3 \mathrm{~b}, \mathrm{I}}\left(\breve{T}_{\mathcal{C}} M\right)
$$

this is a smooth family of translation-invariant 3 b-vector fields on the fibers $\breve{T}_{p} M$ of $\breve{T}_{\mathcal{C}} M$. Upon setting $N_{\hat{M}}(V):=\mathrm{e}\left(\epsilon^{-1} V\right)$, we thus obtain a short exact sequence

$$
\begin{equation*}
0 \rightarrow \hat{\rho} \mathcal{V}_{\mathrm{se}}(\widetilde{M}) \hookrightarrow \mathcal{V}_{\mathrm{se}}(\widetilde{M}) \xrightarrow{N_{\hat{M}}}{ }^{\vee} \mathcal{V}_{3 \mathrm{~b}, \mathrm{I}}\left(\breve{T}_{\mathcal{C}} M\right) \rightarrow 0 \tag{3.18}
\end{equation*}
$$

The normal operator

$$
N_{M_{\circ}}(P) \in \operatorname{Diff}_{\mathrm{e}}^{m}\left(M_{\circ}\right)
$$

at $M_{\circ}$ is given by restriction as in the case of b-normal operators: $N_{M_{\circ}}(P) u=\left.(P \tilde{u})\right|_{M_{\circ}}$ where $\tilde{u} \in \mathcal{C}^{\infty}(\widetilde{M})$ is an (arbitrary) extension of $u \in \mathcal{C}^{\infty}\left(M_{\circ}\right)$. The map $N_{M_{\circ}}$ is the multiplicative extension of the third arrow in

$$
0 \rightarrow \rho_{\circ} \mathcal{V}_{\mathrm{se}}(\widetilde{M}) \hookrightarrow \mathcal{V}_{\mathrm{se}}(\widetilde{M}) \rightarrow \mathcal{V}_{\mathrm{e}}\left(M_{\circ}\right) \rightarrow 0
$$

where $\mathcal{V}_{\mathrm{e}}\left(M_{\circ}\right)$ is the space of edge vector fields on $M_{\circ}=[M ; \mathcal{C}]$, i.e. those b-vector fields which are tangent to the fibers of the restriction of the blow-down map $\beta_{\circ}: M_{\circ} \rightarrow M$ to $\partial M_{\circ}$; this short exact sequence can be checked using the local coordinate descriptions above. (We remark that the fibers of $\left.\beta_{\circ}\right|_{\partial M_{\circ}}$ are precisely the intersections of the fibers of $\hat{M}$ with $M_{\circ}$.) To summarize:
Definition 3.11 (Normal operators of se-differential operators). The multiplicative extension of (3.18), resp. the restriction to $M_{\circ}$, gives rise to a surjective homomorphism

$$
N_{\hat{M}}: \operatorname{Diff}_{\mathrm{se}}^{m}(\widetilde{M}) \rightarrow{ }^{\vee} \operatorname{Diff}_{3 \mathrm{~b}, \mathrm{I}}^{m}\left(\breve{T}_{\mathcal{C}} M\right), \quad \text { resp. } \quad N_{M_{\circ}}: \operatorname{Diff}_{\mathrm{se}}^{m}(\widetilde{M}) \rightarrow \operatorname{Diff}_{\mathrm{e}}^{m}\left(M_{\circ}\right),
$$

with kernel $\hat{\rho} \operatorname{Diff} \mathrm{se}^{m}(\widetilde{M})$, resp. $\rho_{\circ} \operatorname{Diff} \mathrm{se}^{m}(\widetilde{M})$. For $p \in \mathcal{C}$, we write $N_{\hat{M}_{p}}: \operatorname{Diff} \mathrm{se}_{\mathrm{se}}^{m}(\widetilde{M}) \rightarrow$ $\operatorname{Diff} 3 \mathrm{~b}, \mathrm{I}\left(\breve{T}_{p} M\right)$ for the restriction of $N_{\hat{M}}$ to the fiber over $p$. (Here, the subscript ' $I$ ' restricts to the space of operators which are invariant under $T \mathcal{C}$-translations.)
Remark 3.12 (Normal operator at $\hat{M}$ and restriction). In the context of (3.6), we can obtain $N_{\hat{M}_{p}}(V)$ as the restriction of $V \in \mathcal{V}_{\text {se }}(\widetilde{M})$ to the front face $\breve{T}_{p} M \subset\left[\widetilde{M} ; \hat{M}_{p}\right]$. The $\hat{M}_{p}$-normal operator of $P \in \operatorname{Diff}_{\mathrm{se}}^{m}(\widetilde{M})$ is thus equal to the restriction of the lift of $P$ to $\left[\widetilde{M} ; \hat{M}_{p}\right]$ to the front face $\breve{T}_{p} M$. (This can be seen explicitly from the local coordinate computations in (3.21).)
In view of the translation-invariant nature of $N_{\hat{M}}$ on each fiber $\hat{M}_{p}$, we may pass to the Fourier transform along the fibers of the $T_{p} \mathcal{C}$-action on $\breve{T}_{p} M$. To do this, we first fix $t \in \mathcal{C}^{\infty}(\widetilde{M})$ so that $\mathrm{d} t \neq 0$ on $T \mathcal{C}$. The only information about $t$ we need in the sequel is its differential $\left.\mathrm{d} t\right|_{T_{\mathcal{C}} M} \in \mathcal{C}^{\infty}\left(\mathcal{C} ; T_{\mathcal{C}}^{*} M\right)$. We may then parameterize the orbits of the $T_{p} \mathcal{C}$ translation action in the interior $T_{p} M$ of $\breve{T}_{p} M$ using the function

$$
\hat{t}_{p}:=\left.\mathrm{d} t\right|_{T_{p} M}(-) .
$$

[^19]Such a choice of 'time function' also allows us to identify $N_{p} \mathcal{C}$ with the transversal $\hat{t}_{p}^{-1}(0)=$ ker $\mathrm{d} t \subset T_{p} M$ to the $T_{p} \mathcal{C}$-action. Therefore, we may define the spectral family of $P \in$ $\operatorname{Diff}_{\mathrm{se}}^{m}(\widetilde{M})$ at $\hat{M}$ by

$$
\begin{align*}
& \left(N_{\hat{M}}(P, \hat{\sigma}) u\right)(p, \hat{x}):=\left(e^{i \hat{t}_{p} \hat{\sigma}} N_{\hat{M}_{p}}(P)\left(e^{-i \hat{t}_{p} \hat{\sigma}} u\right)\right)(\hat{x}),  \tag{3.19}\\
& \quad u \in \mathcal{C}^{\infty}\left(\hat{M}^{\circ}\right), p \in \mathcal{C}, \hat{x} \in N_{p} \mathcal{C} \cong \hat{t}_{p}^{-1}(0), \hat{\sigma} \in \mathbb{R}
\end{align*}
$$

We shall also write

$$
N_{\hat{M}_{p}}(P, \hat{\sigma})=N_{\hat{M}}(P, \hat{\sigma})(p,-)
$$

Note that for $P \in \operatorname{Diff}_{\mathrm{se}}^{m}(\widetilde{M})$, this is a polynomial of degree $m$ in $\hat{\sigma}$. Conversely, we have

$$
\begin{equation*}
N_{\hat{M}_{p}}(P)=\sum_{j=0}^{m} \frac{1}{j!} \partial_{\hat{\sigma}}^{j} N_{\hat{M}_{p}}(P, 0)\left(-D_{\hat{t}_{p}}\right)^{j}, \tag{3.20}
\end{equation*}
$$

since the spectral families of both sides are equal to $N_{\hat{M}_{p}}(P, \hat{\sigma})$.
Example 3.13 (Explicit computations). To make these constructions concrete, consider the se-vector fields $\hat{\rho} \partial_{t}$ and $\hat{\rho} \partial_{x^{j}}$ where $\hat{\rho}=\left(\epsilon^{2}+|x|^{2}\right)^{1 / 2}$. Put $\rho_{\circ}=\epsilon \hat{\rho}^{-1}=\langle\hat{x}\rangle^{-1}$. Then

$$
N_{M_{\circ}}\left(\hat{\rho} \partial_{t}\right)=|x| \partial_{t}, \quad N_{M_{\circ}}\left(\hat{\rho} \partial_{x^{j}}\right)=|x| \partial_{x^{j}} ;
$$

these are (a spanning set over $\mathcal{C}^{\infty}\left(M_{\circ}\right)$ of the space of) edge vector fields on $M_{\circ}$. Using the coordinates $\hat{t}=\mathrm{d} t(-), \hat{x}^{j}=\mathrm{d} x^{j}(-)$ on $T_{\mathcal{C}} M$, we moreover have

$$
\begin{equation*}
N_{\hat{M}}\left(\hat{\rho} \partial_{t}\right)=\mathrm{e}\left(\rho_{\circ}^{-1} \partial_{t}\right)=\langle\hat{x}\rangle \partial_{\hat{t}}, \quad N_{\hat{M}}\left(\hat{\rho} \partial_{x^{j}}\right)=\langle\hat{x}\rangle \partial_{\hat{x}^{j}} \tag{3.21}
\end{equation*}
$$

which one should regard as smooth families (in $t$ ) of stationary vector fields on $\mathbb{R}_{\hat{t}} \times \mathbb{R}_{\hat{x}}^{n}$; these are 3b-vector fields on $\left[\overline{\mathbb{R} \times \mathbb{R}^{n}} ; \partial \overline{\mathbb{R}} \times\{0\}\right]$. Finally, for $\hat{\sigma} \in \mathbb{R}$,

$$
N_{\hat{M}}\left(\hat{\rho} \partial_{t}, \hat{\sigma}\right)=-i \hat{\sigma}\langle\hat{x}\rangle, \quad N_{\hat{M}}\left(\hat{\rho} \partial_{x^{j}}, \hat{\sigma}\right)=\langle\hat{x}\rangle \partial_{\hat{x}^{j}} .
$$

In the presence of smooth coefficients, we have, for example,

$$
N_{\hat{M}}\left(a(\epsilon, t, \hat{x}) \hat{\rho} \partial_{t}, \hat{\sigma}\right)=-i a(0, t, \hat{x}) \hat{\sigma}\langle\hat{x}\rangle ;
$$

note the distinction of the slow $(t)$ and fast $(\hat{t}$ and $\hat{\sigma})$ time (and frequency) scales.
Regarding $N_{\hat{M}}(P)$ as an operator on the compactification $\overline{N \mathcal{C}}=\hat{M}$, the discussion of the structure of the spectral family of a 3b-differential operator in [Hin23c, §4.1] (or the explicit computations in Example 3.13), applied here with smooth parametric dependence on $p \in \mathcal{C}$, implies

$$
\begin{align*}
\widehat{P}(0): & : N_{\hat{M}}(P, 0) \in{ }^{\vee} \operatorname{Diff}_{\mathrm{b}}^{m}(\hat{M}),  \tag{3.22}\\
\widehat{P}(\hat{\sigma}): & =N_{\hat{M}}(P, \hat{\sigma}) \in \rho_{\circ}^{-m}{ }^{\vee} \operatorname{Diff}_{\mathrm{sc}}^{m}(\hat{M}), \quad \hat{\sigma} \neq 0,  \tag{3.23}\\
& \partial_{\hat{\sigma}}^{j} \widehat{P}(0) \in \rho_{\circ}^{-j}{ }^{\vee} \operatorname{Diff}_{\mathrm{b}}^{m-j}(\hat{M}) . \tag{3.24}
\end{align*}
$$

That is, these operators are b-, resp. weighted scattering operators on each fiber $\hat{M}_{p}, p \in \mathcal{C}$. We finally note that the zero energy operator family $N_{\hat{M}}(P, 0)$ is equal to the b-normal operator

$$
\begin{equation*}
\widehat{P}(0)=N_{\hat{M}}(P, 0)=N_{\hat{M}}(P) \tag{3.25}
\end{equation*}
$$

of $P$ (regarded as a b-differential operator $P \in \operatorname{Diff}_{\mathrm{b}}^{m}(\widetilde{M})$, using that $\left.\mathcal{V}_{\mathrm{se}}(\widetilde{M}) \subset \mathcal{V}_{\mathrm{b}}(\widetilde{M})\right)$ at $\hat{M}$; this can be seen from (3.19) as a consequence of the fact that the lift of $\mathcal{C}^{\infty}\left(\hat{M}^{\circ}\right)$ to
$\breve{T} \mathcal{C}$ is precisely the space of smooth translation-invariant functions on $\left(\breve{T}_{\mathcal{C}} M\right)^{\circ}=T_{\mathcal{C}} M$. In particular, $\widehat{P}(0)$ is independent of the choice of $t$. The operators (3.23) on the other hand do depend on the choice of $t$.
3.4. Lorentzian metrics. We now assume that $M$ is equipped with a smooth Lorentzian metric $g \in \mathcal{C}^{\infty}\left(M ; S^{2} T^{*} M\right)$ of signature $(-,+, \ldots,+)$; moreover, we shall assume that

$$
\mathcal{C} \text { is timelike. }
$$

Still requiring $\mathcal{C}$ to be closed and the image of an embedding of $\mathbb{R}$, we now denote by $c: I \rightarrow M$ an arc-length parameterization of $\mathcal{C}$, defined on some maximal interval $I \subset \mathbb{R}$ containing 0 . Moreover, we assume that $M$ is time-oriented and $c^{\prime}$ is future timelike. The existence of Fermi normal coordinates around $\mathcal{C}$ is standard; we include a proof for completeness:
Lemma 3.14 (Fermi normal coordinates). There exists a smooth coordinate system $(t, x)$ in a neighborhood of $\mathcal{C}$ so that $c(t)=(t, 0)$, the curves $s \mapsto\left(t_{0}, s x_{0}\right)$ are geodesics for all $\left(t_{0}, x_{0}\right)$, and

$$
\begin{equation*}
\left.g\right|_{(t, x)}=\left(-1-2 \Gamma_{j 00}(t, 0) x^{j}\right) \mathrm{d} t^{2}+\sum_{j=1}^{n}\left(\mathrm{~d} x^{j}\right)^{2}+\mathcal{O}\left(|x|^{2}\right) . \tag{3.26}
\end{equation*}
$$

Here, $\Gamma_{\lambda \mu \nu}=\frac{1}{2}\left(\partial_{\mu} g_{\lambda \nu}+\partial_{\nu} g_{\lambda \mu}-\partial_{\lambda} g_{\mu \nu}\right)$ (with $\partial_{0}:=\partial_{t}$ and $\left.\partial_{j}=\partial_{x^{j}}, j=1, \ldots, n\right)$ denotes the Christoffel symbols of the first kind, and $\mathcal{O}\left(|x|^{2}\right)$ denotes a symmetric 2-tensor on $M$ all of whose coefficients vanish quadratically at $\mathcal{C}$. Moreover, if one fixes the tangent vectors $\partial_{x^{1}}, \partial_{x^{2}}, \partial_{x^{3}}$ at one point in $\mathcal{C}$ (where they are an orthonormal basis of $\left.(T \mathcal{C})^{\perp}\right)$, then every other coordinate system $\left(t^{\prime}, x^{\prime}\right)$ with these properties satisfies $t^{\prime}=t+a, x^{\prime}=x$ for some $a \in \mathbb{R}$.

Proof. Complete $c^{\prime}(0)$ to an orthonormal basis $c^{\prime}(0), V_{1}(0), \ldots, V_{N}(0) \in T_{c(0)} M$. We continue this to a smooth orthonormal frame $c^{\prime}(t), V_{1}(t), \ldots, V_{N}(t) \in T_{c(t)} M, t \in \mathbb{R}$, in such a manner that

$$
\begin{equation*}
\nabla_{c^{\prime}(t)} V_{i}(t) \| c^{\prime}(t) . \tag{3.27}
\end{equation*}
$$

If $\mathcal{C}$ is a geodesic, we may simply define $V_{i}(t)$ via parallel transport. In order to arrange (3.27) for general timelike curves $\mathcal{C}$, first pick an arbitrary smooth orthonormal frame $W_{1}(t), \ldots, W_{N}(t)$ of $c^{\prime}(t)^{\perp}$, and let

$$
\begin{equation*}
S_{i j}(t):=g\left(\nabla_{c^{\prime}(t)} W_{i}(t), W_{j}(t)\right)=-S_{j i}(t) . \tag{3.28}
\end{equation*}
$$

We then seek $\left(A_{\ell i}(t)\right) \in \mathcal{C}^{\infty}(I ; O(n))$ so that for $V_{i}(t)=\sum A_{i \ell}(t) W_{\ell}(t)$ defined relative to Fermi normal coordinates, we have

$$
0=g\left(\nabla_{c^{\prime}} V_{i}, V_{j}\right)=\left(A S A^{T}+A^{\prime} A^{T}\right)_{i j}=\left(A\left(S+A^{-1} A^{\prime}\right) A^{T}\right)_{i j}
$$

But if we set $A(0)=I$, then the solution of $A^{\prime}(t)=-A(t) S(t)$ defines a smooth family of matrices along $\mathcal{C}$ for which $J(t):=A^{T}(t) A(t)$ satisfies $J(0)=I$ and $J^{\prime}=-S^{T} J-J S$; the unique solution of this ODE is $J(t)=I$ in view of (3.28), and hence $A$ is orthogonal.

The desired coordinate chart is

$$
(t, x) \mapsto \exp _{c(t)}\left(\sum_{j=1}^{n} x^{j} V_{j}(t)\right)
$$

which has invertible differential at $(t, 0)$ and is thus a diffeomorphism onto its image for $(t, x)$ near $I \times\{0\}$. Note indeed that $g(t, 0)=\operatorname{diag}(-1,1, \ldots, 1)$ for all $t$. Moreover, for any fixed $t$ and for all $x \in \mathbb{R}^{n}$, the curves $s \mapsto(t, s x)$ are geodesics passing through $(t, 0)$; by the geodesic equation $\ddot{z}^{\mu}(s)+\left.\Gamma_{\kappa \lambda}^{\mu}\right|_{z(s)} \dot{z}^{\kappa}(s) \dot{z}^{\lambda}(s)=0$ (where $z=(t, x)$ ), this implies $\Gamma_{i j}^{\mu}(t, 0)=0$ for $1 \leq i, j \leq n$ (spatial indices) and $0 \leq \mu \leq n$ (all indices), so $\Gamma_{\mu i j}(t, 0)=0$. For $\mu=k \in\{1, \ldots, n\}$, this implies $\partial_{i} g_{j k}=\Gamma_{k i j}+\Gamma_{j i k}=0$. For $\mu=0$ on the other hand, we get for $1 \leq i, j \leq n$ the equation $0=2 \Gamma_{0 i j}=\partial_{i} g_{0 j}+\partial_{j} g_{0 i}$, while (3.27) implies $0=2 g\left(\nabla_{0} \partial_{i}, \partial_{j}\right)=2 \Gamma_{j 0 i}=\partial_{i} g_{0 j}-\partial_{j} g_{0 i}$ at $(t, 0)$; together, this gives $\partial_{i} g_{0 j}=0$. Since $-2 \Gamma_{j 00}(t, 0)=\partial_{j} g_{00}(t, 0)$, the proof is complete.

Regarding $g$ as an $\epsilon$-independent metric on $\widetilde{M^{\prime}}$, the pullback $\widetilde{\beta}^{*} g \in \mathcal{C}^{\infty}\left(\widetilde{M} ; S^{2} \widetilde{T^{*}} \widetilde{M}\right)$ is a Lorentzian section of $S^{2} \widetilde{T^{*}} \widetilde{M}$; and in the coordinates (3.8), we have

$$
\begin{equation*}
\mathrm{e}\left(\widetilde{\beta}^{*} g\right)=-\mathrm{d} \hat{t}^{2}+\mathrm{d} \hat{x}^{2} \tag{3.29}
\end{equation*}
$$

on $T_{p} M$ for all $p \in \mathcal{C}$. Our gluing problem amounts to modifying $\widetilde{\beta}^{*} g$ (within the space of formal solutions of the Einstein vacuum equations) so that its restriction to $\hat{M}$ is the metric of a Kerr black hole, while the restriction to $M_{\circ}$ remains equal to $\beta_{\circ}^{*} g$.
Definition 3.15 (Total family). Let $g \in \mathcal{C}^{\infty}\left(M ; S^{2} T^{*} M\right)$. Let $\hat{K}^{\circ}=\bigcup_{p \in \mathcal{C}} \hat{K}_{p}^{\circ} \subset \hat{M}$ be a relatively open subset whose closure $\hat{K}=\bigcup_{p \in \mathcal{C}} \hat{K}_{p}$ is disjoint from $\partial \hat{M}=\hat{M} \cap M_{\circ}$ and has connected complement in $\hat{M} \cdot{ }^{32}$ Let $\widetilde{K}=\{(\epsilon, t, x):(t, \hat{x})=(t, \epsilon x) \in \hat{K}\}$ be an extension of $\hat{K}$ to $\widetilde{M}$, where $(t, x) \in \mathbb{R} \times \mathbb{R}^{n}$ are local coordinates near $\mathcal{C}$ with $\mathcal{C}=\{x=0\}$. Let $\hat{\mathcal{E}}, \mathcal{E} \subset \mathbb{C} \times \mathbb{N}_{0}$ denote two nonlinearly closed index sets with $\operatorname{Re} \hat{\mathcal{E}}, \operatorname{Re} \mathcal{E}>0$. Then a Lorentzian signature $(-,+, \ldots,+)$ section $\widetilde{g}$ of $S^{2} \widetilde{T^{*}} \widetilde{M}$ over $\widetilde{M} \backslash \widetilde{K}^{\circ}$ is called a $(\hat{\mathcal{E}}, \mathcal{E})$-smooth total family (relative to $(M, \mathcal{C}, g)$ ) if

$$
\begin{equation*}
\widetilde{g}=\widetilde{\beta}^{*} g+\widetilde{g}_{(1)}, \quad \widetilde{g}_{(1)} \in \mathcal{A}_{\mathrm{phg}}^{\mathbb{N} \mathrm{E} \cup \hat{\mathcal{E}} \mathcal{E}}\left(\widetilde{M} \backslash \widetilde{K}^{0} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) \tag{3.30}
\end{equation*}
$$

with the index sets referring to $\hat{M}$ and $M_{\circ}$ (in this order). The $M_{\circ}$-model of $\widetilde{g}$ is $g$, and the $\hat{M}$-model of $\widetilde{g}$ is $\hat{g}:=\mathrm{e}\left(\left.\widetilde{g}\right|_{\hat{M}}\right)$. Moreover, we write $\hat{g}_{p}=\left.\hat{g}\right|_{\hat{M}_{p}}=\mathrm{e}\left(\left.\widetilde{g}\right|_{\hat{M}_{p}}\right)$ for $p \in \mathcal{C}$ and call this the $\hat{M}_{p}$-model of $\widetilde{g}$.

Notation 3.16 (Lifts of tensors on $M$ ). In (3.30), we regard $g \in \mathcal{C}^{\infty}\left(M ; S^{2} T^{*} M\right)$ as an $\epsilon$-independent element of $\mathcal{C}^{\infty}\left(\widetilde{M^{\prime}} ; S^{2} \widetilde{T}^{*} \widetilde{M^{\prime}}\right)$, which we then pull back to $\widetilde{M}$ via $\widetilde{\beta}$. We shall use this notation also in the sequel for lifts of smooth functions, tensors, and differential operators on $M$.

As a simple example, $\widetilde{g}=g$, as an $\epsilon$-independent tensor, is a ( $\emptyset, \emptyset)$-smooth total family whose $\hat{M}_{p}$-model, with respect to Fermi normal coordinates $(t, x)$ and $\hat{t}=\mathrm{d} t(-), \hat{x}=\mathrm{d} x(-)$, is the Minkowski metric $-\mathrm{d} \hat{t}^{2}+\mathrm{d} \hat{x}^{2}$ for all $p \in \mathcal{C}$.

Definition 3.15 is analogous to [Hin22, Definition 4.17]. Note that $g$ is uniquely determined by $\widetilde{g}$ via $\beta_{\circ}^{*} g=\left.\widetilde{g}\right|_{M_{\circ}}$. The $\hat{M}$-model $\left.\widetilde{g}\right|_{\hat{M}} \in \mathcal{A}_{\mathrm{phg}}^{\mathbb{N} \circ \cup \mathcal{E}}\left(\hat{M} \backslash \hat{K}^{\circ} ; S^{2} \widetilde{T^{*}} \widetilde{M}\right)$ is Lorentzian,

[^20]and hence $\hat{g}_{p}$ is a stationary Lorentzian metric on $T_{p} M$ with smooth dependence on $p \in \mathcal{C}$. More precisely, the model of $\widetilde{\beta}^{*} g$ at $\hat{M}$ is
\[

$$
\begin{equation*}
\hat{\eta}:=\mathrm{e}\left(\hat{\beta}^{*}\left(\left.g\right|_{\mathcal{C}}\right)\right) \in \mathcal{C}_{\mathrm{I}}^{\infty}\left(\breve{T}_{\mathcal{C}} M ; S^{23 \mathrm{sc}, \vee} T^{*} \breve{T}_{\mathcal{C}} M\right) \tag{3.31}
\end{equation*}
$$

\]

which is a family of stationary Lorentzian metrics; in the coordinates (3.8) associated with Fermi normal coordinates around $\mathcal{C}$, we have $\hat{\eta}_{p}=-\mathrm{d} \hat{t}^{2}+\mathrm{d} \hat{x}^{2}$ for all $p \in \mathcal{C}$ (cf. (3.29)); therefore,

$$
\begin{equation*}
\hat{g}-\hat{\eta} \in \mathcal{A}_{\mathrm{phg}, \mathrm{I}}^{\mathcal{E}}\left(\breve{T}_{\mathcal{C}} M \backslash \breve{\pi}^{-1}\left(\hat{K}^{\circ}\right) ; S^{23 \mathrm{sc}, \vee} T^{*}\left(\breve{T}_{\mathcal{C}} M\right)\right) \tag{3.32}
\end{equation*}
$$

where $\breve{\pi}$ was defined in (3.11) (so $\breve{\pi}^{-1}\left(\hat{K}^{\circ}\right)=\overline{\mathbb{R}}_{\hat{t}} \times \hat{K}^{\circ}$ in local coordinates); in this sense, $\hat{g}$ is a family of asymptotically flat metrics. The notation on the right in (3.32) means that the index set at the lift of $\overline{T_{\mathcal{C}}} M$ to $\breve{T}_{\mathcal{C}} M$ is $\mathcal{E}$, and that $\hat{g}-\hat{\eta}$ is stationary on each fiber of $\breve{T}_{\mathcal{C}} M$ (which implies, but is stronger than, $\hat{g}-\hat{\eta}$ having index set $\mathbb{N}_{0}$ at the front face of $\left.\breve{T}_{\mathcal{C}} M\right)$.

Conversely, suppose that $\widetilde{g}$ of the form (3.30), and suppose that the restriction of $\widetilde{g}$ to $M_{\circ}$ is a Lorentzian metric $g$ and that the $\hat{M}_{p}$-model of $\widetilde{g}$ is Lorentzian for all $p \in \mathcal{C}$. We then claim that for every precompact open set $V \subset M$ there exists an $\epsilon(\bar{V})>0$ so that $\widetilde{g}$ is Lorentzian on

$$
\begin{equation*}
\widetilde{\beta}^{-1}([0, \epsilon(\bar{V})) \times V) \subset \widetilde{M} \tag{3.33}
\end{equation*}
$$

Indeed, note that $\widetilde{g}$ is automatically Lorentzian in an open neighborhood of $\hat{M} \cup M_{\circ}$; since any such neighborhood contains $\widetilde{\beta}^{-1}(\{0\} \times \bar{V})=\left(\hat{M} \cap \hat{\beta}^{-1}(\bar{V} \cap \mathcal{C})\right) \cup \beta_{\circ}^{-1}(\bar{V})$, the existence of $\epsilon(\bar{V})$ follows from the compactness of $\bar{V}$. If we take the union of the sets (3.33) over all precompact $V \subset M$, we obtain an open neighborhood of $\hat{M} \cup M_{\circ}$ on which $\widetilde{g}$ is Lorentzian. (Conversely, every open neighborhood of $\hat{M} \cup M_{\circ}$ contains the set (3.33) for any precompact $V \subset M$ and some $\epsilon(\bar{V})>0$.)

Notation 3.17 (Definitions on neighborhoods of $\hat{M} \cup M_{\circ}$ ). By a mild abuse of notation, we shall write $\mathcal{C}^{\infty}(\widetilde{M})$, $\operatorname{Diff}(\widetilde{M})$, etc. for functions, differential operators, etc. which are defined on an open neighborhood of $\hat{M} \cup M_{\circ}$.

We proceed to describe geometric objects and operators associated with $\widetilde{g}$, thus in particular explaining how the se-structures discussed in $\S 3.3$ arise. We write $\mathrm{d}_{\widetilde{M}}$ for the fiberwise exterior derivative which is given by the usual exterior derivative on each fiber $\widetilde{M}_{\epsilon} \cong M$ of $\widetilde{M}$ over $(0,1)_{\epsilon}$. We similarly write $\nabla^{\widetilde{g}}$ for the fiberwise Levi-Civita connection. On $\breve{T}_{\mathcal{C}} M$, we may similarly define the fiberwise exterior derivative $\mathrm{d}_{\breve{T}_{\mathcal{C}} M}$ (which restricts to the interior $T_{p} M$ of $\breve{T}_{p} M, p \in \mathcal{C}$, to the exterior derivative on $\left.T_{p} M\right)$ and fiberwise connection $\nabla^{\hat{g}}$ with respect to the $\hat{M}$-model $\hat{g}$ of $\tilde{g}$.
Lemma 3.18 (Exterior derivative). The exterior derivative on $k$-forms (here meaning: sections of $\Lambda^{k} \widetilde{T}^{*} \widetilde{M}$ ) satisfies (using Notation 3.16)

$$
\begin{equation*}
\mathrm{d}_{\widetilde{M}} \in \widetilde{\beta}^{*} \operatorname{Diff}^{1}\left(M ; \Lambda^{k} T^{*} M, \Lambda^{k+1} T^{*} M\right) \subset \hat{\rho}^{-1} \operatorname{Diff}_{\mathrm{se}}^{1}\left(\widetilde{M} ; \Lambda^{k} \widetilde{T}^{*} \widetilde{M}, \Lambda^{k+1} \widetilde{T}^{*} \widetilde{M}\right) \tag{3.34}
\end{equation*}
$$

For the normal operators, we have

$$
\begin{equation*}
\mathrm{e} \circ N_{\hat{M}}\left(\epsilon \mathrm{~d}_{\widetilde{M}}\right) \circ \mathrm{e}^{-1}=\mathrm{d}_{\breve{T}_{\mathcal{C}} M}, \quad N_{M_{\circ}}\left(\mathrm{d}_{\widetilde{M}}\right)=\beta_{\circ}^{*} \mathrm{~d} \tag{3.35}
\end{equation*}
$$

where d is the exterior derivative on $M$ and

$$
\beta_{\circ}^{*} \mathrm{~d} \in \beta_{\circ}^{*}\left(\operatorname{Diff}^{1}\left(M ; \Lambda^{k} T^{*} M, \Lambda^{k+1} T^{*} M\right)\right) \subset \hat{\rho}^{-1} \operatorname{Diff}_{\mathrm{e}}^{1}\left(M_{\circ} ; \beta_{\circ}^{*} \Lambda^{k} T^{*} M, \beta_{\circ}^{*} \Lambda^{k+1} T^{*} M\right)
$$

is its lift to $M_{\circ}$.
Proof. The membership (3.34) follows from the fact that elements of $\widetilde{T} \widetilde{M}$ (such as the local coordinate derivatives $\partial_{t}, \partial_{x^{j}}$ on $M$ lifted to $\left.\widetilde{M}\right)$ lie in $\hat{\rho}^{-1} \mathcal{V}_{\text {se }}(\widetilde{M})$. Alternatively, one can use the coordinate-free formula for the exterior derivative and use that for $V, W \in \widetilde{\mathcal{V}}(\widetilde{M})=$ $\hat{\rho}^{-1} \mathcal{V}_{\text {se }}(\widetilde{M})$, we have $[V, W] \in \hat{\rho}^{-2} \mathcal{V}_{\text {se }}(\widetilde{M})=\hat{\rho}^{-1} \widetilde{\mathcal{V}}(\widetilde{M})$.

Consider next the action of $\epsilon \mathrm{d}_{\widetilde{M}}$ on functions $u$, which is

$$
\epsilon \mathrm{d}_{\widetilde{M}} u=\left(\epsilon \partial_{t} u\right) \mathrm{d} t+\left(\epsilon \partial_{x^{j}} u\right) \mathrm{d} x^{j} .
$$

Since $N_{\hat{M}}\left(\epsilon \partial_{z}\right)=\mathrm{e}\left(\partial_{z}\right)=\partial_{\hat{z}}$ for $z=t, x^{j}$ and $\hat{z}=\hat{t}, \hat{x}^{j}$ (in the notation (3.8)), and since $\mathrm{e}(\mathrm{d} z)=\mathrm{d} \hat{z}$, we have verified the first equality in (3.35) on functions. The verification on $k$-forms is analogous. The second equality in (3.35) is clear.

Lemma 3.19 (Covariant derivative). Let $\widetilde{g}$ be $a(\hat{\mathcal{E}}, \mathcal{E})$-smooth total family relative to $(M, \mathcal{C}, g)$, with $\hat{M}$-model $\hat{g}$. Let $a, b \in \mathbb{N}_{0}$. Then, using Notation 3.17,

$$
\begin{aligned}
\nabla^{\widetilde{g}} & \in \widetilde{\beta}^{*}\left(\operatorname{Diff}^{1}\left(M ; \widetilde{T}^{a, b} M, \widetilde{T}^{a, b+1} M\right)\right)+\mathcal{A}_{\mathrm{phg}}^{\left(\mathbb{N}_{\mathrm{o}} \cup \hat{\mathcal{E}}\right)-1, \mathcal{E}} \operatorname{Diff} 1\left(\widetilde{M e} \backslash \widetilde{K}^{\circ} ; \widetilde{T}^{a, b} \widetilde{M}, \widetilde{T}^{a, b+1} \widetilde{M}\right) \\
& \subset \mathcal{A}_{\mathrm{phg}}^{\left(\mathbb{N}_{\mathrm{s}} \cup \hat{\mathcal{E}}\right)-1, \mathbb{N}_{o} \cup \mathcal{E}} \operatorname{Diff}{ }_{\mathrm{se}}^{1}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; \widetilde{T}^{a, b} \widetilde{M}, \widetilde{T}^{a, b+1} \widetilde{M}\right) .
\end{aligned}
$$

The normal operators are given by

$$
\mathrm{e} \circ N_{\hat{M}}\left(\epsilon \nabla^{\widetilde{g}}\right) \circ \mathrm{e}^{-1}=\nabla^{\hat{g}}, \quad N_{M_{\mathrm{o}}}\left(\nabla^{\tilde{g}}\right)=\beta_{\circ}^{*}\left(\nabla^{g}\right) .
$$

Proof. It suffices to prove this for $(a, b)=(0,0),(1,0)$. (This implies the result for $(a, b)=$ $(0,1)$, and the general case then follows from the Leibniz rule.) For $(a, b)=(0,0)$, the gradient $\nabla^{\tilde{g}}$ is the composition of ${ }^{33}$

$$
\widetilde{g}^{-1} \in\left(\widetilde{\beta}^{*} \mathcal{C}^{\infty}+\mathcal{A}_{\mathrm{phg}}^{\mathbb{N} \cup \cup \hat{\mathcal{E}}, \mathcal{E}}\right)\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; \operatorname{Hom}\left(\widetilde{T}^{*} \widetilde{M}, \widetilde{T} \widetilde{M}\right)\right)
$$

(using that $\hat{\mathcal{E}}, \mathcal{E}$ are nonlinearly closed) with $\mathrm{d}_{\widetilde{M}}$; the result in this case thus follows from Lemma 3.18. For $(a, b)=(1,0)$, one may compute the Christoffel symbols $\Gamma(\widetilde{g})_{\mu \nu}^{\kappa}$ of $\widetilde{g}$ in local coordinates $z=(t, x)$ : since $\partial_{\lambda} \widetilde{g}_{\mu \nu} \in \widetilde{\beta}^{*} \mathcal{C}^{\infty}+\mathcal{A}_{\text {phg }}^{(\mathbb{N} \cup \mathcal{\mathcal { E }})-1, \mathcal{E}}$, we get $\Gamma(\widetilde{g})_{\mu \nu}^{\kappa} \in \widetilde{\beta}^{*} \mathcal{C}^{\infty}+$ $\mathcal{A}_{\text {phg }}^{(\mathbb{N} \cup \hat{\mathcal{E}})-1, \mathcal{E}}$. The claim then follows from $\nabla_{\mu}^{\widetilde{g}}\left(a^{\nu} \partial_{\nu}\right)=\left(\partial_{\mu} a^{\kappa}+a^{\nu} \Gamma_{\mu \nu}^{\kappa}(\widetilde{g})\right) \partial_{\kappa}$, since $\partial_{\mu}$ lies in $\hat{\rho}^{-1} \mathcal{V}_{\text {se }}(\widetilde{M})$ as a differential operator and is smooth as a section of $\widetilde{T} \widetilde{M}$. The $M_{\circ}$-normal operator selects the coefficients of class $\widetilde{\beta}^{*} \mathcal{C}^{\infty}$ (which come solely from $g$ ), while for the $\hat{M}$ normal operator we note that the restriction of $\epsilon \partial_{z^{\lambda}} \widetilde{g}_{\mu \nu}=\partial_{\hat{z}^{\wedge}} \widetilde{g}_{\mu \nu}$ to $\hat{M}_{p}$ is $\partial_{\hat{z}^{\wedge}} \hat{g}\left(\partial_{\hat{z}^{\mu}}, \partial_{\hat{z}^{\nu}}\right)$. (We leave a coordinate-free proof using the Koszul formula to the reader.)

By the properties of the $\hat{M}$-normal operator map, or by direct computation on $\hat{M}$, the operators $\mathrm{d}_{\breve{T}_{\mathcal{C}} M}$ and $\nabla^{\hat{g}}$ are elements of $\rho_{\circ}{ }^{\vee} \operatorname{Diff}_{3 \mathrm{~b}}^{1}(\hat{M})$ acting between the appropriate tensor powers of ${ }^{3 \mathrm{sc}, \vee} T\left(\breve{T}_{\mathcal{C}} M\right)$. This is an instance of the well-known fact that geometric operators associated with scattering metrics are weighted b-operators, see e.g. [Vas18, Theorem 6.8] and [Hin23d, §4].

[^21]Corollary 3.20 (Curvature). Let $\widetilde{g}$ be $a(\hat{\mathcal{E}}, \mathcal{E})$-smooth family relative to $(M, \mathcal{C}, g)$, with $\hat{M}$-model $\hat{g}$. Then the Riemann curvature tensor $\operatorname{Riem}(\widetilde{g})(X, Y) Z=\left(\left[\nabla_{X}^{\tilde{g}}, \nabla_{Y}^{\tilde{g}}\right]-\nabla_{[X, Y]}^{\tilde{g}}\right) Z$ satisfies

$$
\begin{aligned}
& \operatorname{Riem}(\widetilde{g}) \in \widetilde{\beta}^{*} \mathcal{C}^{\infty}\left(M ; \widetilde{T}^{1,3} M\right)+\mathcal{A}_{\text {phg }}^{(\mathbb{N} \circ \mathcal{\mathcal { E }})-2, \mathcal{E}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; \widetilde{T}^{1,3} \widetilde{M}\right) \\
& \quad \subset \mathcal{A}_{\mathrm{phg}}^{\left(\mathbb{N}_{0} \cup \hat{\mathcal{E}}\right)-2, \mathbb{N}_{0} \cup \mathcal{E}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; \widetilde{T}^{1,3} \widetilde{M}\right), \\
& \mathrm{e}\left(\left.\left(\epsilon^{2} \operatorname{Riem}(\widetilde{g})\right)\right|_{\hat{M}}\right)=\operatorname{Riem}(\hat{g}),\left.\quad \operatorname{Riem}(\widetilde{g})\right|_{M_{\circ}}=\beta_{\circ}^{*}(\operatorname{Riem}(g)) .
\end{aligned}
$$

The Ricci tensor similarly satisfies

$$
\begin{aligned}
& \operatorname{Ric}(\widetilde{g}) \in \widetilde{\beta}^{*} \mathcal{C}^{\infty}\left(M ; S^{2} \widetilde{T}^{*} M\right)+\mathcal{A}_{\mathrm{phg}}^{(\mathbb{N} 0 \cup \hat{\mathcal{E}})-2, \mathcal{E}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right), \\
& \quad \subset \mathcal{A}_{\mathrm{phg}}^{(\mathbb{N} \cup \hat{\mathcal{E}})-2, \mathbb{N}_{0} \cup \mathcal{E}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; \widetilde{T}^{1,3} \widetilde{M}\right), \\
& \mathrm{e}\left(\left.\left(\epsilon^{2} \operatorname{Ric}(\widetilde{g})\right)\right|_{\hat{M}}\right)=\operatorname{Ric}(\hat{g}),\left.\quad \operatorname{Ric}(\widetilde{g})\right|_{M_{0}}=\beta_{\circ}^{*}(\operatorname{Ric}(g)) ;
\end{aligned}
$$

analogously for the scalar curvature.
The following result connects the notion of total spacetime family to the corresponding notion on the level of initial data sets for the Einstein equations, cf. [Hin22, Definition 4.17]:

Corollary 3.21 (Initial data). Let $\widetilde{g}$ be a $(\hat{\mathcal{E}}, \mathcal{E})$-smooth total family relative to $(M, \mathcal{C}, g)$ on $\widetilde{M} \backslash \widetilde{K}^{\circ}$ in the notation of Definition 3.15. Let $X \subset M$ be a smooth spacelike hypersurface of $(M, g)$ with $X \cap \mathcal{C}=\{\mathfrak{p}\}$. Suppose that $T_{\mathfrak{p}} X \backslash \hat{K}_{\mathfrak{p}}^{\circ}$ is spacelike for the $\hat{M}_{\mathfrak{p}}$-model $\hat{g}_{\mathfrak{p}}$. Let $\mathcal{K} \subset M$ be compact. Then:
(1) $\widetilde{X} \backslash \widetilde{K}^{\circ} \subset \widetilde{M}$ is spacelike for $\widetilde{g}$ on $\widetilde{\beta}^{-1}\left(\left[0, \epsilon_{0}\right) \times \mathcal{K}\right)$ when $\epsilon_{0}>0$ is sufficiently small;
(2) the initial data $(\widetilde{\gamma}, \widetilde{k})$ of $\widetilde{g}$ at $\widetilde{X} \backslash \widetilde{K}^{\circ}$ (i.e. the first and second fundamental form of $\left.\widetilde{X}_{\epsilon} \backslash \widetilde{K}^{\circ} \subset \widetilde{M}_{\epsilon}, \epsilon \in(0,1)\right)$ take the form

$$
\widetilde{\gamma}=\widetilde{\beta}^{*} \gamma+\widetilde{\gamma}_{(1)}, \quad \widetilde{k}=\widetilde{\beta}^{*} k+\widetilde{k}_{(1)}
$$

where $(\gamma, k)$ are the initial data of $X$ in $(M, g)$, and where

$$
\widetilde{\gamma}_{(1)} \in \mathcal{A}_{\mathrm{phg}}^{\mathbb{N} \cup \hat{\mathcal{E}}, \mathcal{E}}\left(\widetilde{X} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{X}\right), \quad \widetilde{k}_{(1)} \in \mathcal{A}_{\mathrm{phg}}^{\left(\mathbb{N}_{0} \cup \hat{\mathcal{E}}\right)-1, \mathcal{E}}\left(\widetilde{X} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{X}\right) .
$$

Moreover, $(\hat{\gamma}, \hat{k}):=\left(\mathrm{s}\left(\left.\widetilde{\gamma}\right|_{\hat{X}}\right), \mathrm{s}\left(\left.\epsilon \widetilde{k}\right|_{\hat{X}}\right)\right)$ are the initial data of $\hat{g}_{\mathfrak{p}}$ at $T_{\mathfrak{p}} X \backslash \hat{K}_{\mathfrak{p}}^{\circ}$.
We shall also call $(\hat{\gamma}, \hat{k})$ the initial data of $\widetilde{g}$ at $\hat{M}_{\mathfrak{p}}$. In the terminology of [Hin22, Definition 4.18], part (2) states that the pair $(\widetilde{\gamma}, \widetilde{k})$ is a $(\hat{\mathcal{E}}, \mathcal{E})$-smooth total family with boundary data $(\hat{\gamma}, \hat{k})$ and $(\gamma, k)$.

Proof of Corollary 3.21. We verify the claims near the codimension 2 corner of $\widetilde{M}$. We work in local coordinates $z=(t, x)$ (which need not be Fermi normal coordinates) on $M$ with respect to which $X=t^{-1}(0)$ and $\mathcal{C}=x^{-1}(0)$, and use coordinates $t \in \mathbb{R}, \hat{\rho}=|x| \geq 0$, $\rho_{\circ}=\frac{\epsilon}{|x|} \geq 0, \omega \in \mathbb{S}^{n-1}$ near $\hat{M} \cap M_{\circ}$. Then the dual metric $\widetilde{g}^{-1}$ takes the form

$$
\widetilde{g}^{-1}\left(t, \hat{\rho}, \rho_{\circ}, \omega\right)=\left(g^{\mu \nu}(t, \hat{\rho} \omega)+g_{(1)}^{\mu \nu}\left(t, \hat{\rho}, \rho_{\circ}, \omega\right)\right) \partial_{z^{\mu}} \otimes_{s} \partial_{z^{\nu}}
$$

where $g_{(1)}^{\mu \nu}$ is $\mathcal{E}$-smooth at $\rho_{\circ}=0$ and $\left(\mathbb{N}_{0} \cup \hat{\mathcal{E}}\right)$-smooth at $\hat{\rho}=0$; in particular it is continuous and vanishes at $\rho_{\circ}=0$. The spacelike nature of $X$ is equivalent to $g^{00}(t, \hat{\rho} \omega)<0$. Writing $\hat{z}=(\hat{t}, \hat{x})=(\mathrm{d} t(-), \mathrm{d} x(-))$, the $\hat{M}_{t}$-model of $\widetilde{g}^{-1}$ is

$$
\left(g^{\mu \nu}(t, 0)+g_{(1)}^{\mu \nu}\left(t, 0, \rho_{0}, \omega\right)\right) \partial_{\hat{z}^{\mu}} \otimes_{s} \partial_{\hat{z}^{\nu}}
$$

and the spacelike nature of $T_{\mathfrak{p}} X=\hat{t}^{-1}(0)$ is equivalent to $g^{00}(t, 0)+g_{(1)}^{00}\left(t, 0, \rho_{\circ}, \omega\right)<0$. Taken together, we conclude that $\widetilde{g}^{\mu \nu}\left(t, \hat{\rho}, \rho_{\circ}, \omega\right)<0$ when $\left(t, \hat{\rho}, \rho_{\circ}, \omega\right)$ is a sufficiently small neighborhood of $\widetilde{X} \cap\left(\hat{M} \cup M_{\circ}\right)$.

Turning to part (2), the statements about the induced metric $\widetilde{\gamma}$ are clear. Regarding the second fundamental form, we note that the normal vector field $\widetilde{g}^{-1}(\mathrm{~d} t,-)$ to $\widetilde{X}$ is of class

$$
\begin{equation*}
\left(\widetilde{\beta}^{*} \mathcal{C}^{\infty}+\mathcal{A}_{\mathrm{phg}}^{\mathbb{N} \circ \hat{\mathcal{E}}, \mathcal{E}}\right)\left(\widetilde{X} \backslash \widetilde{K}^{\circ} ; \widetilde{T} \widetilde{M}\right), \tag{3.36}
\end{equation*}
$$

and its squared norm near $\hat{X} \cup X \circ$ is strictly negative. Therefore, the unit normal is an element of (3.36) as well. By Lemma 3.19, its covariant derivative along elements of $\widetilde{T} \widetilde{M}$ lies in $\widetilde{\beta}^{*} \mathcal{C}^{\infty}+\mathcal{A}_{\mathrm{phg}}^{(\mathbb{N} \cup \hat{\mathcal{E}})-1, \mathcal{E}}$; therefore $\widetilde{k}$ is of the stated form. The identification of the boundary values of $\widetilde{k}$ follows at $M_{\circ}$ from these arguments, and at $\hat{M}$ as usual by passing to the coordinates $(\hat{t}, \hat{x})=\left(\frac{t}{\epsilon}, \frac{x}{\epsilon}\right)$.
3.5. Kerr metrics as front face models. In this section, we work with

$$
n=3
$$

spatial dimensions. (Thus, $M$ is 4 -dimensional, and $\widetilde{M}$ is 5 -dimensional.) First, we recall (see [Ker63, BL67]):

Definition 3.22 (Kerr metric). Let $\mathfrak{m}>0$ and $a \in \mathbb{R}$ be subextremal Kerr parameters, i.e. $|a|<\mathfrak{m}$. Write $\hat{r}_{\mathfrak{m}, a}:=\mathfrak{m}+\sqrt{\mathfrak{m}^{2}-a^{2}} \in(\mathfrak{m}, 2 \mathfrak{m}]$ for the radius of the event horizon. Then the Kerr metric $\hat{g}_{\mathfrak{m}, a}$ in Boyer-Lindquist coordinates is the Lorentzian metric

$$
\begin{gather*}
\hat{g}_{\mathfrak{m}, a}=-\frac{\mu(\hat{r})}{\varrho^{2}(\hat{r}, \theta)}\left(\mathrm{d} \hat{t}_{\mathrm{BL}}-a \sin ^{2} \theta \mathrm{~d} \phi\right)^{2}+\varrho^{2}(\hat{r}, \theta)\left(\frac{\mathrm{d} \hat{r}^{2}}{\mu(\hat{r})}+\mathrm{d} \theta^{2}\right) \\
+\frac{\sin ^{2} \theta}{\varrho^{2}(\hat{r}, \theta)}\left(\left(\hat{r}^{2}+a^{2}\right) \mathrm{d} \phi-a \mathrm{~d} \hat{t}_{\mathrm{BL}}\right)^{2},  \tag{3.37}\\
\mu(\hat{r})=\hat{r}^{2}-2 \mathfrak{m} \hat{r}+a^{2}, \quad \varrho^{2}(\hat{r}, \theta)=\hat{r}^{2}+a^{2} \cos ^{2} \theta .
\end{gather*}
$$

on the manifold $\mathbb{R}_{\hat{t}_{\mathrm{BL}}} \times\left(\hat{r}_{\mathfrak{m}, a}, \infty\right)_{\hat{r}} \times \mathbb{S}_{\theta, \phi}^{2}$.
This solves $\operatorname{Ric}\left(\hat{g}_{\mathfrak{m}, a}\right)=0$. Moreover, $\partial_{\hat{t}_{\mathrm{BL}}}$ is the unique Killing vector field which is asymptotically (as $\hat{r} \rightarrow \infty$ ) future timelike and has squared length approaching -1 . A useful form of $\hat{g}_{\mathfrak{m}, a}$, obtained by using the standard metric on $\mathbb{S}^{2}, \phi=\mathrm{d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \phi^{2}$, to rewrite the $\mathrm{d} \theta^{2}$ term, is

$$
\begin{align*}
\hat{g}_{\mathfrak{m}, a}=- & \left(1-\frac{2 \mathfrak{m} \hat{r}}{\varrho^{2}}\right) \mathrm{d} \hat{t}_{\mathrm{BL}}^{2}+\left(1+\frac{2 \mathfrak{m} \hat{r}-a^{2} \sin ^{2} \theta}{\mu}\right) \mathrm{d} \hat{r}^{2}+\varrho^{2} \phi  \tag{3.38}\\
& +\left(1+\frac{2 \mathfrak{m} \hat{r}}{\varrho^{2}}\right)\left(a \sin ^{2} \theta \mathrm{~d} \phi\right)^{2}-\frac{4 a \mathfrak{m} \hat{r} \sin ^{2} \theta}{\varrho^{2}} \mathrm{~d} \hat{t}_{\mathrm{BL}} \mathrm{~d} \phi
\end{align*}
$$

Remark 3.23 (Importance of Kerr). Suppose $\widetilde{g}$ is a time-oriented $(\hat{\mathcal{E}}, \mathcal{E})$-smooth total family on $\widetilde{M} \backslash \widetilde{K}^{\circ}$ relative to $(M, \mathcal{C}, g)$, and suppose that

$$
\operatorname{Ric}(\widetilde{g})-\Lambda \widetilde{g}=0
$$

By Corollary 3.20, this implies $0=\mathrm{e}^{-1}\left(\left.\left(\epsilon^{2} \operatorname{Ric}(\widetilde{g})-\epsilon^{2} \Lambda \widetilde{g}\right)\right|_{\hat{M}}\right)=\operatorname{Ric}(\hat{g})$; that is, for each $p \in \mathcal{C}$, the metric $\hat{g}_{p} \in \mathcal{C}^{\infty}\left(T_{p} M \backslash \hat{K}_{p}^{\circ} ; S^{2} T^{*}\left(T_{p} M\right)\right)$ is a stationary and asymptotically flat solution of $\operatorname{Ric}\left(\hat{g}_{p}\right)=0$. According to the black hole uniqueness conjecture, see e.g. [CCH12, Conjecture 3.4], this forces $\hat{g}_{p}$ to be isometric to the metric of a Kerr black hole.

Near the event horizon, the Boyer-Lindquist coordinate singularity can be removed by passing to new coordinates:

Lemma 3.24 (Smooth coordinates across the future event horizon). Given subextremal Kerr parameters $\mathfrak{m}, a$, denote by $T, \Phi:\left(\hat{r}_{\mathfrak{m}, a}, \infty\right) \rightarrow \mathbb{R}$ a pair of smooth functions with

$$
T^{\prime}(\hat{r})=-\frac{\hat{r}^{2}+a^{2}}{\mu(\hat{r})}+\tilde{T}(\hat{r}), \quad \Phi^{\prime}(\hat{r})=-\frac{a}{\mu(\hat{r})}+\tilde{\Phi}(\hat{r})
$$

where $\tilde{T}, \tilde{\Phi}$ are analytic on $[0,4 \mathfrak{m}]$. Let $\hat{t}=\hat{t}_{\mathrm{BL}}-T(\hat{r})$ and $\phi_{*}=\phi-\Phi(\hat{r})$. Then $\hat{g}_{\mathfrak{m}, a}$ extends analytically from $\hat{r}>\hat{r}_{\mathfrak{m}, a}$ to a metric on $\mathbb{R}_{\hat{t}} \times\left(\hat{r}_{\mathfrak{m}, a}^{-}, \infty\right)_{\hat{r}} \times \mathbb{S}_{\theta, \phi_{*}}^{2}$ where $\hat{r}_{\mathfrak{m}, a}^{-}=$ $\mathfrak{m}-\sqrt{\mathfrak{m}^{2}-a^{2}} \in[0, \mathfrak{m})$. Moreover, we may choose $\tilde{T}, \tilde{\Phi}$ so that the following additional conditions are satisfied:
(1) $T(\hat{r})=0$ and $\Phi(\hat{r})=0$ for large $\hat{r}$;
(2) $\mathrm{d} \hat{t}$ is everywhere (past) timelike;
(3) for $\mathfrak{m}$, a which are close to fixed subextremal parameters $\mathfrak{m}_{0}, a_{0}$, the functions $\tilde{T}$ and $\tilde{\Phi}$ depend smoothly on $\mathfrak{m}, a$.

Proof. This is a standard and straightforward computation; see e.g. [Hin21b, §3.1].
Definition 3.25 (Kerr model). Fix Kerr parameters $\mathfrak{m}>0, \mathfrak{a} \in \mathbb{R}^{3}$ which are subextremal (in the sense that $\mathfrak{m}, a:=|\mathfrak{a}|$ are subextremal), and define $\hat{t}, \phi_{*}$ as in Lemma 3.24. Fix the spacetime manifold

$$
\hat{M}_{\mathfrak{m}, \mathfrak{a}}^{\circ}:=\mathbb{R}_{\hat{t}} \times \hat{X}_{\mathfrak{m}, \mathfrak{a}}^{\circ}, \quad \hat{X}_{\mathfrak{m}, \mathfrak{a}}^{\circ}=\mathbb{R}^{3} \backslash\left(\hat{K}_{\mathfrak{m}, \mathfrak{a}}\right)^{\circ},
$$

where $\hat{K}_{\mathfrak{m}, \mathfrak{a}}=\hat{K}_{\mathfrak{m}, \mathfrak{a}}^{0}$ with $\hat{K}_{\mathfrak{m}, \mathfrak{a}}^{\delta}:=\left\{\hat{x} \in \mathbb{R}^{3}: \hat{r}=|\hat{x}| \leq \mathfrak{m}-\delta\right\}$ for $\delta \in\left(\mathfrak{m}-\hat{r}_{\mathfrak{m}, a}, \mathfrak{m}-\hat{r}_{\mathfrak{m}, a}^{-}\right)=$ $\left(-\sqrt{\mathfrak{m}^{2}-a^{2}}, \sqrt{\mathfrak{m}^{2}-a^{2}}\right)$. Define $\hat{g}_{\mathfrak{m}, a}$ as a metric on $\hat{M}_{\mathfrak{m}, \mathfrak{a}}^{\circ}$ by identifying $\theta \in(0, \pi)$ and $\phi_{*} \in(0,2 \pi)$ with the standard polar coordinates on $\mathbb{R}_{\hat{x}}^{3}$ in $\hat{r} \geq \mathfrak{m}$. Let $R \in S O(3,1)$ be a rotation in the spatial variables which maps $(\hat{t}, 0,0, a)^{T} \mapsto(\hat{t}, \mathfrak{a})^{T}$. We then write ${ }^{34}$

$$
\hat{g}_{\mathfrak{m}, \mathfrak{a}}=R_{*} \hat{g}_{\mathfrak{m}, a}
$$

Setting $b=(\mathfrak{m}, \mathfrak{a})$, we also write these objects as

$$
\hat{g}_{b}, \hat{M}_{b}^{\circ}, \hat{X}_{b}^{\circ}, \hat{K}_{b} .
$$

We finally denote by $\hat{g}=-\mathrm{d} \hat{t}^{2}+\mathrm{d} \hat{x}^{2}$ the Minkowski metric on the same spacetime manifold.

[^22]Thus, $\hat{g}_{\mathfrak{m}, \mathfrak{a}}$ is stationary in that $\partial_{\hat{t}}$ is a Killing vector field which is asymptotically timelike. Moreover, the components of $\hat{g}_{\mathfrak{m}, \mathfrak{a}}$ and $\underline{\hat{g}}$ in the coordinates $(\hat{t}, \hat{x})$ satisfy

$$
\begin{equation*}
\hat{g}_{\mathfrak{m}, \mathfrak{a}}-\hat{g} \in \hat{r}^{-1} \mathcal{C}^{\infty}\left(\overline{\mathbb{R}^{3}} \backslash\left(\hat{K}_{\mathfrak{m}, \mathfrak{a}}^{\delta}\right)^{\circ}\right), \quad \hat{g}_{\mathfrak{m}, \mathfrak{a}}-\hat{g}_{\mathfrak{m}, 0} \in \hat{r}^{-2} \mathcal{C}^{\infty}\left(\overline{\mathbb{R}^{3}} \backslash\left(\hat{K}_{\mathfrak{m}, \mathfrak{a}}^{\delta}\right)^{\circ}\right) \tag{3.39}
\end{equation*}
$$

for all $\delta \in\left[0, \mathfrak{m}-\hat{r}_{\mathfrak{m}, a}^{-}\right.$), as can easily be verified using the formula (3.38); see also equation (3.41) below.

In order to efficiently keep track of asymptotic expansions, we now compactify:
Definition 3.26 (Compactifications related to the Kerr spacetime manifold). In the notation of Definition 3.25, we write $\hat{X}_{b} \subset \overline{\mathbb{R}^{3}} \backslash \hat{K}_{b}^{\circ}$ for the closure $\hat{X}_{b}=\hat{X}_{b}^{\circ} \cup \partial \overline{\mathbb{R}^{3}}$ of $\hat{X}_{b}^{\circ}$ inside the radial compactification of $\mathbb{R}^{3}$. We furthermore set

$$
\hat{M}_{b}:=\left[\overline{\mathbb{R}_{\hat{t}} \times \mathbb{R}_{\hat{x}}^{3}} ; \partial \overline{\mathbb{R}_{\hat{t}}}\right] \backslash \hat{\pi}^{-1}\left(\hat{K}_{b}^{\circ}\right),
$$

where $\hat{\pi}:\left[\overline{\mathbb{R} \times \mathbb{R}^{3}} ; \partial \overline{\mathbb{R}}\right] \rightarrow \overline{\mathbb{R}^{3}}$ is the lift of the projection $(\hat{t}, \hat{x}) \mapsto \hat{x}$.
See Figure 3.6. Therefore, $\hat{g}_{\mathfrak{m}, \mathfrak{a}}, \underline{\hat{g}} \in \mathcal{C}_{\mathrm{I}}^{\infty}\left(\hat{M}_{\mathfrak{m}, \mathfrak{a}} ; S^{23 \mathrm{sc}} T^{*} \hat{M}_{\mathfrak{m}, \mathfrak{a}}\right)$ (the subscript 'I' restricting to translation-invariant sections). By Lemma 3.4, we can identify $\mathcal{C}_{\mathrm{I}}^{\infty}\left(\hat{M}_{\mathfrak{m}, \mathfrak{a}}\right) \cong \mathcal{C}^{\infty}\left(\hat{X}_{\mathfrak{m}, \mathfrak{a}}\right)$. The membership (3.39) is then equivalent to

$$
\begin{equation*}
\hat{g}_{\mathfrak{m}, \mathfrak{a}}-\underline{\hat{g}} \in \rho_{\circ} \mathcal{C}^{\infty}\left(\hat{X}_{\mathfrak{m}, \mathfrak{a}} ; S^{23 \mathrm{sc}} T_{\hat{X}_{\mathfrak{m}, \mathfrak{a}}}^{*} \hat{M}_{\mathfrak{m}, \mathfrak{a}}\right), \quad \hat{g}_{\mathfrak{m}, \mathfrak{a}}-\hat{g}_{\mathfrak{m}, 0} \in \rho_{\circ}^{2} \mathcal{C}^{\infty}, \quad \rho_{\circ}:=\langle\hat{x}\rangle^{-1} . \tag{3.40}
\end{equation*}
$$



Figure 3.6. Illustration of Definition 3.26. On the left: the compactification $\hat{M}_{b}$ of the Kerr spacetime manifold, and the projection map to the spatial manifold $\hat{X}_{b}$. On the right: the radial compactification of $\mathbb{R}_{\hat{t}} \times \mathbb{R}_{\hat{x}}^{3}$.

We include the parameter $\delta>0$ in Definition 3.25 in order to enable us to regard $\hat{g}_{b}$ for $b=(\mathfrak{m}, \mathfrak{a})$ near fixed subextremal Kerr parameters $b_{0}=\left(\mathfrak{m}_{0}, \mathfrak{a}_{0}\right)$ as a smooth family of metrics on the fixed spacetime manifold $\hat{M}_{b_{0}}^{\circ} \subset \mathbb{R}_{\hat{t}} \times\left(\mathbb{R}^{3} \backslash\left(\hat{K}_{b}^{\delta}\right)^{\circ}\right)$; this was shown in the Kerrde Sitter case in [HV18, Proposition 3.5]. We recall the relevant calculations in the region $\hat{r} \gg \mathfrak{m}$ where $\left(\hat{t}, \hat{r}, \theta, \phi_{*}\right)$ are equal to the Boyer-Lindquist coordinates $\left(\hat{t}_{\mathrm{BL}}, \hat{r}, \theta, \phi\right)$. There, the metric $\hat{g}_{\mathfrak{m}, \mathfrak{a}}$ is then given by (3.38) but with the spherical coordinates defined relative to the axis of rotation $\hat{\mathfrak{a}}=\frac{\mathfrak{a}}{|\mathfrak{a}|}($ when $\mathfrak{a} \neq 0)$ instead of $(0,0,1)^{T} \in \mathbb{R}^{3}$. Using Euclidean
coordinates $\hat{x}=(\hat{r} \sin \theta \cos \phi, \hat{r} \sin \theta \sin \phi, \hat{r} \cos \theta)$ and the Euclidean inner product, we can then write $\hat{r}^{2}=|\hat{x}|^{2}, a^{2}=|\mathfrak{a}|^{2}, a^{2} \cos ^{2} \theta=\left(\mathfrak{a} \cdot \frac{\hat{x}}{|\hat{x}|}\right)^{2}$, and

$$
\varrho^{2}=|\hat{x}|^{2}+\left(\mathfrak{a} \cdot \frac{\hat{x}}{|\hat{x}|}\right)^{2}, \quad \hat{r} a \sin ^{2} \theta \mathrm{~d} \phi=\left(\mathfrak{a} \times \frac{\hat{x}}{|\hat{x}|}\right) \cdot \mathrm{d} \hat{x}, \quad a^{2} \sin ^{2} \theta=|\mathfrak{a}|^{2}-\left(\mathfrak{a} \cdot \frac{\hat{x}}{|\hat{x}|}\right)^{2}
$$

Thus, all terms in (3.38) depend smoothly on $\mathfrak{a}$ indeed. We record the leading order behavior

$$
\begin{align*}
\hat{g}_{\mathfrak{m}, \mathfrak{a}} \equiv \underline{\hat{g}} & +\hat{r}^{-1}\left[2 \mathfrak{m}\left(\mathrm{~d} \hat{t}^{2}+\mathrm{d} \hat{r}^{2}\right)\right] \\
& +\hat{r}^{-2}\left[\left(4 \mathfrak{m}^{2}-|\mathfrak{a}|^{2}+\left(\mathfrak{a} \cdot \frac{\hat{x}}{|\hat{x}|}\right)^{2}\right) \mathrm{d} \hat{r}^{2}+\left(\mathfrak{a} \cdot \frac{\hat{x}}{|\hat{x}|}\right)^{2} \hat{r}^{2} \not p+\left(\left(\mathfrak{a} \times \frac{\hat{x}}{|\hat{x}|}\right) \cdot \mathrm{d} \hat{x}\right)^{2}\right. \\
& \left.\quad-4 \mathfrak{m} \mathrm{~d} \hat{t} \otimes_{s}\left(\left(\mathfrak{a} \times \frac{\hat{x}}{|\hat{x}|}\right) \cdot \mathrm{d} \hat{x}\right)\right]  \tag{3.41}\\
& \bmod \hat{r}^{-3} \mathcal{C}^{\infty}\left(\hat{X}_{\hat{\mathfrak{m}}, \hat{\mathfrak{a}}} ; S^{23 \mathrm{sc}} T_{\hat{X}_{\hat{\mathfrak{m}}, \hat{\mathfrak{a}}}^{*}}^{*} \hat{M}_{\hat{\mathfrak{m}}, \hat{\mathfrak{a}}}\right) .
\end{align*}
$$

Definition 3.27 (Linearized Kerr metrics). Given subextremal Kerr parameters $b=(\mathfrak{m}, \mathfrak{a})$, and given $\dot{b}=(\dot{\mathfrak{m}}, \dot{\mathfrak{a}}) \in \mathbb{R} \times \mathbb{R}^{3}$, we define

$$
\hat{g}_{b}^{\prime}(\dot{b}):=\left.\frac{\mathrm{d}}{\mathrm{~d} s} \hat{g}_{b+s \dot{b}}\right|_{s=0}
$$

as a symmetric 2 -tensor on $\hat{M}_{b}^{\circ}$.
In view of (3.40), and again identifying $\mathcal{C}_{\mathrm{I}}^{\infty}\left(\hat{M}_{b}\right) \cong \mathcal{C}^{\infty}\left(\hat{X}_{b}\right)$, we have (with $\rho_{\circ}=\langle\hat{x}\rangle^{-1}$ )

$$
\begin{align*}
& \hat{g}_{b}^{\prime}(\dot{b}) \in \rho_{\circ} \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)  \tag{3.42}\\
& \hat{g}_{b}^{\prime}(0, \dot{\mathfrak{a}}) \in \rho_{\circ}^{2} \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{2 \mathrm{ssc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)
\end{align*}
$$

Furthermore, linearizing the equation $\operatorname{Ric}\left(\hat{g}_{b}\right)=0$ in $b$, we obtain

$$
\begin{equation*}
D_{\hat{g}_{b}} \operatorname{Ric}\left(\hat{g}_{b}^{\prime}(\dot{b})\right)=0 \quad \forall \dot{b} \in \mathbb{R} \times \mathbb{R}^{3} \tag{3.43}
\end{equation*}
$$

3.5.1. Gluing in a family of Kerr metrics. We proceed to describe how to glue a family of Kerr metrics into the front face $\hat{M}$ in the setting of $\S 3.4$. Recalling the Minkowski metric

$$
\begin{equation*}
\hat{\eta}_{p}=\mathrm{e}\left(\hat{\beta}^{*} g_{p}\right) \tag{3.44}
\end{equation*}
$$

on $T_{p} M$ from (3.31), define

$$
\begin{equation*}
\hat{X}_{p}^{\circ}:=\left(T_{p} \mathcal{C}\right)^{\perp_{\hat{\eta}_{p}}} \subset T_{p} M \tag{3.45}
\end{equation*}
$$

Denote by

$$
\begin{equation*}
T \in \mathcal{V}\left(T_{p} M\right) \tag{3.46}
\end{equation*}
$$

the unique generator of the $T_{p} \mathcal{C}$-translation action which is future timelike and has squared length -1 . (Thus, $T=\partial_{\hat{t}}$ in the coordinates (3.8) relative to Fermi normal coordinates along $\mathcal{C}$.) By choosing an orthonormal basis of $\hat{X}_{p}^{\circ}$ to define coordinates $\hat{x} \in \mathbb{R}^{3}$, and moreover defining the linear coordinate

$$
\hat{t}:=-\hat{\eta}(T,-)
$$

on $T_{p} M=T_{p} \mathcal{C} \oplus \hat{X}_{p}^{\circ}$, we obtain an isometric isomorphism

$$
\Phi_{p}:\left(\mathbb{R}_{\hat{t}, \hat{x}}^{1+3}, \underline{\hat{g}}\right) \rightarrow\left(T_{p} M, \hat{\eta}_{p}\right)
$$

Since $T \hat{x}=0$ by construction, the pushforward $\left(\Phi_{p}\right)_{*} \hat{g}_{\mathfrak{m}, \mathfrak{a}}$ is a stationary (with respect to $T_{p} \mathcal{C}$ ) metric on $T_{p} M$ which asymptotes to $\hat{\eta}_{p}$, and for which $\hat{X}_{p}^{\circ}$ is a spacelike Cauchy surface. More precisely,

$$
\begin{gather*}
\left(\Phi_{p}\right)_{*} \hat{g}_{\mathfrak{m}, \mathfrak{a}} \in \mathcal{C}_{I}^{\infty}\left(\breve{T}_{p} M \backslash \breve{\pi}^{-1}\left(\Phi_{p}\left(\hat{K}_{\mathfrak{m}, \mathfrak{a}}^{\circ}\right)\right) ; S^{2} 3 \mathrm{sc}, \vee\right. \\
\left.\left(T_{p}\right)_{*}\left(\breve{T}_{\mathfrak{m}, \mathfrak{a}} M\right)\right),  \tag{3.47}\\
\hat{\eta}_{p} \in \mathcal{A}_{\mathrm{phg}, \mathrm{I}}^{\mathbb{N}+1}\left(\breve{T}_{p} M \backslash \breve{\pi}^{-1}\left(\Phi_{p}\left(\hat{K}_{\mathfrak{m}, \mathfrak{a}}^{\circ}\right)\right) ; S^{2} 3 \mathrm{sc}, \vee\right. \\
\left.T^{*}\left(\breve{T}_{p} M\right)\right),
\end{gather*}
$$

cf. (3.32) and (3.40), as follows from the fact that $\hat{\eta}_{p}=\Phi_{*} \underline{\hat{g}}$. In (3.47), we wrote $\Phi_{p}$ also for the map $\mathbb{R}_{\hat{x}}^{3} \rightarrow \hat{X}_{p}^{\circ}$ given by restriction of $\Phi_{p}$ to $\hat{t}=0$.
Lemma 3.28 (Naive gluing). Let $M, \mathcal{C}, g$ be as in $\S 3.4$, and fix $0<\mathfrak{m} \in \mathcal{C}^{\infty}(\mathcal{C})$, $\mathfrak{a} \in$ $\mathcal{C}^{\infty}\left(\mathcal{C} ; \mathbb{R}^{3}\right)$ where $|\mathfrak{a}(p)|<\mathfrak{m}(p)$ for all $p \in \mathcal{C}$; set $b=(\mathfrak{m}, \mathfrak{a}){ }^{35}$ Fix Fermi normal coordinates $(t, x)$ along $\mathcal{C}$, and write $r=|x|$ (Euclidean norm), $\omega=\frac{x}{|x|} \in \mathbb{S}^{2}$.
(1) There exists a $\left(\emptyset, \mathbb{N}_{0}+1\right)$-smooth total family $\widetilde{g}$ relative to $(M, \mathcal{C}, g)$ so that for all $p \in \mathcal{C}$, the $\hat{M}_{p}$-model of $\widetilde{g}$ is $\left(\Phi_{p}\right)_{*} \hat{g}_{b(p)}$, where

$$
\begin{equation*}
\Phi_{p}(\hat{t}, \hat{x})=(\hat{t}, \hat{x}) \tag{3.48}
\end{equation*}
$$

in the coordinates $(\hat{t}, \hat{x})$ on $\hat{M}_{b(p)}^{\circ}$ and the fiber-linear coordinates $\hat{t}=\mathrm{d} t$ and $\hat{x}^{j}=$ $\mathrm{d} x^{j}, j=1,2,3$, on $T_{\mathcal{C}} M$. More precisely, if we set $\hat{K}^{\circ}=\bigsqcup_{p \in \mathcal{C}} \Phi_{p}\left(\hat{K}_{b(p)}^{\circ}\right)$ and define $\widetilde{K} \subset \widetilde{M}$ as in Definition 3.15, then $\widetilde{g}$ is defined on $\widetilde{M} \backslash \widetilde{K}^{\circ}$.
(2) If $\mathcal{C}$ is a geodesic, then the total family $\widetilde{g}$ in part (1) can be defined so that $\widetilde{g}\left(t_{0}\right)$ -$\mathrm{e}^{-1}\left(\left(\Phi_{c\left(t_{0}\right)}\right) * \hat{g}_{b\left(c\left(t_{0}\right)\right)}\right) \in \hat{\rho}^{2} \mathcal{C}^{\infty}\left(\left\{t=t_{0}\right\} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$ for all $t_{0} \in I$, and so that

$$
\begin{equation*}
\left.\left(\epsilon^{-1}\left(\widetilde{g}-\widetilde{\beta}^{*} g\right)\right)\right|_{M_{\circ}} \equiv \frac{2 \mathfrak{m}}{r}\left(\mathrm{~d} t^{2}+\mathrm{d} r^{2}\right) \bmod \dot{\mathcal{C}}^{\infty}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right) \tag{3.49}
\end{equation*}
$$

near $\partial M_{\circ}$. Here, we extend the section $\mathrm{e}^{-1}\left(\Phi_{c\left(t_{0}\right)}\right)_{*} \hat{g}_{b\left(c\left(t_{0}\right)\right)} \in \mathcal{C}^{\infty}\left(\hat{M}_{c\left(t_{0}\right)} ; S^{2} \widetilde{T^{*}} \widetilde{M}\right)$ to $\left\{t=t_{0}\right\} \subset \widetilde{M}$ to be constant in $\epsilon$ in the space on the right in (3.4)..$^{36}$

Proof. The prescription $\left.\widetilde{g}\right|_{\hat{M}_{p}}=\mathrm{e}^{-1}\left(\left(\Phi_{p}\right)_{*} \hat{g}_{b(p)}\right)$ on $\hat{M}_{p}, p \in \mathcal{C}$, defines a smooth section $\left.\widetilde{g}\right|_{\hat{M}}$ of $S^{2} \widetilde{T}^{*} \widetilde{M}$ over $\hat{M} \backslash \hat{K}^{\circ}$. Now, the difference $\left.\widetilde{g}\right|_{\hat{M}_{p}}-\hat{\beta}^{*} g_{p}$ vanishes at $\partial \hat{M}_{p}$ as a section of $S^{2}{ }^{3 \mathrm{sc}, \vee} T^{*}\left(\breve{T}_{p} M\right)$; indeed, note that its image under e is $\left(\Phi_{p}\right)_{*} \hat{g}_{b(p)}-\hat{\eta}_{p}$, and recall (3.47). We conclude that $\left.\widetilde{g}\right|_{\hat{M}}$ and $\beta_{\circ}^{*} g$ are equal (as sections of $S^{2} \widetilde{T}(\widetilde{M})$ at the corner $\hat{M} \cap M_{\circ}$ (and indeed they are equal to the Minkowski metric $-\mathrm{d} t^{2}+\mathrm{d} x^{2}$ there). Therefore, there indeed exists a $\left(\emptyset, \mathbb{N}_{0}+1\right)$-smooth total family $\widetilde{g}$ which over $\widetilde{M} \backslash \widetilde{K}^{\circ}$ equals $\left.\widetilde{g}\right|_{\hat{M}}$ at $\hat{M}$ and $\beta_{\circ}^{*} g$ at $M_{\circ}$ (as a section of $S^{2} \widetilde{T^{*}} \widetilde{M}$ ).

[^23]For part (2), we note that Lemma 3.14 gives

$$
g(t, r, \omega)=-\mathrm{d} t^{2}+\mathrm{d} r^{2}+r^{2} \not q+g^{\prime}
$$

where $g^{\prime} \in \mathcal{C}^{\infty}\left(M ; S^{2} T^{*} M\right)$ vanishes quadratically at $x=0$. Moreover,

$$
\mathrm{e}^{-1}\left(\left(\Phi_{c\left(t_{0}\right)}\right)_{*} \hat{g}_{b\left(c\left(t_{0}\right)\right)}\right)=-\mathrm{d} t^{2}+\mathrm{d} r^{2}+r^{2} \not p+h\left(t_{0}, \frac{\epsilon}{r}, \omega\right)
$$

where $h$ is a smooth section of $S^{2} \widetilde{T}^{*} \widetilde{M}$ over $\hat{M}$ which vanishes simply at $\frac{\epsilon}{r}=0$, and which near $\partial \hat{M}$ and modulo $\left(\frac{\epsilon}{r}\right)^{2} \mathcal{C}^{\infty}=\rho_{\circ}^{2} \mathcal{C}^{\infty}$ is equal to $\frac{2 \mathfrak{m}\left(t_{0}\right)}{r / \epsilon}\left(\mathrm{d} t^{2}+\mathrm{d} r^{2}\right)$. We may then take

$$
\widetilde{g}\left(t_{0}\right)=-\mathrm{d} t^{2}+\mathrm{d} r^{2}+r^{2} \not g+\widetilde{\beta}^{*} g^{\prime}\left(t_{0}\right)+\hat{\chi}\left(t_{0}, x\right) h\left(t_{0}, \frac{\epsilon}{r}, \omega\right)
$$

where $\hat{\chi}$ is a cutoff function to the Fermi normal coordinate chart which is 1 near $x=0$. Since $\widetilde{\beta}^{*} f \subset \hat{\rho}^{2} \mathcal{C}^{\infty}(\widetilde{M})$ when $f \in \mathcal{C}^{\infty}(M)$ vanishes quadratically at $\mathcal{C}$, this has the required properties.
3.5.2. Spacelike hypersurfaces in $M$. Suppose now we are given a spacelike hypersurface $X \subset M$ with $X \cap \mathcal{C}=\{\mathfrak{p}\}$. Besides $\hat{X}_{\mathfrak{p}}^{\circ}=\left(T_{\mathfrak{p}} \mathcal{C}\right)^{\perp}$ (determined by $\mathcal{C}$ and $g$ ), we then have another hypersurface $T_{\mathfrak{p}} X \subset T_{\mathfrak{p}} M$ (determined by $X$ ) which is spacelike with respect to the Minkowski metric $\hat{\eta}_{\mathfrak{p}}$ from (3.44).

Definition 3.29 (Lorentz boosts). Fix as the generators $B_{j} \in \mathfrak{s o}(1,3), j=1,2,3$, of Lorentz boosts in the $\hat{x}^{j}$-direction on $\mathbb{R}_{\hat{t}} \times \mathbb{R}_{\hat{x}}^{3}$ the matrices $\left(B_{j}\right)_{p q}=\delta_{0 p} \delta_{j q}+\delta_{0 q} \delta_{j p}, 0 \leq$ $p, q \leq 3$, and let $\mathbf{B}=\left(B_{1}, B_{2}, B_{3}\right)$. Given a vector $\hat{\mathbf{w}} \in \mathbb{R}^{3}$, we define by $L(\hat{\mathbf{w}})=\exp (\hat{\mathbf{w}} \cdot \mathbf{B}) \in$ $S O(1,3)$ the Lorentz boost with rapidity $\hat{\mathbf{w}}$.

Identifying $\left(T_{\mathfrak{p}} M, \hat{\eta}_{\mathfrak{p}}\right) \cong\left(\mathbb{R}_{\hat{t}, \hat{x}}^{1+3}, \underline{g}\right)$ (and thus $\hat{X}_{\mathfrak{p}}^{\circ} \cong \mathbb{R}_{\hat{x}}^{3}$ ), there exists a unique Lorentz boost $L(\hat{\mathbf{w}}): T_{\mathfrak{p}} M \rightarrow T_{\mathfrak{p}} M$, where $\hat{\mathbf{w}} \in \hat{X}_{\mathfrak{p}}^{\circ}$, so that

$$
\begin{equation*}
L(\hat{\mathbf{w}})\left(\hat{X}_{\mathfrak{p}}^{\circ}\right)=T_{\mathfrak{p}} X \tag{3.50}
\end{equation*}
$$

(Equivalently, $L(\hat{\mathbf{w}})$ maps $T$ from (3.46) to the future unit normal of $X$ at $\mathfrak{p}$.) While $T_{\mathfrak{p}} X$ may not be globally spacelike for a Kerr metric $\hat{g}_{\mathfrak{p}}=\left(\Phi_{\mathfrak{p}}\right)_{*} \hat{g}_{b(\mathfrak{p})}$ (using (3.48)), it is spacelike near its boundary at infinity where $\hat{g}_{\mathfrak{p}}=\hat{\eta}_{\mathfrak{p}}+\mathcal{O}\left(\rho_{\circ}\right)$. Therefore, the initial data $(\hat{\gamma}, \hat{k})$ of $\hat{g}_{\mathfrak{p}}$ are well-defined on the complement of a large enough ball in $T_{\mathfrak{p}} X$, and there they are boosted Kerr initial data with rapidity $\hat{\mathbf{w}}$ determined by (3.50). See Figure 3.7.

There are two ways by which one can extend the lift of $\{0\} \times X$ to $\widetilde{M}$ to a spacelike (for small $\epsilon>0$ ) hypersurface in $\widetilde{M}$ equipped with a total family with respect to $g$ and with $\hat{M}_{\mathfrak{p}}$-model $\hat{g}_{\mathfrak{p}}$ : either one modifies $\widetilde{X} \subset \widetilde{M}$ near a compact subset of $\hat{M}_{\mathfrak{p}}^{\circ}$ so that the intersection of its lift to $\left[\widetilde{M} ; \hat{M}_{\mathfrak{p}}\right]$ (cf. the discussion around (3.6)) with the front face becomes spacelike for $\hat{g}_{\mathfrak{p}}$; or one passes to a suitable modification $X_{0}$ of $X$ with the property that $\widetilde{X_{0}}$ is spacelike for such $\widetilde{g}$. We implement the latter approach:

Lemma 3.30 (Modified spacelike hypersurface). Let $M, \mathcal{C}, g$ be as in §3.4. Let $X \subset M$ be spacelike with $X \cap \mathcal{C}=\{\mathfrak{p}\}$. Let $\mathcal{U} \subset X$ be an open neighborhood of $\mathfrak{p}$. Then there exists a spacelike hypersurface $X_{0} \subset M$ so that $X_{0} \backslash \mathcal{U}=X \backslash \mathcal{U}$, while $T_{\mathfrak{p}} X_{0}=\left(T_{\mathfrak{p}} \mathcal{C}\right)^{\perp}$ (with respect to $\left.\left.g\right|_{\mathfrak{p}}\right)$. In particular, if $\widetilde{g}$ is a total family with $\hat{M}_{\mathfrak{p}}$-model given by a Kerr metric


Figure 3.7. On the left: the timelike curve $\mathcal{C}$ and the spacelike hypersurface $X$ inside of $(M, g)$. On the right: geometry of $T_{\mathfrak{p}} M$ : the hypersurfaces $\hat{X}_{\mathfrak{p}}^{\circ}$ and $T_{\mathfrak{p}} X$ (which are related via a Lorentz boost) are both spacelike with respect to the Minkowski metric $\hat{\eta}_{\mathfrak{p}}$ induced by $(M, g)$ at $\hat{M}_{\mathfrak{p}}$. With respect to a subextremal Kerr metric $\left(\Phi_{\mathfrak{p}}\right)_{*} \hat{g}_{b}$ on $T_{\mathfrak{p}} M$ (sans the black hole interior), the hypersurface $\hat{X}_{\mathfrak{p}}^{\circ}$ is still spacelike, whereas $T_{\mathfrak{p}} X$ is spacelike only in the complement of a large enough spatial coordinate ball.
$\left(\Phi_{\mathfrak{p}}\right)_{*} \hat{g}_{b}$, and if $\mathcal{K} \subset M$ is compact, then $\widetilde{X_{0}} \subset \widetilde{M}$ is a spacelike hypersurface in $(\widetilde{M}, \widetilde{g})$ over $\widetilde{\beta}^{-1}\left(\left[0, \epsilon_{0}\right) \times \mathcal{K}\right)$ when $\epsilon_{0}>0$ is sufficiently small.

See Figure 3.8.


Figure 3.8. Illustration of Lemma 3.30: the spacelike hypersurface $X$ inside $(M, g)$ is modified near its intersection point $\mathfrak{p}$ with $\mathcal{C}$ to a new spacelike hypersurface $X_{0}$ for which $T_{\mathfrak{p}} X_{0}=\left(T_{\mathfrak{p}} \mathcal{C}\right)^{\perp}$, which is thus spacelike for Kerr metrics $\left(\Phi_{\mathfrak{p}}\right)_{*} \hat{g}_{b}$.

Proof of Lemma 3.30. On (1+1)-dimensional Minkowski space with coordinates $(t, x)$, the idea is the following: we want to modify the spacelike hypersurface $t=v x,|v|<1$, by a spacelike hypersurface which is tangent to the $x$-axis at the origin. We define the latter to be equal to $t=0$ for $|x|<1$, the (nonlinear) interpolation $t=\frac{|x|-1}{|x|} \frac{R_{0}}{R_{0}-1} v x$ for $1 \leq \pm x \leq R_{0}$, and $t=v x$ for $|x|>R_{0}$. In order for this to be spacelike, we need $\left|\frac{v R_{0}}{R_{0}-1}\right|<1$, which holds true for sufficiently large $R_{0}$ : if $|v|<1-2 \delta$, then $R_{0}=\frac{1-\delta}{\delta}$ (or any larger value) works with a $\delta$ to spare. Upon scaling the resulting hypersurface in space and time, we obtain an arbitrarily localized (near $(0,0)$ ) modification which, moreover, can be smoothed out to give a smooth hypersurface.

To prove the Lemma, we use Fermi normal coordinates $(t, x)$ along $\mathcal{C}$, with $(t, x)=(0,0)$ at $\mathfrak{p}$. The hypersurface $X$ is then the graph $\{(f(x), x):|x|<\delta\}$ of a smooth function $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ with $f(0)=0$; here $\delta>0$ is small enough so that the Fermi normal coordinates are valid in an open set $\mathcal{U}$ with $[-C, C] \times\{|x| \leq \delta\} \subset \mathcal{U}$ where $C=\sup _{|x| \leq \delta}|f(x)|$. The hypersurface $\hat{X}_{\mathfrak{p}}^{\circ} \subset T_{\mathfrak{p}} M$ is, in local coordinates, the tangent space at $(0,0)$ of $\{0\} \times \mathbb{R}^{3}$.

Moreover, the inverse metric is $g^{-1}=-\partial_{t}^{2}+\partial_{x}^{2}+\mathcal{O}(|x|)$. Upon shrinking $\delta>0$ further, we may assume that $\left|f^{\prime}(0)\right|<1-2 \delta$. Let $R_{0}=\frac{1-\delta}{\delta}$ and $R_{1} \in\left(R_{0}, R_{0}+1\right)$. Let $\chi \in \mathcal{C}^{\infty}([0, \infty))$ be a smoothed-out version of the function which is equal to 0 on $[0,1]$, equal to 1 on $\left[R_{1}, \infty\right)$, and given by $\frac{r-1}{r} \frac{R_{1}}{R_{1}-1}$ on $\left[1, R_{1}\right]$; we can arrange that $\chi(r)=0$ for $r \leq 1$, further $\chi(r)=1$ for $r \geq R_{0}+1$, and

$$
0 \leq \chi+r \chi^{\prime}=(r \chi)^{\prime} \leq \frac{R_{0}}{R_{0}-1} \quad \text { for } \quad 1 \leq r \leq R_{0}+1
$$

For $0<\eta<\frac{\delta}{R_{0}+1}$ chosen momentarily, we define

$$
X_{0}=\left\{\left(\chi\left(\frac{|x|}{\eta}\right) f(x), x\right):|x|<\delta\right\} \cup(X \backslash\{|x| \leq \delta\})
$$

We claim that for sufficiently small $\eta>0$, the differential of $t-\chi(|x| / \eta) f(x)$ is timelike; we only need to check this for $\eta \leq|x| \leq \eta\left(R_{0}+1\right)$. Passing to rescaled coordinates $\left(\frac{t}{\eta}, \frac{x}{\eta}\right)$ and letting $\eta \searrow 0$, it suffices to check this in the case that $f(x)=x \cdot v$ is linear with $|v|<1$ (using the Euclidean inner product and norm), with $g^{-1}=-\partial_{t}^{2}+\partial_{x}^{2}$, and with the scaling parameter $\eta$ absent. That is, we need to check that $|\nabla(\chi(|x|) x \cdot v)|<1$ (using the Euclidean gradient and norm). But the gradient has norm

$$
\left|\chi(|x|) v+|x| \chi^{\prime}(|x|) \frac{x}{|x|}\left(\frac{x}{|x|} \cdot v\right)\right| \leq\left(\chi(|x|)+|x| \chi^{\prime}(|x|)\right)|v|<\frac{R_{0}}{R_{0}-1}(1-2 \delta)=1-\delta<1
$$

as required. The final conclusion of the Lemma is now a consequence of Corollary 3.21(1).

## 4. The Einstein vacuum equations and their linearization

In this section, we discuss algebraic and analytic properties of the Einstein vacuum equations, with cosmological constant $\Lambda \in \mathbb{R}$,

$$
\begin{equation*}
\operatorname{Ric}(g)-\Lambda g=0 \tag{4.1}
\end{equation*}
$$

on a Lorentzian manifold $(M, g)$ and on the total gluing spacetime $\widetilde{M}$, defined as in Definition 3.1 with $\mathcal{C} \subset M$ a smooth embedded timelike curve diffeomorphic to the real line.
4.1. Constraint equations. Let $X$ be a 3 -dimensional manifold. For a Riemannian metric $\gamma \in \mathcal{C}^{\infty}\left(X ; S^{2} T^{*} X\right)$ and a symmetric 2 -tensor $k \in \mathcal{C}^{\infty}\left(X ; S^{2} T^{*} X\right)$, the constraints map is

$$
\begin{equation*}
P(\gamma, k ; \Lambda)=\left(P_{1}(\gamma, k ; \Lambda), P_{2}(\gamma, k)\right):=\left(R_{\gamma}-|k|_{\gamma}^{2}+\left(\operatorname{tr}_{\gamma} k\right)^{2}-2 \Lambda, \delta_{\gamma} k+\mathrm{d} \operatorname{tr}_{\gamma} k\right) \tag{4.2}
\end{equation*}
$$

where we recall that $R_{\gamma}=\operatorname{tr}_{\gamma} \operatorname{Ric}(\gamma)$ is the scalar curvature and $\delta_{\gamma}$ is the negative divergence. For any Lorentzian metric $g$ on $M$ and its initial data $(\gamma, k)$ at a spacelike hypersurface $X \subset M$ with unit normal $\nu \in \mathcal{C}^{\infty}\left(X ; T_{X} M\right)$-i.e. $\gamma(V, W)=g(V, W)$ and $k(V, W)=g\left(\nabla_{V} \nu, W\right), V, W \in T X$, are the first and second fundamental form of $X$, respectively-we have

$$
\begin{align*}
P_{1}(\gamma, k ; \Lambda) & =2 \mathrm{G}_{g}(\operatorname{Ric}(g)-\Lambda g)(\nu, \nu) \in \mathcal{C}^{\infty}(X)  \tag{4.3}\\
P_{2}(\gamma, k) & =-\mathrm{G}_{g}(\operatorname{Ric}(g)-\Lambda g)(\nu,-) \in \mathcal{C}^{\infty}\left(X ; T^{*} X\right)
\end{align*}
$$

where $\mathrm{G}_{g}=I-\frac{1}{2} g \operatorname{tr}_{g}$. (Note that $P_{2}$ is indeed independent of $\Lambda$.) In this sense, the constraint equations are equivalent to the validity of part of the Einstein vacuum equations at $X$. In particular, when $\operatorname{Ric}(g)-\Lambda g=0$, then $P(\gamma, k ; \Lambda)=0$.

We say that $(X, \gamma, k)$ has no KIDs ('Killing Initial Data sets') in $\mathcal{U}^{\circ}$ if the kernel of the formal adjoint $\left(D_{(\gamma, k)} P\right)^{*}$ on $\mathcal{C}^{\infty}\left(\mathcal{U} ; \underline{\mathbb{R}} \oplus T_{\mathcal{U}}^{*} X\right)$ is trivial, where $\mathcal{U}=\overline{\mathcal{U}^{\circ}}$. (We remark that the linearization of $P$ is independent of $\Lambda$.) The operator $\left(D_{(\gamma, k)} P\right)^{*}$ is overdetermined elliptic, and its kernel is automatically finite-dimensional. Furthermore, elements of $\operatorname{ker}\left(D_{(\gamma, k)} P\right)^{*}$ are smooth, and they are determined by their restriction to any nonempty open subset of $\mathcal{U}^{\circ}$. (See e.g. [Hin22, Lemma 4.3].) By [Mon75] or [FMM80, Lemma 2.2], the space of KIDs for $(X, \gamma, k)$ in $\mathcal{U}^{\circ}$ can be identified with the space of Killing vector fields in the maximal globally hyperbolic development of $\left(\mathcal{U}^{\circ},\left.\gamma\right|_{\mathcal{U}^{\circ}},\left.k\right|_{\mathcal{U}^{\circ}}\right)$. In particular, if a spacetime $(M, g)$ does not admit any Killing vector fields in some globally hyperbolic subset with Cauchy surface $\mathcal{U}^{\circ}$, then the initial data of $g$ at $\mathcal{U}^{\circ}$ have no KIDs (and vice versa).
4.2. Linearization and gauge fixing. The linearization of the Einstein vacuum operator $g \mapsto \operatorname{Ric}(g)-\Lambda g$ in $g$ is given by the second order differential operator

$$
\begin{equation*}
D_{g} \operatorname{Ric}-\Lambda=\frac{1}{2} \square_{g}-\delta_{g}^{*} \delta_{g} \mathrm{G}_{g}+\mathscr{R}_{g}-\Lambda, \tag{4.4}
\end{equation*}
$$

where $\left(\delta_{g} h\right)_{\mu}=-h_{\mu \nu ;}{ }^{\nu}$ and $\left(\delta_{g} \omega\right)_{\mu \nu}=\frac{1}{2}\left(\omega_{\mu ; \nu}+\omega_{\nu ; \mu}\right)$, and

$$
\left(\mathscr{R}_{g} h\right)_{\mu \nu}=R_{\kappa \mu \nu \lambda} h^{\kappa \lambda}+\frac{1}{2}\left(\operatorname{Ric}(g)_{\mu \kappa} h_{\nu}{ }^{\kappa}+\operatorname{Ric}(g)_{\kappa \nu} h_{\mu}{ }^{\kappa}\right) .
$$

We use the convention $R_{\kappa \mu \nu \lambda}=\left\langle\partial_{\kappa}, \operatorname{Riem}(g)\left(\partial_{\nu}, \partial_{\lambda}\right) \partial_{\mu}\right\rangle$ where $\operatorname{Riem}(g)\left(\partial_{\nu}, \partial_{\lambda}\right)=\left[\nabla_{\nu}, \nabla_{\lambda}\right]$. See for example [GL91, Equation (2.4)].

From now on, we shall assume that $g$ solves (4.1), and $(M, g)$ is globally hyperbolic. The linearized Einstein operator is analytically rather ill-behaved. The operator $D_{g} \operatorname{Ric}-\Lambda \in$ Diff ${ }^{2}\left(M ; S^{2} T^{*} M\right)$ has an infinite-dimensional kernel which contains all pure gauge metric perturbations, i.e. all symmetric 2 -tensors which are of the form $\delta_{g}^{*} \omega$ where $\omega$ is any 1 -form on $M$ (and $\omega$ may even be a distribution). The formal adjoint

$$
\begin{equation*}
\left(D_{g} \operatorname{Ric}-\Lambda\right)^{*}=\mathrm{G}_{g} \circ\left(D_{g} \operatorname{Ric}-\Lambda\right) \circ \mathrm{G}_{g} \tag{4.5}
\end{equation*}
$$

likewise has an infinite-dimensional kernel which contains all dual pure gauge perturbations $\mathrm{G}_{g} \delta_{g}^{*} \omega$, with $\omega$ again an arbitrary 1-form. Therefore, the cokernel of $D_{g}$ Ric (acting on any reasonable space of tensors) is infinite-dimensional. Towards a characterization of the cokernel, recall the second Bianchi identity $\delta_{g} \mathrm{G}_{g} \operatorname{Ric}(g)=0$ (and thus also $\delta_{g} \mathrm{G}_{g}(\operatorname{Ric}(g)-$ $\Lambda g)=0$ ), which holds for all metrics $g$ regardless of the validity of the Einstein vacuum equations. If $g$ solves (4.1), then upon linearizing this identity in $g$ we also obtain the linearized second Bianchi identity

$$
\begin{equation*}
\delta_{g} \mathrm{G}_{g} \circ\left(D_{g} \operatorname{Ric}-\Lambda\right)=0 . \tag{4.6}
\end{equation*}
$$

Thus, symmetric 2-tensors in the range of $D_{g} \operatorname{Ric}-\Lambda$ necessarily lie in ker $\delta_{g} \mathrm{G}_{g}$. The converse is not always true, and indeed generally fails when $(M, g)$ admits nontrivial Killing vectors, as demonstrated in [Hin23b].

A typical equation we need to solve in the course of our gluing construction is ${ }^{37}$

$$
\begin{equation*}
\left(D_{g} \operatorname{Ric}-\Lambda\right) h=f, \quad f \in \mathcal{C}^{\infty} \cap \operatorname{ker} \delta_{g} \mathrm{G}_{g} . \tag{4.7}
\end{equation*}
$$

We explain the procedure for solving this equation, following [Hin23b], as we will encounter it in a variety of contexts later on. In order to pass to a hyperbolic equation admitting a

[^24]well-posed forcing (or initial value) problem, one adds a gauge fixing term; we shall work here with generalized harmonic coordinate gauges, which take the form $\delta_{g} \mathrm{G}_{g} h-\theta=0$ where $\theta \in \mathcal{C}^{\infty}\left(M ; T^{*} M\right)$ is fixed but may be chosen arbitrarily. The gauge-fixed linearized Einstein equation is then
\[

$$
\begin{equation*}
\left(D_{g} \operatorname{Ric}-\Lambda\right) h+\delta_{g}^{*}\left(\delta_{g} \mathrm{G}_{g} h-\theta\right)=\left(\frac{1}{2} \square_{g}+\mathscr{R}_{g}-\Lambda\right) h-\delta_{g}^{*} \theta=f \tag{4.8}
\end{equation*}
$$

\]

Upon specifying Cauchy data

$$
\begin{equation*}
h_{0}=\left.h\right|_{X}, \quad h_{1}=\left.\nabla_{\nu} h\right|_{X} \tag{4.9}
\end{equation*}
$$

for $h$ at some Cauchy hypersurface $X \subset M$ with future unit normal $\nu$, there exists a unique solution $h$ of (4.8). This solves (4.7) provided the gauge 1-form $\eta:=\delta_{g} \mathrm{G}_{g} h-\theta$ vanishes. By virtue of (4.6), $\eta$ satisfies the decoupled equation

$$
\square_{g}^{\mathcal{C}} \eta=0, \quad \square_{g}^{\mathcal{C}}:=2 \delta_{g} \mathrm{G}_{g} \circ \delta_{g}^{*}
$$

where $\square_{g}^{\mathcal{C}}$ is a wave operator on 1 -forms (i.e. its principal symbol is scalar and equal to that of $\square_{g}$ ). Thus, one needs to ensure that $\eta$ has trivial Cauchy data $\left.\eta\right|_{X},\left.\nabla_{\nu} \eta\right|_{X} \in$ $\mathcal{C}^{\infty}\left(X ; T_{X}^{*} M\right)$. (We stress that these are 1 -forms on $M$ defined over $X$, and not 1-forms on $X$.) But if $\left.\eta\right|_{X}=0$, then the vanishing of $\left.\nabla_{\nu} \eta\right|_{X}$ is easily seen to be equivalent to that of $\left(\mathrm{G}_{g} \delta_{g}^{*} \eta\right)(\nu,-) \in \mathcal{C}^{\infty}\left(X ; T_{X}^{*} M\right)$. Now, applying $\mathrm{G}_{g}$ to the $\operatorname{PDE}$ (4.8) and plugging $\nu$ into the first slot of the resulting equation at $X$, we obtain

$$
D_{(\gamma, k)} P(\dot{\gamma}, \dot{k})+\left(\mathrm{G}_{g} \delta_{g}^{*} \eta\right)(\nu,-)=\left(\mathrm{G}_{g} f\right)(\nu,-)
$$

Here, $\dot{\gamma}$ and $\dot{k}$ are the linearized first and second fundamental form corresponding to the linearized Cauchy data $h_{0}, h_{1}$. Requiring the second term on the left to vanish is thus equivalent to a PDE for $(\dot{\gamma}, \dot{k})$.

To summarize, in our approach to solving (4.7), we need to choose $h_{0}, h_{1}, \theta$ so that

$$
\begin{align*}
D_{(\gamma, k)} P(\dot{\gamma}, \dot{k}) & =\left(\mathrm{G}_{g} f\right)(\nu,-)  \tag{4.10}\\
\eta=\delta_{g} \mathrm{G}_{g} h-\theta & =0 \tag{4.11}
\end{align*}
$$

at $X$ where $h$ is related to $h_{0}, h_{1}$ via (4.9). If ${ }^{38}$ one can solve the first equation, then one can pick $h_{0}, h_{1}$ which induce the data $\dot{\gamma}, \dot{k}$. Such $h_{0}, h_{1}$ always exist (see Remark 4.1 below), but they are not unique. One may then take $\theta \in \mathcal{C}^{\infty}\left(M ; T^{*} M\right)$ to be any 1-form with value $\delta_{g} \mathrm{G}_{g} h$ at $X$; note here that the 1 -form $\left.\left(\delta_{g} \mathrm{G}_{g} h\right)\right|_{X} \in \mathcal{C}^{\infty}\left(X ; T_{X}^{*} M\right)$ only depends on $h_{0}, h_{1}$. This arranges (4.10). Having thus fixed $\theta, h_{0}, h_{1}$, the solution $h$ of the gauge-fixed equation (4.8) satisfies $\eta=0$ on $M$ and thus also (4.7).

Remark 4.1 (Existence of Cauchy data inducing linearized initial data). In order to build Cauchy data $\left(h_{0}, h_{1}\right)$ from $(\dot{\gamma}, \dot{k})$, note first that on a small open neighborhood $\mathcal{M} \subset \mathbb{R} \times X$ of $\{0\} \times X$, the $\operatorname{map} \mathcal{M} \ni(s, p) \mapsto \exp _{p}(s \nu)$ is a diffeomorphism onto a neighborhood of $X$. Splitting the tangent bundle of $M$ in this collar neighborhood into $\left\langle\partial_{s}\right\rangle \oplus T X$, the metric $g$ then takes the block form

$$
g(s, p)=\left(\begin{array}{cc}
-1 & 0 \\
0 & \gamma(s)
\end{array}\right), \quad \gamma(0)=\gamma, \quad \gamma^{\prime}(0)=2 k
$$

[^25]We may thus take

$$
h_{0}=\left(\begin{array}{cc}
0 & 0 \\
0 & \dot{\gamma}
\end{array}\right), \quad h_{1}=\left(\begin{array}{cc}
0 & 0 \\
0 & 2 \dot{k}
\end{array}\right) .
$$

4.3. Linearization on the total gluing spacetime. In the notation of Definition 3.15, let $\widetilde{g}$ denote a $(\hat{\mathcal{E}}, \mathcal{E})$-smooth total family (relative to $M, \mathcal{C}, g)$ on the total gluing spacetime $\widetilde{M} \backslash \widetilde{K}^{\circ}$; we write $\hat{g}=\left(\hat{g}_{p}\right)_{p \in \mathcal{C}}$ for its $\hat{M}$-model. Corollary 3.20 implies that

$$
\begin{align*}
\operatorname{Err}: & =\operatorname{Ric}(\widetilde{g})-\Lambda \widetilde{g} \in \widetilde{\beta}^{*} \mathcal{C}^{\infty}\left(M ; S^{2} \widetilde{T}^{*} M\right)+\mathcal{A}_{\mathrm{phg}}^{\left(\mathbb{N}_{0} \cup \hat{\mathcal{E}}\right)-2, \mathcal{E}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right),  \tag{4.12}\\
& \mathrm{e}^{-1}\left(\left.\left(\epsilon^{2} \operatorname{Err}\right)\right|_{\hat{M}}\right)=\operatorname{Ric}(\hat{g}),\left.\quad \operatorname{Err}\right|_{M_{\circ}}=\beta_{\circ}^{*}(\operatorname{Ric}(g)-\Lambda g) .
\end{align*}
$$

We fix cutoff functions $\hat{\chi}, \chi_{\circ} \in \mathcal{C}^{\infty}(\widetilde{M})$ to collar neighborhoods of $\hat{M}, M_{\circ}$ as in (3.5).
Lemma 4.2 (Linearization and its model operators). The linearization of the Einstein vacuum operator $\mathfrak{g} \mapsto \operatorname{Ric}(\mathfrak{g})-\Lambda \mathfrak{g}$ at $\widetilde{g}$ (defined on each fiber $\widetilde{M}_{\epsilon}, \epsilon>0$, of $\widetilde{M}$ as the linearization at $\left.\left.\widetilde{g}\right|_{\widetilde{M}_{\epsilon}}\right)$ satisfies

$$
\begin{aligned}
D_{\widetilde{g}} \operatorname{Ric}-\Lambda & \in \widetilde{\beta}^{*}\left(\operatorname{Diff}^{2}\left(M ; S^{2} T^{*} M\right)\right)+\mathcal{A}_{\mathrm{phg}}^{(\mathbb{N o} \cup \hat{\mathcal{E}})-2, \mathcal{E}} \operatorname{Diff}_{\mathrm{se}}^{2}\left(\widetilde{M} \backslash \widetilde{K}^{\mathrm{o}} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) \\
& \subset \mathcal{A}_{\mathrm{phg}}^{\left(\mathbb{N}_{0} \cup \hat{\mathcal{E}}\right)-2, \mathbb{N}_{0} \cup \mathcal{E}} \operatorname{Diff}_{\mathrm{se}}^{2}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T^{*}} \widetilde{M}\right) .
\end{aligned}
$$

Its normal operators are

$$
\mathrm{e} \circ N_{\hat{M}}\left(\epsilon^{2}\left(D_{\tilde{g}} \operatorname{Ric}-\Lambda\right)\right) \circ \mathrm{e}^{-1}=D_{\hat{g}} \operatorname{Ric}, \quad N_{M_{\circ}}\left(D_{\widetilde{g}} \operatorname{Ric}-\Lambda\right)=\beta^{*}\left(D_{g} \operatorname{Ric}-\Lambda\right) .
$$

Proof. The structure of $D_{\widetilde{g}}$ Ric $-\Lambda$ and the identification of its normal operators follows immediately from the formula (4.4), the expressions for the normal operators in Lemma 3.19 and Corollary 3.20, and the multiplicativity of the normal operator maps.

We next study the extent to which the linearization provides an approximation to the nonlinear Einstein operator. The part of the following result concerning $M_{\circ}$ will suffice for our purposes; at $\hat{M}$ on the other hand we will need significantly more refined descriptions in $\S 10$.

Proposition 4.3 (Accuracy of the linearization). Let $\hat{\mathcal{F}}^{\prime}, \mathcal{F}^{\prime} \subset \mathbb{C} \times \mathbb{N}_{0}$ denote two index sets with $\operatorname{Re} \hat{\mathcal{F}}^{\prime}, \operatorname{Re} \mathcal{F}^{\prime}>0$, and let $\widetilde{h} \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}, \mathcal{F}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T^{*}} \widetilde{M}\right)$. Denote by $\hat{\mathcal{F}}, \mathcal{F}$ the nonlinear closures of $\hat{\mathcal{F}}^{\prime}, \mathcal{F}^{\prime}$. Then

$$
\begin{equation*}
L:=(\operatorname{Ric}(\widetilde{g}+\widetilde{h})-\Lambda(\widetilde{g}+\widetilde{h}))-(\operatorname{Ric}(\widetilde{g})-\Lambda \widetilde{g}) \subset \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}+\left(\mathbb{N}_{0} \cup \hat{\mathcal{E}}\right)-2, \mathcal{F}+\left(\mathbb{N}_{0} \cup \mathcal{E}\right)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) . \tag{4.13}
\end{equation*}
$$

To leading order at $\hat{M}$ and $M_{\circ}$, the tensor $L$ has the following description.
(1) (Accuracy near $M_{0}$.) Let us regard $g$ as an $\epsilon$-independent section of $S^{2} \widetilde{T}^{*} \widetilde{M}^{\prime}$ over $\widetilde{M^{\prime}}$ in order to define $D_{g} \operatorname{Ric}-\Lambda$ as an $\epsilon$-independent differential operator on sections of $S^{2} \widetilde{T^{*}} \widetilde{M^{\prime}}$, and lift it to $\widetilde{M}$. Then

$$
\begin{equation*}
L-\chi_{\circ}\left(D_{g} \operatorname{Ric}-\Lambda\right)\left(\chi_{\circ} \widetilde{h}\right) \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}+(\mathbb{N} 0 \cup \hat{\mathcal{E}})-2,(\mathcal{F}+\mathcal{E}) \cup 2 \mathcal{F}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) . \tag{4.14}
\end{equation*}
$$

(2) (Accuracy near $\hat{M}$.) Extend the zero energy operator family $\widehat{D_{\hat{g}} \operatorname{Ric}}(0)$ (which we recall is a vertical b-differential operator on $\hat{M}$ ) to an $\epsilon$-independent operator on
$[0,1)_{\epsilon} \times \hat{M}$ and identify it on supp $\hat{\chi}$ with an operator on $\widetilde{M}$ via the (coordinatedependent) diffeomorphism (3.4) from Lemma 3.2. Then

$$
\begin{equation*}
L-\epsilon^{-2} \hat{\chi} \mathrm{e}^{-1}\left(\widehat{D_{\hat{g}} \operatorname{Ric}}(0)(\hat{\chi} \mathrm{e}(\widetilde{h}))\right) \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}+\left(\left(\mathbb{N}_{0}+1\right) \cup \hat{\mathcal{E}}\right)-2, \mathcal{F}+\left(\mathbb{N}_{0} \cup \mathcal{E}\right)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) \tag{4.15}
\end{equation*}
$$

Proof. Since $L$ is polyhomogeneous by Corollary 3.20, it suffices to work near the interiors of $M_{\circ}$ and $\hat{M}$, i.e. away from the corner of $\widetilde{M}$, in order to determine the index sets in (4.13)(4.15).

Let us first work near $\left(M_{\circ}\right)^{\circ}$, where $\widetilde{g} \equiv g \bmod \mathcal{A}_{\text {phg }}^{\mathcal{E}}$, where we abbreviate $\mathcal{A}_{\text {phg }}^{\mathcal{E}}:=$ $\mathcal{A}_{\mathrm{phg}}^{\mathcal{E}}\left([0,1) ; \mathcal{C}^{\infty}\left(M \backslash \mathcal{C} ; S^{2} T^{*} M\right)\right) ;{ }^{39}$ and $\widetilde{h} \in \mathcal{A}_{\mathrm{phg}}^{\mathcal{F}}$. Then

$$
(\widetilde{g}+\widetilde{h})^{-1}-\widetilde{g}^{-1} \equiv-\widetilde{g}^{-1} \widetilde{h} \widetilde{g}^{-1} \bmod \mathcal{A}_{\mathrm{phg}}^{2 \mathcal{F}+\left(\mathbb{N}_{0} \cup \mathcal{E}\right)} \subset \mathcal{A}_{\mathrm{phg}}^{\mathcal{F}+\left(\mathbb{N}_{0} \cup \mathcal{E}\right)},
$$

since, in local coordinates, finite products of components of $\widetilde{g}^{-1}$ lie in $\mathcal{A}_{\text {phg }}^{\mathbb{N} \circ \mathcal{E}}$, while $k$-fold products of components of $\widetilde{h}$, with $k \geq 2$, lie in $\mathcal{A}_{\mathrm{phg}}^{k \mathcal{F}} \subset \mathcal{A}_{\mathrm{phg}}^{2 \mathcal{F}}$. This verifies the second index set in (4.13), and moreover gives

$$
\begin{aligned}
L-\left(D_{\widetilde{g}} \operatorname{Ric}-\Lambda\right)(\widetilde{h}) & =(\operatorname{Ric}(\widetilde{g}+\widetilde{h})-\Lambda(\widetilde{g}+\widetilde{h}))-(\operatorname{Ric}(\widetilde{g})-\Lambda \widetilde{g})-\left(D_{\widetilde{g}} \operatorname{Ric}-\Lambda\right)(\widetilde{h}) \\
& \in \mathcal{A}_{\mathrm{phg}}^{2 \mathcal{F}+\left(\mathbb{N}_{0} \cup \mathcal{E}\right)} .
\end{aligned}
$$

Note then further that $D_{\tilde{g}} \operatorname{Ric}-D_{g} \operatorname{Ric} \in \mathcal{A}_{\text {phg }}^{\mathcal{E}}\left([0,1) ; \operatorname{Diff}^{2}\left(M \backslash \mathcal{C} ; S^{2} T^{*} M\right)\right)$, which when evaluated on $\widetilde{h}$ gives an element of $\mathcal{A}_{\mathrm{phg}}^{\mathcal{F}+\mathcal{E}}$. Since $\left(2 \mathcal{F}+\left(\mathbb{N}_{0} \cup \mathcal{E}\right)\right) \cup(\mathcal{F}+\mathcal{E})=(2 \mathcal{F} \cup(2 \mathcal{F}+$ $\mathcal{E})) \cup(\mathcal{F}+\mathcal{E})=(\mathcal{F}+\mathcal{E}) \cup 2 \mathcal{F}$, this verifies the second index set in (4.14).

Regarding the second index set of (4.15), we note that $\epsilon^{-2} \hat{\chi} \mathrm{e}^{-1} \circ \widehat{D_{\hat{g}} \operatorname{Ric}}(0) \circ \hat{\chi} \mathrm{e} \in$ $\epsilon^{-2} \rho_{\mathrm{o}}^{2} \operatorname{Diff}_{\mathrm{se}}^{2}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) \subset \hat{\rho}^{-2} \operatorname{Diff}_{\mathrm{b}}^{2}$ maps $\widetilde{h}$ near $\left(M_{\circ}\right)^{\circ}$ into an element of $\mathcal{A}_{\mathrm{ph}}^{\mathcal{F}}$; it then remains to use (4.13) to conclude.

We next turn to a neighborhood of $\hat{M}^{\circ}$ where we use the smooth coordinates $\epsilon \geq 0$, $t \in I$, and $\hat{x}=\frac{x}{\epsilon} \in \mathbb{R}^{3}$. It suffices to evaluate (4.13)-(4.15) at a single fiber $\hat{M}_{p}^{\circ}, p=c\left(t_{0}\right)$, of $\hat{M}^{\circ}$; we do this in by passing to the 'fast time' coordinate $\hat{t}:=\frac{t-t_{0}}{\epsilon}$. Thus,

$$
\begin{equation*}
\epsilon \geq 0, \quad \hat{t} \in \mathbb{R}, \quad \hat{x} \in \mathbb{R}^{3} \tag{4.16}
\end{equation*}
$$

are local coordinates near the interior of the front face of $\left[\widetilde{M} ; \hat{M}_{p}\right]$, and the map e: $\mathrm{d} z^{\mu} \mathrm{d} z^{\nu} \mapsto$ $\mathrm{d} \hat{z}^{\mu} \mathrm{d} \hat{z}^{\nu}, z=(t, x), \hat{z}=(\hat{t}, \hat{x})$, is given by multiplication by $\epsilon^{2}$; cf. Remark 3.6. We thus consider

$$
\epsilon^{2} \mathrm{e} L=\left(\operatorname{Ric}(\mathrm{e} \widetilde{g}+\mathrm{e} \widetilde{h})-\epsilon^{2} \Lambda(\mathrm{e} \widetilde{g}+\mathrm{e} \widetilde{h})\right)-\left(\operatorname{Ric}(\mathrm{e} \widetilde{g})-\epsilon^{2} \Lambda \mathrm{e} \widetilde{g}\right) .
$$

By Definition 3.15, we have

$$
\mathrm{e} \widetilde{g} \equiv \hat{g}_{p} \bmod \mathcal{A}_{\mathrm{phg}}^{\left(\mathbb{N}_{0}+1\right) \cup \hat{\mathcal{E}}}:=\mathcal{A}_{\mathrm{phg}}^{\left(\mathbb{N}_{0}+1\right) \cup \hat{\mathcal{E}}}\left([0,1)_{\epsilon} ; \mathcal{C}^{\infty}\left(\mathbb{R}^{4} \backslash\left(\mathbb{R} \times \hat{K}_{p}^{\circ}\right) ; S^{2} T^{*} \mathbb{R}^{4}\right)\right)
$$

and $\mathrm{e} \widetilde{h} \in \mathcal{A}_{\text {phg }}^{\hat{F}}$. Carefully note also the improved regularity

$$
\begin{equation*}
\partial_{\hat{t}}^{j}(\mathrm{e} \widetilde{h}) \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}+j}, \quad j \in \mathbb{N}, \tag{4.17}
\end{equation*}
$$

${ }^{39}$ This is the same as the space $\mathcal{A}_{\mathrm{phg}}^{\mathcal{E}}\left(\widetilde{M^{\prime}} \backslash([0,1) \times \mathcal{C}) ; S^{2} \widetilde{T}^{*} \widetilde{M}^{\prime}\right)$.
of $\widetilde{h}$ in the fast time variable; this follows from $\partial_{\hat{t}}=\epsilon \partial_{t}$. Therefore,

$$
(\mathrm{e} \widetilde{g}+\mathrm{e} \widetilde{h})^{-1}-\mathrm{e} \widetilde{g}^{-1} \equiv-\mathrm{e} \widetilde{g}^{-1} \widetilde{h} \widetilde{g}^{-1} \bmod \mathcal{A}_{\mathrm{phg}}^{2 \hat{\mathcal{F}}+(\mathbb{N} 0 \cup \hat{\mathcal{E}})} \subset \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}+(\mathbb{N} \mathrm{N} \cup \hat{\mathcal{E}})}
$$

and thus

$$
\epsilon^{2} \mathrm{e} L \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}+\left(\mathbb{N}_{0} \cup \hat{\mathcal{E}}\right)}, \quad \epsilon^{2} \mathrm{e} L-\left(D_{\mathrm{e} \tilde{g}} \operatorname{Ric}-\epsilon^{2} \Lambda\right)(\mathrm{e} \tilde{h}) \in \mathcal{A}_{\mathrm{phg}}^{2 \hat{\mathcal{F}}+\left(\mathbb{N}_{0} \cup \hat{\mathcal{E}}\right)}
$$

similarly to above. But in view of (4.17),

$$
D_{\mathrm{e} \widetilde{g}} \operatorname{Ric}(\mathrm{e} \widetilde{h}) \equiv \widehat{D_{\hat{g}_{p}} \operatorname{Ric}}(0)(\mathrm{e} \widetilde{h}) \bmod \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}+\left(\left(\mathbb{N}_{0}+1\right) \cup \hat{\mathcal{E}}\right)}
$$

and $\epsilon^{2} \Lambda(\mathrm{e} \breve{h}) \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}+2}$ is of even lower order. This gives (4.15).
Finally, the verification of the $\hat{M}$-index set of (4.14) uses that $\chi_{\circ}\left(D_{g} \operatorname{Ric}-\Lambda\right) \chi_{\circ} \in$ $\chi{ }_{\circ} r^{-2} \operatorname{Diff}_{\mathrm{se}}^{2}\left(\widetilde{M} ; S^{2} \widetilde{T^{*}} \widetilde{M}\right)$ maps $\widetilde{h}$ into $\mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}-2}$ near $\hat{M}^{\circ}$.

## 5. Setup and statement of the main result

Definition 5.1 (Gluing data). Gluing data are a tuple ( $M, g, \mathfrak{p}, v, \mathfrak{m}, \mathfrak{a}, \Lambda$ ) with the following properties:
(1) $(M, g)$ is a smooth open globally hyperbolic Lorentzian manifold which satisfies the Einstein vacuum equations with cosmological constant $\Lambda \in \mathbb{R}$, that is,

$$
\operatorname{Ric}(g)-\Lambda g=0
$$

(2) $\mathfrak{p} \in M$, and $v \in T_{\mathfrak{p}} M$ is a future timelike unit vector;
(3) $\mathfrak{m}>0, \mathfrak{a} \in T_{\mathfrak{p}} M, \mathfrak{a} \perp v,|\mathfrak{a}|<\mathfrak{m}$ (so $\mathfrak{m},|\mathfrak{a}|$ are subextremal Kerr black hole parameters);
(4) there exists a precompact connected open neighborhood $\mathcal{U}_{M}^{\circ} \subset M$ of $\mathfrak{p}$ so that $\left(\mathcal{U}_{M}^{\circ},\left.g\right|_{\mathcal{U}_{M}^{\circ}}\right)$ does not have any nontrivial Killing vector fields.
(Kerr(-de Sitter) spacetimes violate (4); we discuss the modifications required to handle this case in $\S 12$.) Given such gluing data, we shall fix the following further objects.
(5) We write $c: I \rightarrow M$ (with $I \subseteq \mathbb{R}$ an open interval) for the maximally extended arc-length parameterized timelike geodesic with $c(0)=\mathfrak{p}$ and $c^{\prime}(0)=v$, and we denote by $\mathcal{C}=c(I) \subset M$ its image. We denote by $\widetilde{M}=[[0,1) \times M ;\{0\} \times \mathcal{C}]$ the total gluing spacetime of Definition 3.1, with boundary hypersurfaces $\hat{M}$ and $M_{\circ}$.
(6) We fix Fermi normal coordinates

$$
\begin{equation*}
(t, x) \in \mathbb{R} \times \mathbb{R}^{3}, \quad t \in I, \quad r=|x|<r_{0}(t) \tag{5.1}
\end{equation*}
$$

along $\mathcal{C}$, with $\mathfrak{p}=(0,0)$; we require $r_{0} \in \mathcal{C}^{\infty}(I)$ to satisfy $0<r_{0}(t)<\frac{1}{2}$ for all $t \in I$. In these coordinates, identify $\mathfrak{a} \in\left(T_{\mathfrak{p}} \mathcal{C}\right)^{\perp} \subset T_{\mathfrak{p}} M$ with a vector in $\mathbb{R}^{3}$, denoted $\mathfrak{a}$ still.
(7) By $X \subset M$ we denote a Cauchy hypersurface with $X \cap \mathcal{C}=\{\mathfrak{p}\}$ and $T_{\mathfrak{p}} X \perp$ $T_{\mathfrak{p}} \mathcal{C}$, and we let $\mathcal{U}^{\circ} \subset X$ denote a smoothly bounded precompact connected open neighborhood of $\mathfrak{p}$ so that the domain of dependence of $\mathcal{U}^{\circ}$ contains $\mathcal{U}_{M}^{\circ}$. (See Remarks 5.2 and 5.3 below.)
(8) We let $\widetilde{g}_{0} \in \mathcal{C}^{\infty}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$ denote a $\left(\emptyset, \mathbb{N}_{0}+1\right)$-smooth total family as produced by Lemma 3.28(2); here

$$
\widetilde{K}=\{(\epsilon, t, x):|\epsilon x| \leq \mathfrak{m}\}
$$

is as in Definition 3.15 for the choice $\hat{K}_{p}=\Phi_{p}\left(\hat{K}_{\mathfrak{m}, \mathfrak{a}}\right) \subset \hat{M}_{p}$ (with $\Phi_{p}$ given by Lemma 3.28, and $\hat{K}_{\mathfrak{m}, \mathfrak{a}}=\left\{\hat{x} \in \mathbb{R}^{3}:|\hat{x}| \leq \mathfrak{m}\right\}$ as in Definition 3.25). We write $\hat{g}_{p}$ for the $\hat{M}_{p}$-model of $\widetilde{g}$, and $\hat{g}=\left(\hat{g}_{p}\right)_{p \in \mathcal{C}}$ for the $\hat{M}$-model of $\widetilde{g}$. Thus, when expressing $\hat{g}$ in the frame $\mathrm{d} \hat{t}, \mathrm{~d} \hat{x}$ (where $\hat{t}=\mathrm{d} t(-), \hat{x}=\mathrm{d} x(-)$ ) on $T_{p} M$, it is equal to the Kerr metric $\hat{g}_{\mathfrak{m}, \mathfrak{a}}=\hat{g}_{\mathfrak{m}, \mathfrak{a}}(\hat{x} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x})$ and thus $t$-independent.
(9) We write $(\gamma, k)$ for the initial data of $(M, g)$ at $X$; that is, $\gamma \in \mathcal{C}^{\infty}\left(X ; S^{2} T^{*} X\right)$ is the induced metric, and $k \in \mathcal{C}^{\infty}\left(X ; S^{2} T^{*} X\right)$ is the second fundamental form of $X \subset M$.
(10) We define the total gluing space $\widetilde{X}$ as a subset of $\widetilde{M}$ as in $\S 3.2$.

Remark 5.2 (Choice of $X$ ). By Lemma 3.30, we can always modify a given Cauchy hypersurface intersecting $\mathcal{C}$ at $\mathfrak{p}$ in an arbitrarily small neighborhood of $\mathfrak{p}$ to a hypersurface satisfying the stated orthogonality condition; if we make this modification inside of a convex neighborhood of $\mathfrak{p}$, the modified hypersurface is guaranteed to be a Cauchy hypersurface still.

Remark 5.3 (Existence of $\mathcal{U}^{\circ} ;$ KIDs). As the set $\mathcal{U}^{\circ} \subset X$ in item (7) above, we may take any smoothly bounded precompact connected open set containing the set $\mathcal{V} \subset X$ of the intersection points with $X$ of all maximally extended causal curves emanating from a point in $\overline{\mathcal{U}_{M}^{\circ}}$. Note that since $\overline{\mathcal{U}_{M}^{\circ}}$ is compact and $(M, g)$ is globally hyperbolic, the set $\mathcal{V}$ is compact. As recalled in $\S 4.1$, we then conclude that $(X, \gamma, k)$ has no KIDs in $\mathcal{U}^{\circ}$. We also recall from [Hin22, Remark 4.13] that for all sufficiently small $\delta>0$, the nonexistence of KIDs persists on the subset of $\mathcal{U}^{\circ}$ consisting of all points with distance larger than $\delta>0$ from $\partial \overline{\mathcal{U}}^{0}$.
Theorem 5.4 (Main theorem, precise version). Given gluing data ( $M, g, \mathfrak{p}, v, \mathfrak{m}, \mathfrak{a}, \Lambda$ ), define $\mathcal{C}, X \subset M$ and $\widetilde{K} \subset \widetilde{M}$ as above. Then there exists a $(\hat{\mathcal{E}}, \mathcal{E})$-smooth (with index sets $\hat{\mathcal{E}} \subset\left(3+\mathbb{N}_{0}\right) \times \mathbb{N}_{0}$ and $\mathcal{E} \subset(1,0)_{+} \cup\left(\left(3+\mathbb{N}_{0}\right) \times \mathbb{N}_{0}\right)$ ) total family $\widetilde{g}$ on $\widetilde{M} \backslash \widetilde{K}^{\circ}$ (see Definition 3.15) with respect to $g$ (i.e. $\left.\widetilde{g}\right|_{M_{\circ}}=\beta_{\circ}^{*} g$ ) and with $\hat{M}$-model equal to $\hat{g}$ (i.e. with $\hat{M}_{p}$-model equal to the Kerr metric $\hat{g}_{b}=\hat{g}_{\mathfrak{m}, \mathfrak{a}}$ for all $p \in \mathcal{C}$, as in point (8) above) so that
(1) $\widetilde{g}$ is a formal solution of the Einstein vacuum equations with cosmological constant $\Lambda$ at $\epsilon=0$ and at $\widetilde{X}$. That is, in a neighborhood of $(\hat{M} \backslash \widetilde{K}) \cup M_{\circ}$,

$$
\begin{equation*}
\operatorname{Ric}(\widetilde{g})-\Lambda \widetilde{g} \tag{5.2}
\end{equation*}
$$

is a smooth section of $S^{2} \widetilde{T} * \widetilde{M}$ over $\widetilde{M} \backslash \widetilde{K}^{\circ}$ which vanishes to infinite order at $\hat{M}$, $M_{\circ}$, and $\widetilde{X} \subset \widetilde{M}$;
(2) $\widetilde{g}$ is equal to $g$ outside the domain of influence of a compact subset of $\mathcal{U}^{\circ}$;
(3) $\mathrm{e} \widetilde{g}$ is equal to the Kerr metric $\hat{g}_{b}$ at $\hat{M}$ modulo quadratically vanishing error terms, in the sense that in Fermi normal coordinates around $\mathcal{C}$, the components of

$$
\mathrm{e} \widetilde{g}(\epsilon, t, \hat{x} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x})-\hat{g}_{b}(\hat{x} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x})
$$

in the frame $\mathrm{d} \hat{t}, \mathrm{~d} \hat{x}$ vanish quadratically at $\epsilon=0$.
The set $\widetilde{K}$ which we excise lies inside the interior of the small Kerr black hole glued along $\hat{M}$, and is indeed disjoint from the event horizon at $\epsilon=0$. See Figure 5.1.


Figure 5.1. Illustration of Theorem 5.4. On the left: the total family $\widetilde{g}$ solves the Einstein vacuum equations (5.2) to infinite order at $\epsilon=0$ (the union of $\hat{M}$ and $M_{\circ}$ ) and at $\widetilde{X}$. A set $\widetilde{K}=\{\hat{r}=|\hat{x}| \leq \mathfrak{m}\}$ in the interior of the small Kerr black hole is excised (not shown here). On the right: the background spacetime ( $M, g$ ), and timelike geodesic $\mathcal{C}$ along which we want to glue in a small Kerr black hole, and a spacelike hypersurface $X$; the lift of $[0,1)_{\epsilon} \times X$ to $\widetilde{M}$ is $\widetilde{X}$ on the left.

As outlined in $\S 1.2$, the proof of Theorem 5.4 consists of two steps.
(I) Construction of a formal solution $\widetilde{g}_{\infty}$ at $\epsilon=0$; that is, $\widetilde{g}_{\infty}$ is a total family with respect to $g$ and with $\hat{M}$-model $\hat{g}$ which satisfies

$$
\operatorname{Ric}\left(\widetilde{g}_{\infty}\right)-\Lambda \widetilde{g}_{\infty} \in \epsilon^{\infty} \mathcal{C}^{\infty}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$

This forms the main part of the paper and is accomplished in $\S \S 7-10$ following some preliminary calculations in $\S 6$; see Theorem 10.27.
(II) Correction of $\widetilde{g}_{\infty}$ to $\widetilde{g}=\widetilde{g}_{\infty}+\widetilde{h}$ where $\widetilde{h}$ vanishes to infinite order at $\epsilon=0$, and so that $\widetilde{g}$ satisfies the Einstein vacuum equations also to infinite order at $\widetilde{X}$. This step is the subject of $\S 11$; it is considerably easier and can be read independently. See Theorem 11.1.

The combination of Theorems 10.27 and 11.1 proves Theorem 5.4.

## 6. Geometric differential operators on Minkowski space

In this section, we compute the explicit form of various geometric operators on Minkowski space which are related to the Einstein equations. A key concept which we recall here as well is the decomposition of tensors on $\mathbb{S}^{2}$ into scalar and vector type components.
6.1. Spherical harmonics. Geometric differential operators on the unit sphere $\left(\mathbb{S}^{2}, g\right)$ are denoted with a slash, so $\phi$ is the standard metric, $₫$ is the exterior derivative, $\phi=\delta_{g}$ is the (negative) divergence, $\phi^{*}$ the symmetric gradient, $t / r=\operatorname{tr}_{g}$ is the trace, and $\Delta=\Delta_{g}$ the non-negative (tensor) Laplacian. For $l \in \mathbb{N}_{0}$, we define the $(2 l+1)$-dimensional space of spherical harmonics of degree $l$ on $\mathbb{S}^{2}$ by

$$
\mathbf{S}_{l}=\operatorname{ker}(\Delta-l(l+1)) \subset \mathcal{C}^{\infty}\left(\mathbb{S}^{2}\right)
$$

Definition 6.1 (1-form and symmetric 2-tensor spherical harmonics). Let $l \in \mathbb{N}$.
(1) (1-forms.) We say that a 1-form $\omega \in \mathcal{C}^{\infty}\left(\mathbb{S}^{2} ; T^{*} \mathbb{S}^{2}\right)$ is of scalar type $l$ if $\omega=\not \subset$ for some $S \in \mathbf{S}_{l} \cdot{ }^{40}$ We say that $\omega$ is of vector type $l$ if $\omega=\star \notin \mathrm{S}$, where $*$ is the Hodge star operator on $\left(\mathbb{S}^{2}, \mathfrak{g}\right)$; we denote by

$$
\mathbf{V}_{l}=\left\{* \notin \mathbf{S}: \mathbf{S} \in \mathbf{S}_{l}\right\} \subset \mathcal{C}^{\infty}\left(\mathbb{S}^{2} ; T^{*} \mathbb{S}^{2}\right)
$$

the space of all vector type $l 1$-forms.
(2) (Symmetric 2-tensors.) We say that $h \in \mathcal{C}^{\infty}\left(\mathbb{S}^{2} ; S^{2} T^{*} \mathbb{S}^{2}\right)$ is of scalar type $l$ if $h=$ $\phi_{0}^{*} d \mathrm{~S}+\mathrm{S}^{\prime} \phi$ with $\mathrm{S}, \mathrm{S}^{\prime} \in \mathbf{S}_{l}$; here $\phi_{0}^{*}=\phi^{*}+\frac{1}{2}, \phi \phi$ is the trace-free part of the symmetric gradient. We say that $h$ is of vector type $l$ if $h=\phi^{*} \mathrm{~V}$ for some $\mathrm{V} \in \mathbf{V}_{l}$.

For brevity, we call elements of $\mathbf{S}_{l}$ also sl functions; similarly, vl 1-forms are 1-forms of vector type $l$, and likewise for scalar type 1 -forms and for symmetric 2 -tensors on $\mathbb{S}^{2}$.

We say that a function, 1 -form, or tensor is of pure type if it is of scalar type $l$ or vector type $l$ for some $l \in \mathbb{N}_{0}$. Recall that since $\not d$ has injective principal symbol, every $\omega \in \mathcal{C}^{\infty}\left(\mathbb{S}^{2} ; T^{*} \mathbb{S}^{2}\right)$ can be uniquely decomposed as $\omega=\notin u+v$ where $u \in \mathcal{C}^{\infty}\left(\mathbb{S}^{2}\right)$ and $v \in \mathcal{C}^{\infty}\left(\mathbb{S}^{2} ; T^{*} \mathbb{S}^{2}\right) \cap \operatorname{ker} \not^{*}$, i.e. $\not \subset v=0$; this means $\not \subset \notin v=0$, and since $\mathbb{S}^{2}$ has trivial first cohomology, we can further write $\notin v=\not v v^{\prime}$ for $v^{\prime} \in \mathcal{C}^{\infty}\left(\mathbb{S}^{2}\right)$. (In total, $\omega=\nless u-\nless \phi v^{\prime}$.) Expanding $u, v^{\prime}$ into spherical harmonics, we thus conclude that every smooth 1 -form on $\mathbb{S}^{2}$ can be expanded into a (rapidly convergent) sum of 1-forms of pure type.

We have a similar decomposition of symmetric 2-tensors $h \in \mathcal{C}^{\infty}\left(\mathbb{S}^{2} ; S^{2} T^{*} \mathbb{S}^{2}\right)$ : using that $\phi_{0}^{*}$ is elliptic, and recalling that there do not exist nontrivial divergence- and tracefree symmetric 2-tensors on $\mathbb{S}^{2}\left[\right.$ Hig87], we can write $h=u \notin+\phi_{0}^{*} \omega$ with $u \in \mathcal{C}^{\infty}\left(\mathbb{S}^{2}\right)$ and $\omega \in \mathcal{C}^{\infty}\left(\mathbb{S}^{2} ; T^{*} \mathbb{S}^{2}\right)$; decomposing $u$ and $\omega$ into their pure type components shows that $h$ can be written as a sum of pure type tensors as well. We remark that the case $l=1$ is special in that

$$
\phi_{0}^{*} d S=0 \quad \forall S \in \mathbf{S}_{1}, \quad \phi^{*} V=0 \quad \forall V \in \mathbf{V}_{1} .
$$

The second identity is a re-statement of the fact that the elements of $\mathbf{V}_{1}$ are (dual to) rotations on $\mathbb{S}^{2}$ and thus are Killing 1 -forms. The first identity only needs to be checked for $S$ equal to the height function on $\mathbb{S}^{2} \subset \mathbb{R}^{3}$, in which case $\phi^{-1}(\mathbb{}(S,-)$ is related, via stereographic projection from the south pole, to the radial vector field on $\mathbb{R}^{2}$, which is a conformal Killing vector field indeed.

Definition 6.2 (Projections onto pure types). Given a function, 1-form, or symmetric 2 -tensor $q$ on $\mathbb{S}^{2}$, we denote by

$$
\pi_{\mathrm{sl}}(q), \quad \pi_{\mathrm{vl}}(q)
$$

its scalar type $l$, resp. vector type $l$ part.
Example 6.3 (Some projections). Regarding $\mathbb{S}^{2}$ as the unit sphere in $\mathbb{R}_{x}^{3}$, write $\omega^{j}=\frac{x^{j}}{|x|}$. If $u \in \mathcal{C}^{\infty}\left(\mathbb{S}^{2}\right)$, then $\pi_{\mathrm{s} 0}(u)=\frac{1}{4 \pi} \int_{\mathbb{S}^{2}} u \mathrm{~d} g$ and $\pi_{\mathrm{s} 1}(u)=\sum_{j=1}^{3}\left(\frac{3}{4 \pi} \int_{\mathbb{S}^{2}} u \omega^{j} \mathrm{~d} g\right) \omega^{j}$, where we use that $\frac{1}{4 \pi} \int_{\mathbb{S}^{2}} \omega^{j} \omega^{l} \mathrm{~d} \phi=\frac{1}{3} \delta^{j l}$ (Kronecker delta). For $\omega \in \mathcal{C}^{\infty}\left(\mathbb{S}^{2} ; T^{*} \mathbb{S}^{2}\right)$, we have

$$
\pi_{\mathrm{s} 1}(\omega)=\sum_{j=1}^{3}\left(\frac{1}{4 \pi} \int_{\mathbb{S}^{2}}\left\langle\omega, \phi \omega^{j}\right\rangle \mathrm{d} \not \ell\right) \frac{3}{2} \phi \omega^{j}
$$

the factor $\frac{3}{2}$ here is the reciprocal of $\frac{1}{4 \pi}\left\langle\phi \omega^{j}, \phi \omega^{j}\right\rangle_{L^{2}\left(\mathbb{S}^{2} ; T^{*} \mathbb{S}^{2}\right)}=\frac{1}{4 \pi}\left\langle\phi \phi \omega^{j}, \omega^{j}\right\rangle_{L^{2}\left(\mathbb{S}^{2}\right)}=\frac{2}{3}$.

[^26]We next discuss these notions in terms of the representation theory of $O(3)=S O(3) \times$ $(\mathbb{Z} / 2 \mathbb{Z})$. The representation of $S O(3)$ on $\mathbf{S}_{l}$ via pullback of functions on $S O(3)$ is the unique (up to isomorphism) complex $(2 l+1)$-dimensional representation $\rho_{l}$. Note moreover that elements of $\mathbf{S}_{l}$ are even, resp. odd with respect to the antipodal map $-I$ for even, resp. odd $l$. On the other hand, $-I$ reverses orientation, thus $(-I) \circ *=-\star \circ(-I)$. Therefore,

$$
O(3) \text { acts (via pullback) on }\left\{\begin{array} { l } 
{ \mathbf { S } _ { l } } \\
{ \mathbf { V } _ { l } }
\end{array} \text { as the representation } \left\{\begin{array}{ll}
\rho_{l} \otimes(-1)^{l}, & l \geq 0, \\
\rho_{l} \otimes(-1)^{l+1}, & l \geq 1
\end{array}\right.\right.
$$

We then recall that $\rho_{l} \otimes \rho_{l^{\prime}} \cong \rho_{\left|l-l^{\prime}\right|} \oplus \cdots \oplus \rho_{l+l^{\prime}}$, and $\rho_{l} \otimes_{s} \rho_{l} \cong \rho_{2 l} \oplus \rho_{2 l-2} \oplus \cdots \oplus \rho_{0}$. For example, $\mathbf{V}_{1} \otimes_{s} \mathbf{V}_{1} \subset \mathcal{C}^{\infty}\left(\mathbb{S}^{2} ; T^{*} \mathbb{S}^{2}\right)$, as an $S O(3)$-representation, is isomorphic to $\rho_{0} \oplus \rho_{2}$; and since it is even under $-I$, we must have

$$
\begin{equation*}
\mathbf{V}_{1} \otimes_{s} \mathbf{V}_{1} \cong \mathbf{S}_{0} \oplus \mathbf{S}_{2} \tag{6.1}
\end{equation*}
$$

as $O(3)$-representations. That is, if $\mathrm{V} \in \mathbf{V}_{1}$, then $\mathrm{V} \otimes_{s} \mathrm{~V}$ is the sum of a scalar type 0 symmetric 2-tensor (i.e. a constant multiple of $g$ ) and a scalar type 2 symmetric 2tensor. Explicitly, for $\mathrm{V}=\partial_{\phi}^{b}=\sin ^{2} \theta \mathrm{~d} \phi$, one finds $\mathrm{V} \otimes_{s} \mathrm{~V}=\frac{1}{3} \phi+\left(Y \phi+\oint_{0}^{*} \phi Y\right)$ where $Y=\frac{1}{2} \sin ^{2} \theta-\frac{1}{3} \in \mathbf{S}_{2}$. The 'vector type 0 ' representation $\rho_{0} \otimes(-1)$, given by $O(3) \ni A \mapsto$ $(v \mapsto(\operatorname{det} A) v), v \in \mathbf{V}_{0}:=\mathbb{C}$, is not realized by tensors on $\mathbb{S}^{2}$. Thus, for example, while $\mathbf{S}_{1} \otimes \mathbf{V}_{1} \cong \mathbf{V}_{0} \oplus \mathbf{S}_{1} \oplus \mathbf{V}_{2}$ as representations, the space $\left\{f \omega: f \in \mathbf{S}_{1}, \omega \in \mathbf{V}_{1}\right\} \subset \mathcal{C}^{\infty}\left(\mathbb{S}^{2} ; T^{*} \mathbb{S}^{2}\right)$ is isomorphic to $\mathbf{S}_{1} \oplus \mathbf{V}_{2}$. Explicitly, the map $\mathbf{S}_{1} \otimes \mathbf{V}_{1} \ni(f, \omega) \mapsto f \omega$ has 1-dimensional kernel spanned by $\sum \omega^{j} \otimes \not \approx d \omega^{j}$ since $\sum \omega^{j} \nVdash d \omega^{j}=\frac{1}{2} \nVdash \& \sum\left(\omega^{j}\right)^{2}$ and $\sum\left(\omega^{j}\right)^{2}=1$.

Lemma 6.4 (Identities for spherical harmonics). Let $l \in \mathbb{N}_{0}$, and $\mathrm{S} \in \mathbf{S}_{l}$. Then

$$
\begin{align*}
& \phi(d \mathrm{~S})=l(l+1) \mathrm{S}, \quad \phi^{*}(\phi \mathrm{~S})=\phi_{0}^{*} \phi \mathrm{~S}-\frac{l(l+1)}{2} \nsubseteq \mathrm{~S}, \quad \Delta(\phi \mathrm{~S})=(l(l+1)-1) \mathrm{S},  \tag{6.2}\\
& \Delta(. g \mathrm{~S})=l(l+1), \phi \mathrm{S}, \quad \phi\left(\phi_{0}^{*} \phi \mathrm{~S}\right)=\frac{l(l+1)-2}{2} \phi \mathrm{~S}, \quad \Delta\left(\phi_{0}^{*} d \mathrm{~S}\right)=(l(l+1)-4) \phi_{0}^{*} \phi \mathrm{~S} . \tag{6.3}
\end{align*}
$$

For $l \in \mathbb{N}$ and $\mathrm{V} \in \mathbf{V}_{l}$, we have

$$
\begin{equation*}
\Delta \mathrm{V}=(l(l+1)-1) \mathrm{V}, \quad \phi \phi^{*} \mathrm{~V}=\frac{l(l+1)-2}{2} \mathrm{~V}, \quad \Delta \phi^{*} \mathrm{~V}=(l(l+1)-4) \phi^{*} \mathrm{~V} \tag{6.4}
\end{equation*}
$$

Proof. The first two identities in (6.2) and the first identity in (6.3) follow directly from the definitions and $[\Delta, g]=0$. The third identity in (6.2) follows from the fact that the Hodge Laplacian and the tensor Laplacian on 1-forms on a Riemannian manifold ( $\mathcal{M}, g$ ) are related via $\Delta_{g}+\operatorname{Ric}(g)=\mathrm{d} \delta_{g}+\delta_{g} \mathrm{~d}$; but $\operatorname{Ric}(g)=g$ acts as the identity operator on $\mathcal{C}^{\infty}\left(\mathbb{S}^{2} ; T^{*} \mathbb{S}^{2}\right)$, so $\Delta d=(\not d \phi+\not \phi d-1) \notin=\not((\Delta-1)$ on functions. Since $[\Delta, *]=0$, this also implies the first identity in (6.4).

For a 1 -form $\omega$ on a Riemannian manifold ( $\mathcal{M}, g$ ), we have

$$
\begin{aligned}
\left(2 \delta_{g} \delta_{g}^{*} \omega\right)_{\mu} & =-2\left(\delta_{g}^{*} \omega\right)_{\mu \nu ;}{ }^{\nu}=-\omega_{\mu ; \nu}{ }^{\nu}-\omega_{\nu ; \mu}{ }^{\nu}=-\omega_{\mu ; \nu}{ }^{\nu}-\omega_{\nu ;}{ }_{\mu}{ }_{\mu}+g^{\nu \lambda}\left(\omega_{\nu ; \lambda \mu}-\omega_{\nu ; \mu \lambda}\right) \\
& =\left(\left(\Delta_{g}+\mathrm{d} \delta_{g}\right) \omega\right)_{\mu}+g^{\nu \lambda} R^{\rho}{ }_{\nu \lambda \mu} \omega_{\rho}=\left(\left(\Delta_{g}+\mathrm{d} \delta_{g}-\operatorname{Ric}(g)\right) \omega\right)_{\mu} .
\end{aligned}
$$

On $\left(\mathbb{S}^{2}, \phi\right)$, this implies $\phi_{\phi^{*}}=\frac{1}{2}(\Delta+\phi \phi-1)$, which in view of $\phi \vee=0$ proves the second identity in (6.4). The second identity in (6.3) follows similarly from

$$
\phi\left(\phi_{0}^{*} d S\right)=\not \phi^{*} \notin S+\phi\left(\frac{l(l+1)}{2} \nsubseteq S\right)=\frac{1}{2}(2 l(l+1)-2) \notin S-\frac{l(l+1)}{2} d S .
$$

Finally, for $\omega \in \mathcal{C}^{\infty}\left(M ; T^{*} M\right)$ on an $n$-dimensional Riemannian manifold $(\mathcal{M}, g)$ with constant sectional curvature $K$, so $R^{\rho}{ }_{\mu \nu \lambda}=K\left(g_{\mu \lambda} \delta_{\nu}^{\rho}-g_{\mu \nu} \delta_{\lambda}^{\rho}\right)$, we compute

$$
\begin{aligned}
& 2\left(\Delta_{g} \delta_{g}^{*} \omega\right)_{\mu \nu}=-g^{\kappa \lambda}\left(\omega_{\mu ; \nu \kappa \lambda}+\omega_{\nu ; \mu \kappa \lambda}\right) \\
&=-g^{\kappa \lambda}\left(\omega_{\mu ; \kappa \lambda \nu}+\omega_{\nu ; \kappa \lambda \mu}+R^{\rho}{ }_{\mu \nu \lambda} \omega_{\rho ; \kappa}+R^{\rho}{ }_{\kappa \nu \lambda} \omega_{\mu ; \rho}+R^{\rho}{ }_{\nu \mu \lambda} \omega_{\rho ; \kappa}+R^{\rho}{ }_{\kappa \mu \lambda} \omega_{\nu ; \rho}\right. \\
&\left.\quad \quad+\left(\left(R^{\rho}{ }_{\mu \nu \kappa}+R^{\rho}{ }_{\nu \mu \kappa}\right) \omega_{\rho}\right)_{; \lambda}\right) \\
&= 2\left(\delta_{g}^{*} \Delta_{g} \omega\right)_{\mu \nu}-K g^{\kappa \lambda}\left(g_{\mu \lambda} \omega_{\nu ; \kappa}-g_{\mu \nu} \omega_{\lambda ; \kappa}+g_{\kappa \lambda} \omega_{\mu ; \nu}-g_{\kappa \nu} \omega_{\mu ; \lambda}\right. \\
&\left.\quad+g_{\nu \lambda} \omega_{\mu ; \kappa}-g_{\nu \mu} \omega_{\lambda ; \kappa}+g_{\kappa \lambda} \omega_{\nu ; \mu}-g_{\kappa \mu} \omega_{\nu ; \lambda}\right) \\
& \quad-K\left(g_{\mu \kappa} \omega_{\nu ;}{ }^{\kappa}-g_{\mu \nu} \omega_{\kappa ;}{ }^{\kappa}+g_{\nu \kappa} \omega_{\mu ;}{ }^{\kappa}-g_{\nu \mu} \omega_{\kappa ;}{ }^{\kappa}\right) \\
&= 2\left(\left(\delta_{g}^{*}\left(\Delta_{g}-(n+1) K\right)-2 K g \delta_{g}\right) \omega\right)_{\mu \nu} .
\end{aligned}
$$

On the 2 -sphere, with $n=2$ and $K=1$, this gives

$$
\Delta \phi^{*}=\phi^{*}(\Delta-3)-2 \phi \not \phi .
$$

Since $\$ \vee=0$, this implies the third identity in (6.4), and after a short calculation also the last identity in (6.3).

Using the representation theory of $O(3)$, or by direct computation, one can check that if $E=\mathbb{R}, T^{*} \mathbb{S}^{2}, S^{2} T^{*} \mathbb{S}^{2}$ and $u, v \in \mathcal{C}^{\infty}\left(\mathbb{S}^{2} ; E\right)$ are of different pure types, then $\langle u, v\rangle_{L^{2}\left(\mathbb{S}^{2} ; E\right)}=$ 0 where we use the volume density and fiber inner product induced by $g$ to define the $L^{2}$ inner product. As an example of an explicit check, we have for $\mathrm{S} \in \mathbf{S}_{l}$ and $\mathrm{V} \in \mathbf{V}_{l^{\prime}}, l, l^{\prime} \in \mathbb{N}$, the identity $\left\langle\phi_{0}^{*} \phi \mathrm{~S}, \overleftarrow{\phi}^{*} \mathrm{~V}\right\rangle=\left\langle\phi^{*} \phi \mathrm{~S}, \phi^{*} \mathrm{~V}\right\rangle=\left\langle\phi \mathrm{S}, \not{ }_{\phi} \dot{\phi}^{*} \mathrm{~V}\right\rangle=\frac{1}{2}\left(l^{\prime}\left(l^{\prime}+1\right)-2\right)\langle\phi \mathrm{S}, \mathrm{V}\rangle$ (using (6.4)), which vanishes after another integration by parts since $\not \subset \vee=0$.
6.2. Operators on Minkowski space. We write $\underline{g}=-\mathrm{d} t^{2}+\mathrm{d} x^{2}=-\mathrm{d} t^{2}+\mathrm{d} r^{2}+r^{2} \not g$ for the Minkowski metric on $\mathbb{R}_{t} \times \mathbb{R}_{x}^{3}$, and

$$
\underline{\delta}=\delta_{\underline{g}}, \quad \underline{\delta}^{*}=\delta_{\underline{g}}^{*}, \quad \underline{\operatorname{tr}}=\operatorname{tr}_{\underline{g}}, \quad \underline{\mathrm{G}}=\mathrm{G}_{\underline{g}}=I-\frac{1}{2} \underline{g} \underline{\operatorname{tr}}, \quad \square=\square_{\underline{g}} .
$$

Polar coordinates on $\mathbb{R}^{3}$ are denoted $r=|x|, \omega=\frac{x}{|x|} \in \mathbb{S}^{2}$; we write $\rho=r^{-1}$ for the inverse radial coordinate. In $r>0$, we introduce the double null coordinates ${ }^{41}$

$$
x^{0}=t+r=t_{*}+2 r, \quad x^{1}=t-r=: t_{*},
$$

in terms of which we have

$$
\begin{aligned}
& \underline{g}=-\mathrm{d} x^{0} \mathrm{~d} x^{1}+r^{2} \not g \quad=-\mathrm{d} t_{*}^{2}-2 \mathrm{~d} t_{*} \mathrm{~d} r+r^{2} \not g, \\
& \underline{g}^{-1}=-4 \partial_{0} \otimes_{s} \partial_{1}+r^{-2} \dot{q}^{-1}=-2 \partial_{t_{*}} \otimes_{s} \partial_{r}+\partial_{r}^{2}+r^{-2} \phi^{-1} .
\end{aligned}
$$

We write $x^{a}(a=2,3)$ for coordinates on $\mathbb{S}^{2}$, and use the letters $a, b, c, d \in\{2,3\}$ for spherical indices. The Christoffel symbols of $\underline{g}$ in the coordinates $x^{0}, x^{1}, x^{a}$ all vanish, with the exception of

$$
\begin{equation*}
\underline{\Gamma}_{0 b}^{c}=\frac{1}{2} r^{-1} \delta_{b}^{c}, \quad \underline{\Gamma}_{1 b}^{c}=-\frac{1}{2} r^{-1} \delta_{b}^{c}, \quad \underline{\Gamma}_{a b}^{0}=-r \phi_{a b}, \quad \underline{\Gamma}_{a b}^{1}=r \not \phi_{a b}, \quad \underline{\Gamma}_{a b}^{c}=\nvdash_{a b}^{c} . \tag{6.5a}
\end{equation*}
$$

[^27]In particular, this gives

$$
\begin{equation*}
\underline{g}^{\mu \nu} \underline{\Gamma}_{\mu \nu}^{0}=-2 r^{-1}, \quad \underline{g}^{\mu \nu} \underline{\Gamma}_{\mu \nu}^{1}=2 r^{-1}, \quad \underline{g}^{\mu \nu} \underline{\Gamma}_{\mu \nu}^{c}=r^{-2} g^{a b} \ddot{F}_{a b}^{c} . \tag{6.5b}
\end{equation*}
$$

We introduce the bundle splittings

$$
\begin{align*}
T^{*} \mathbb{R}^{4}= & \left\langle\mathrm{d} x^{0}\right\rangle \oplus\left\langle\mathrm{d} x^{1}\right\rangle \oplus r T^{*} \mathbb{S}^{2}, \\
S^{2} T^{*} \mathbb{R}^{4}= & \left\langle\left(\mathrm{d} x^{0}\right)^{2}\right\rangle \oplus\left\langle 2 \mathrm{~d} x^{0} \mathrm{~d} x^{1}\right\rangle \oplus\left(2 \mathrm{~d} x^{0} \otimes_{s} r T^{*} \mathbb{S}^{2}\right)  \tag{6.6}\\
& \oplus\left\langle\left(\mathrm{d} x^{1}\right)^{2}\right\rangle \oplus\left(2 \mathrm{~d} x^{1} \otimes_{s} r T^{*} \mathbb{S}^{2}\right) \oplus r^{2} S^{2} T^{*} \mathbb{S}^{2} .
\end{align*}
$$

(That is, we write a covector $\omega$ at a point in $\mathbb{R}^{4} \backslash r^{-1}(0)$ as $\omega=\omega_{0} \mathrm{~d} x^{0}+\omega_{1} \mathrm{~d} x^{1}+r \psi$ where $\psi \in T^{*} \mathbb{S}^{2}$.) In these splittings, the fiber inner products on $T^{*} \mathbb{R}^{4}$, resp. $S^{2} T^{*} \mathbb{R}^{4}$ induced by $\underline{g}$ take the form

$$
\left(\begin{array}{ccc}
0 & -2 & 0  \tag{6.7}\\
-2 & 0 & 0 \\
0 & 0 & g^{-1}
\end{array}\right), \quad \text { resp. }\left(\begin{array}{cccccc}
0 & 0 & 0 & 4 & 0 & 0 \\
0 & 8 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -4 g^{-1} & 0 \\
4 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -4 g^{-1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & g_{2}^{-1}
\end{array}\right),
$$

where $\phi_{2}^{-1}$ is the fiber inner product on $S^{2} T^{*} \mathbb{S}^{2}$. Tensor calculations in the splittings (6.6) require careful bookkeeping of $r$-weights.
Definition 6.5 ( $r$-weights). For $N \in \mathbb{N}$ and $\mu_{1}, \ldots, \mu_{N} \in\{0,1,2,3\}$, define

$$
s\left(\mu_{1}, \ldots, \mu_{N}\right):=\#\left\{i \in\{1, \ldots, N\}: \mu_{i} \in\{2,3\}\right\}
$$

Given a tensor $T$ with components $T_{\mu_{1} \ldots \mu_{N}}{ }^{\nu_{1} \ldots \nu_{K}}$, we then set

$$
T_{\overline{\mu_{1}} \ldots \overline{\mu_{N}}}^{\overline{\nu_{1} \ldots} \overline{\nu_{K}}}:=r^{s\left(\nu_{1}, \ldots, \nu_{K}\right)-s\left(\mu_{1}, \ldots, \mu_{N}\right)} T_{\mu_{1} \ldots \mu_{N}}{ }^{\nu_{1} \ldots \nu_{K}} .
$$

We similarly define the weighted Christoffel symbols $\underline{\Gamma}_{\bar{\mu} \bar{\nu}}^{\bar{\kappa}}:=r^{s(\kappa)-s(\mu, \nu)} \underline{\Gamma}_{\mu \nu}^{\kappa}$, which are thus all zero except for

$$
\begin{equation*}
\underline{\Gamma}_{0 \bar{b}}^{\bar{c}}=\frac{1}{2} r^{-1} \delta_{b}^{c}, \quad \underline{\Gamma}_{1 \bar{b}}^{\bar{c}}=-\frac{1}{2} r^{-1} \delta_{b}^{c}, \quad \Gamma_{\bar{a} \bar{b}}^{0}=-r^{-1} \phi_{a b}, \quad \underline{\Gamma}_{\bar{a} \bar{b}}^{1}=r^{-1} \phi_{a b}, \quad \quad_{\bar{a} \bar{b}}^{\bar{c}}=r^{-1} \not^{\prime} c{ }_{a b}^{c} . \tag{6.8}
\end{equation*}
$$

For example, for $\omega=\omega_{0} \mathrm{~d} x^{0}+\omega_{1} \mathrm{~d} x^{1}+r \psi$, we have $\omega_{\overline{0}}=\omega_{0}, \omega_{\overline{1}}=\omega_{1}$, and $\omega_{\bar{a}}=\psi_{a}$.
Lemma 6.6 (Form of geometric operators on Minkowski space). We work in the bundle splittings (6.6) and in the coordinates $\left(t_{*}, \rho, \omega\right)=\left(t-|x|, \frac{1}{|x|}, \frac{x}{|x|}\right)$.
(1) Acting on 1-forms, we have

$$
\begin{aligned}
& \square=-2 \partial_{t_{*}} \rho\left(\rho \partial_{\rho}-1\right)+\widehat{\emptyset}(0), \quad \widehat{\square}(0)=\rho^{2}\left(-\left(\rho \partial_{\rho}\right)^{2}+\rho \partial_{\rho}+\Delta+\left(\begin{array}{ccc}
1 & -1 & -\not{\phi} \\
-1 & 1 & \phi \\
-2 \not \subset & 2 \not \subset & 1
\end{array}\right)\right), \\
& \underline{\delta}^{*}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
\frac{1}{2} & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \frac{1}{2} \\
0 & 0 & 0
\end{array}\right) \partial_{t_{*}}+\widehat{\underline{\delta}}^{*}(0), \quad \widehat{\underline{\delta}}^{*}(0)=\rho\left(\begin{array}{ccc}
-\frac{1}{2} \rho \partial_{\rho} & 0 & 0 \\
\frac{1}{4} \rho \partial_{\rho} & -\frac{1}{4} \rho \partial_{\rho} & 0 \\
\frac{1}{2} \phi & 0 & -\frac{1}{4}\left(\rho \partial_{\rho}+1\right) \\
0 & \frac{1}{2} \rho \partial_{\rho} & 0 \\
0 & \frac{1}{2} \phi & \frac{1}{4}\left(\rho \partial_{\rho}+1\right) \\
\phi & -\not, j & \phi^{*}
\end{array}\right) .
\end{aligned}
$$

Here, $\Delta$ is the block-diagonal operator all of whose diagonal entries are equal to the respective (tensor) Laplacian on the standard 2-sphere.
(2) Acting on symmetric 2-tensors, we have $\mathrm{tr}=(0,-4,0,0,0, \mathrm{tr})$,

$$
\begin{aligned}
& \square=-2 \partial_{t_{*}} \rho\left(\rho \partial_{\rho}-1\right)+\widehat{\emptyset}(0),
\end{aligned}
$$

$$
\begin{aligned}
& \underline{\mathbf{G}}=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{4}+\mathrm{t} \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 2 \phi & 0 & 0 & 0 & \mathrm{G}_{\phi}
\end{array}\right), \\
& \underline{\delta}=\left(\begin{array}{llllll}
2 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & 0
\end{array}\right) \partial_{t_{*}}+\underline{\widehat{\delta}}(0), \\
& \widehat{\underline{\delta}}(0)=\rho\left(\begin{array}{cccccc}
\rho \partial_{\rho}-2 & -\rho \partial_{\rho}+2 & \phi & 0 & 0 & \frac{1}{2}+/ r \\
0 & \rho \partial_{\rho}-2 & 0 & -\rho \partial_{\rho}+2 & \phi & -\frac{1}{2}+1 r \\
0 & 0 & \rho \partial_{\rho}-3 & 0 & -\rho \partial_{\rho}+3 & \phi
\end{array}\right) .
\end{aligned}
$$

Proof. The Minkowski metric and dual metric take the form $\underline{g}=\left(0,-\frac{1}{2}, 0,0,0, \phi\right)^{T}$ and $\underline{g}^{-1}=\left(0,-2,0,0,0, g^{-1}\right)$ (using the dual splitting). This implies $\underline{\operatorname{tr}}=(0,-4,0,0,0, t r)$. Moreover, the passage from $\left(x^{0}, x^{1}\right)$-coordinates to $\left(t_{*}, r\right)$ - or $\left(t_{*}, \rho\right)$-coordinates is given by

$$
\begin{equation*}
\partial_{0}=\frac{1}{2} \partial_{r}=-\frac{1}{2} \rho^{2} \partial_{\rho}, \quad \partial_{1}=\partial_{t_{*}}-\frac{1}{2} \partial_{r}=\partial_{t_{*}}+\frac{1}{2} \rho^{2} \partial_{\rho} . \tag{6.9}
\end{equation*}
$$

On functions, the expressions (6.9) and (6.5a)-(6.5b) thus give

$$
\begin{align*}
\square & =-\underline{g}^{\mu \nu}\left(\partial_{\mu} \partial_{\nu}-\underline{\Gamma}_{\mu \nu}^{\kappa} \partial_{\kappa}\right)=4 \partial_{0} \partial_{1}-2 r^{-1} \partial_{0}+2 r^{-1} \partial_{1}+r^{-2} \forall \Delta \\
& =-2 \rho \partial_{t_{*}}\left(\rho \partial_{\rho}-1\right)+\rho^{2}\left(-\left(\rho \partial_{\rho}\right)^{2}+\rho \partial_{\rho}+\Delta \Delta\right) . \tag{6.10}
\end{align*}
$$

We have $\left(\underline{\delta}^{*} \omega\right)_{\bar{\mu} \bar{\nu}}=r^{-s(\mu, \nu)} \frac{1}{2}\left(\partial_{\mu}\left(r^{s(\nu)} \omega_{\bar{\nu}}\right)+\partial_{\nu}\left(r^{s(\mu)} \omega_{\bar{\mu}}\right)\right)-\underline{\Gamma}_{\bar{\mu} \bar{\nu}}^{\bar{\kappa}} \omega_{\bar{\kappa}}$, and therefore

$$
\underline{\delta}^{*}=\left(\begin{array}{ccc}
\partial_{0} & 0 & 0 \\
\frac{1}{2} \partial_{1} & \frac{1}{2} \partial_{0} & 0 \\
\frac{1}{2} r^{-1} \notin & 0 & \frac{1}{2}\left(r^{-1} \partial_{0} r-r^{-1}\right) \\
0 & \partial_{1} \\
0 & \frac{1}{2} r^{-1} \not \downarrow & \frac{1}{2}\left(r^{-1} \partial_{1} r+r^{-1}\right) \\
r^{-1} \phi & -r^{-1} \notin & r^{-1} \dot{\phi}^{*}
\end{array}\right),
$$

which produces the stated expression upon using (6.9). The divergence operator on symmetric 2-tensors can be computed as the formal adjoint of $\underline{\delta}^{*}$ with respect to the $L^{2}$ inner
product with volume density $r^{2}\left|\mathrm{~d} \underline{x}^{0} \mathrm{~d} \underline{x}^{1} \mathrm{~d} g\right|$ and fiber inner products (6.7). This gives

$$
\underline{\delta}=\left(\begin{array}{cccccc}
2 r^{-2} \partial_{1} r^{2} & 2 r^{-2} \partial_{0} r^{2} & r^{-1} \phi & 0 & 0 & \frac{1}{2} r^{-1} \dagger r \\
0 & 2 r^{-2} \partial_{1} r^{2} & 0 & 2 r^{-2} \partial_{0} r^{2} & r^{-1} \phi & -\frac{1}{2} r^{-1} \dagger r \\
0 & 0 & 2\left(r^{-1} \partial_{1} r-r^{-1}\right) & 0 & 2\left(r^{-1} \partial_{0} r+r^{-1}\right) & r^{-1} \phi
\end{array}\right),
$$

and thus the stated expression upon plugging in (6.9).
The wave operator on 1-forms can be computed by recalling that for any metric $g$ one has $\square_{g}=2 \delta_{g} \mathrm{G}_{g} \delta_{g}^{*}+\operatorname{Ric}(g)$; using that $\operatorname{Ric}(\underline{g})=0$ and $\operatorname{Ric}(g)=g$, one can thus compute $\square=2 \underline{\delta} \underline{\mathrm{G}} \underline{\delta}^{*}$ using the already known expressions for $\underline{\delta}, \underline{\mathrm{G}}$, and $\underline{\delta}^{*}$.

We compute the action of the wave operator on a symmetric 2 -tensor $h$ in two steps.
Step 1. Covariant derivative of a symmetric 2-tensor. By direct calculation using the formula

$$
h_{\bar{\mu} \bar{\nu} ; \bar{\kappa}}=r^{-s(\mu, \nu, \kappa)} \partial_{\kappa}\left(r^{s(\mu, \nu)} h_{\bar{\mu} \bar{\nu}}\right)-\underline{\Gamma}_{\bar{\mu} \bar{\kappa}}^{\bar{\rho}} h_{\bar{\rho} \bar{\nu}}-\underline{\Gamma}_{\bar{\nu} \bar{\kappa}}^{\bar{\rho}} h_{\bar{\mu} \bar{\rho}},
$$

one finds that the components $h_{\bar{\mu} \bar{\nu} ; \bar{\kappa}}$ of the covariant derivative $\underline{\nabla} h=\nabla \underline{\underline{g}} h$ are given by

$$
\begin{array}{lll}
h_{00 ; 0}=\partial_{0} h_{00}, & h_{00 ; 1}=\partial_{1} h_{00}, & h_{00 ; \bar{c}}=r^{-1} \partial_{c} h_{00}-r^{-1} h_{0 \bar{c}}, \\
h_{01 ; 0}=\partial_{0} h_{01}, & h_{01 ; 1}=\partial_{1} h_{01}, & h_{01 ; \bar{c}}=r^{-1} \partial_{c} h_{01}+\frac{1}{2} r^{-1}\left(h_{0 \bar{c}}-h_{1 \bar{c}}\right), \\
h_{0 \bar{b} ; 0}=\partial_{0} h_{0 \bar{b}}, & h_{0 \bar{b} ; 1}=\partial_{1} h_{0 \bar{b}}, & h_{0 \bar{b}, \bar{c}}=r^{-1} \nabla_{c} h_{0 \bar{b}}+r^{-1}\left(h_{00}-h_{01}\right) g_{b c}-\frac{1}{2} r^{-1} h_{\bar{b} \bar{c}}, \\
h_{11 ; 0}=\partial_{0} h_{11}, & h_{11 ; 1}=\partial_{1} h_{11}, & h_{11 ; \bar{c}}=r^{-1} \partial_{c} h_{11}+r^{-1} h_{1 \bar{c}}, \\
h_{1 \bar{b} ; 0}=\partial_{0} h_{1 \bar{b}}, & h_{1 \bar{b} ; 1}=\partial_{1} h_{1 \bar{b}}, & \left.h_{1 \bar{b} ; \bar{c}}=r^{-1}\right\rangle_{c} h_{1 \bar{b}}+r^{-1}\left(h_{01}-h_{11}\right) g_{b c}+\frac{1}{2} r^{-1} h_{\bar{b} \bar{c}}, \\
h_{\bar{a} \bar{b} ; 0}=\partial_{0} h_{\bar{a} \bar{b}}, & h_{\bar{a} \bar{b} ; 1}=\partial_{1} h_{\bar{a} \bar{b}}, & h_{\bar{a} \bar{b} ; \bar{c}}=r^{-1} \nabla_{c} h_{\bar{a} \bar{b}}+r^{-1}\left(h_{0 \bar{a}}-h_{1 \bar{a}}\right) g_{b c}+r^{-1}\left(h_{0 \bar{b}}-h_{1 \bar{b}}\right) g_{a c} .
\end{array}
$$

Step 2. Wave operator. In order to compute $\square h$, we use the formula

$$
\begin{align*}
(\square h)_{\bar{\mu} \bar{\nu}}= & -g^{\bar{\kappa} \bar{\lambda}} h_{\bar{\mu} \bar{\nu} ; \bar{\kappa} \bar{\lambda}} \\
= & -g^{\bar{\kappa} \bar{\lambda}}\left[r^{-s(\mu, \nu, \kappa, \lambda)} \partial_{\lambda}\left(r^{s(\mu, \nu, \kappa)} h_{\bar{\mu} \bar{\nu} ; \bar{\kappa}}\right)-\underline{\Gamma}_{\bar{\kappa} \bar{\lambda}}^{\bar{\rho}} h_{\bar{\mu} ; \bar{\nu} ; \bar{\rho}}-\underline{\Gamma}_{\bar{\mu} \bar{\lambda}}^{\bar{\rho}} h_{\bar{\rho} \bar{\nu} ; \bar{\kappa}}-\underline{\Gamma}_{\bar{\mu} \bar{\lambda}}^{\bar{\rho}} h_{\bar{\mu} ; \bar{\beta}]}\right] \\
= & 2\left(r^{-s(\mu, \nu)} \partial_{0}\left(r^{s(\mu, \nu)} h_{\bar{\mu} \bar{\nu} ; 1}\right)+r^{-s(\mu, \nu)} \partial_{1}\left(r^{s(\mu, \nu)} h_{\bar{\mu} \bar{\nu} ; 0}\right)-r^{-1} h_{\bar{\mu} \bar{\nu} ; 0}+r^{-1} h_{\bar{\mu} \bar{\nu} ; 1}\right.  \tag{6.11}\\
& \left.\quad-\underline{\Gamma}_{1 \bar{\mu}}^{\bar{\rho}} h_{\bar{\rho} \bar{\nu} ; 0}-\underline{\Gamma}_{0 \bar{\mu}}^{\bar{\rho}} h_{\bar{\rho} \bar{\nu} ; 1}-\underline{\Gamma}_{1 \bar{\nu}}^{\bar{\rho}} h_{\bar{\mu} \bar{\rho} ; 0}-\underline{\Gamma}_{0 \bar{\nu}}^{\bar{\rho}} h_{\bar{\mu} \bar{\rho} ; 1}\right)+(\mathcal{S} h)_{\bar{\mu} \bar{\nu}},
\end{align*}
$$

where we define

$$
(\mathcal{S} h)_{\bar{\mu} \bar{\nu}}=-g^{c d} r^{-1} \partial_{c} h_{\bar{\mu} \bar{\nu} ; \bar{d}}+g^{c d}\left(\underline{\Gamma}_{\bar{\mu} \bar{c}}^{\bar{\rho}} h_{\bar{\rho} \bar{\nu} ; \bar{d}}+\underline{\Gamma}_{\bar{\nu} \bar{c}}^{\bar{\rho}} h_{\bar{\mu} \bar{\rho} ; \bar{d}}+\underline{\Gamma}_{\bar{c} \bar{d}}^{\bar{e}} h_{\bar{\mu} \bar{\nu} ; \bar{e}}\right) .
$$

Since $\underline{\Gamma}_{1 \bar{\mu}}^{\bar{\rho}}=-\frac{1}{2} r^{-1} s(\mu) \delta_{\mu}^{\rho}=-\underline{\Gamma}_{0 \bar{\mu}}^{\bar{\rho}}$, the derivatives falling on $r^{s(\mu, \nu)}$ in the big parenthesis cancel the terms from the Christoffel symbols; the big parenthesis in (6.11) thus evaluates to

$$
\begin{equation*}
\left(4 \partial_{0} \partial_{1}-2 r^{-1} \partial_{0}+2 r^{-1} \partial_{1}\right) h_{\bar{\mu} \bar{\nu}}=-2 \rho \partial_{t_{*}}\left(\rho \partial_{\rho}-1\right)+\rho^{2}\left(-\left(\rho \partial_{\rho}\right)^{2}+\rho \partial_{\rho}\right) h_{\bar{\mu} \bar{\nu}} \tag{6.12}
\end{equation*}
$$

cf. (6.10). It remains to evaluate the action of $\mathcal{S}$. Using (6.8), we compute

$$
\begin{aligned}
& (\mathcal{S} h)_{00}=-\phi^{c d} r^{-1} \nabla_{c} h_{00 ; \bar{d}}+\phi^{c d} r^{-1} h_{0 \overline{0} ; \bar{d}}, \\
& (\mathcal{S} h)_{01}=-g^{c d} r^{-1} \nabla_{c} h_{01 ; \bar{d}}+\frac{1}{2} \phi^{c d} r^{-1}\left(h_{1 \bar{c} ; \bar{d}}-h_{0 \bar{c} ; \bar{d})},\right. \\
& (\mathcal{S} h)_{0 \bar{b}}=-\not g^{c d} r^{-1} \nabla_{c} h_{0 \bar{b} ; \bar{d}}+r^{-1}\left(h_{01 ; \bar{b}}-h_{00 ; \bar{b}}\right)+\frac{1}{2} \phi^{c d} r^{-1} h_{\bar{b} ; \bar{c} ; \bar{d}}, \\
& (\mathcal{S} h)_{11}=-\not g^{c d} r^{-1} \nabla_{c} h_{11 ; \bar{d}}-\phi^{c d} r^{-1} h_{1 \bar{c} ; \bar{d}},
\end{aligned}
$$

$$
\begin{aligned}
& (\mathcal{S} h)_{1 \bar{b}}=-g^{c d} r^{-1} \nabla_{c} h_{1 \bar{b} ; \bar{d}}+r^{-1}\left(h_{11 ; \bar{b}}-h_{01 ; \bar{b}}\right)-\frac{1}{2} g^{c d} r^{-1} h_{\bar{b} \bar{c} ; \overline{;}}, \\
& (\mathcal{S} h)_{\bar{a} \bar{b}}=-g^{c d} r^{-1} \nabla_{c} h_{\bar{a} \bar{b} ; \bar{d}}+r^{-1}\left(h_{1 \bar{a} ; \bar{b}}+h_{1 \bar{b} ; \bar{a}}-h_{0 \bar{a} ; \bar{b}}-h_{0 \bar{b} ; \bar{a}} .\right.
\end{aligned}
$$

Using the expressions for $h_{\bar{\mu} \bar{\nu} ; \bar{\kappa}}$ given above, and denoting spherical indices by ' $\bullet$ ', this gives

$$
\begin{aligned}
& \left(r^{2} \mathcal{S} h\right)_{00}=\Delta h_{00}+2\left(h_{00}-h_{01}\right)-2 \phi h_{0 \bullet}-\frac{1}{2} \text { trr } h_{\bullet \bullet}, \\
& \left(r^{2} \mathcal{S} h\right)_{01}=\Delta h_{01}-h_{00}+2 h_{01}-h_{11}+\phi h_{0 \bullet}-\phi h_{1} \bullet+\frac{1}{2} \text { tr } h_{\bullet \bullet}, \\
& \left(r^{2} \mathcal{S} h\right)_{0 \bullet}=\Delta h_{0 \bullet}-2 \not h_{00}+2 \phi h_{01}+3 h_{0 \bullet}-2 h_{1} \bullet \not h_{\bullet \bullet}, \\
& \left(r^{2} \mathcal{S} h\right)_{11}=\Delta h_{11}-2 h_{01}+2 h_{11}+2 \not h_{1} \bullet-\frac{1}{2} t \text { r } h_{\bullet \bullet}, \\
& \left(r^{2} \mathcal{S} h\right)_{1 \bullet}=\Delta h_{1} \bullet 2 \not h_{01}+2 \phi h_{11}-2 h_{0} \bullet 3 h_{1} \bullet+\phi h_{\bullet \bullet}, \\
& \left(r^{2} \mathcal{S} h\right)_{\bullet \bullet}=\Delta h_{\bullet \bullet}+\left(-2 h_{00}+4 h_{01}-2 h_{11}\right) \notin-4 \delta^{*} h_{0 \bullet}+4 \delta^{*} h_{1} \bullet 2 h_{\bullet \bullet} .
\end{aligned}
$$

Together with (6.12), this verifies the form of $\square$ on symmetric 2-tensors. The proof of Lemma 6.6 is complete.

Corollary 6.7 (Indicial family of linearized Ricci at zero frequency). Regarding $\mathbb{R}^{3}=$ $t^{-1}(0) \subset \mathbb{R}^{4}$, define $\widehat{D_{\underline{g}} \operatorname{Ric}}(0) \in \operatorname{Diff}^{2}\left(\mathbb{R}^{3} ; S^{2} T_{\mathbb{R}^{3}}^{*} \mathbb{R}^{4}\right)$ to be the restriction of $D_{\underline{g}} \operatorname{Ric}$ to $t$ translation invariant symmetric 2-tensors on $\mathbb{R}^{4}$. In the coordinates $\rho=r^{-1}=|x|^{-1}$, $\omega=\frac{x}{|x|}$, and in the bundle splitting (6.14), the operator $\rho^{-2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0)$ is then dilationinvariant on $[0, \infty)_{\rho} \times \mathbb{S}_{\omega}^{2}$, and its indicial family ${ }^{42} N\left(\rho^{-2} \widehat{D_{g} \operatorname{Ric}}(0), \lambda\right)=\rho^{-\lambda-2} \widehat{D_{g} \operatorname{Ric}}(0) \rho^{\lambda}$ (i.e. defined with respect to $\rho$ ) satisfies

$$
\begin{aligned}
& N\left(\rho^{-2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0), \lambda\right)
\end{aligned}
$$

$$
\begin{aligned}
& \partial_{\lambda} N\left(\rho^{-2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0), \lambda\right) \\
& =\left(\begin{array}{cccccc}
0 & 1 & \frac{1}{2} \phi & 0 & 0 & -\frac{1}{8}(2 \lambda-1) t / r \\
-\frac{1}{4}(2 \lambda-1) & -\frac{1}{2}(2 \lambda+1) & -\frac{1}{4} \phi & -\frac{1}{4}(2 \lambda-1) & \frac{1}{4} \phi & \frac{1}{8}(2 \lambda-1) t / r \\
-\frac{1}{2} \phi & -\frac{1}{2} \phi & -\frac{1}{4}(2 \lambda-1) & 0 & -\frac{1}{4}(2 \lambda-1) & \frac{1}{4}(\phi+\phi+/ r) \\
0 & 1 & 0 & 0 & -\frac{1}{2} \phi & -\frac{1}{8}(2 \lambda-1) t / r \\
0 & \frac{1}{2} \phi & -\frac{1}{4}(2 \lambda-1) & \frac{1}{2} \phi & -\frac{1}{4}(2 \lambda-1) & -\frac{1}{4}(\phi+\phi+r) \\
-\phi & 0 & -\phi^{*} & -\phi & \phi^{*} & -\frac{1}{2}(2 \lambda-1-\not, \phi+r)
\end{array}\right), \\
& \partial_{\lambda} N\left(\rho^{-1}\left[D_{\underline{g}} \text { Ric }, t_{*}\right]^{\wedge}(0), \lambda\right)
\end{aligned}
$$

[^28]\[

=\left($$
\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
-1 & -1 & 0 & 0 & 0 & \frac{1}{4} t+r \\
0 & 0 & -\frac{1}{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -\frac{1}{2} t r \\
0 & 0 & -1 & 0 & -\frac{1}{2} & 0 \\
0 & 0 & 0 & 0 & 0 & -1
\end{array}
$$\right) .
\]

Proof. One obtains $\widehat{D_{g} \operatorname{Ric}}(0)$ from $D_{g} \operatorname{Ric}$ (expressed in $t_{*}, \rho, \omega$ coordinates) by dropping all derivatives in $t_{*}$. We then have

$$
N\left(\rho^{-2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0), \lambda\right)=\frac{1}{2} N\left(\rho^{-2} \widehat{\underline{\square}}(0), \lambda\right)-N\left(\rho^{-1} \widehat{\underline{\delta}^{*}}(0), \lambda+1\right) N\left(\rho^{-1} \widehat{\underline{\delta}}(0), \lambda\right) \underline{G} .
$$

The first half of the Lemma then follows by differentiation in $\lambda$ and evaluation using the expressions in Lemma 6.6. To prove the second half, we note that

$$
\begin{equation*}
\left[D_{\underline{g}} \operatorname{Ric}, t_{*}\right]^{\wedge}(0)=\frac{1}{2} \widehat{\left[\underline{\square}, t_{*}\right]}(0)-\left[\underline{\delta}^{*}, t_{*}\right] \widehat{\widehat{\delta}}(0) \underline{G}-\widehat{\delta^{*}}(0)\left[\underline{\delta}, t_{*}\right] \underline{G} . \tag{6.13}
\end{equation*}
$$

Since $\left[\underline{\delta}, t_{*}\right]$ is homogeneous of degree 0 , this implies

$$
\left.\begin{array}{rl}
\partial_{\lambda} N & \left(\rho^{-1}\left[D_{\underline{g}} \operatorname{Ric}, t_{*}\right]^{\wedge}(0), \lambda\right) \\
= & \frac{1}{2} \partial_{\lambda} N\left(\rho^{-1} \widehat{\left[\underline{\square}, t_{*}\right]}(0), \lambda\right)
\end{array}\right)\left[\underline{\delta}^{*}, t_{*}\right] \circ \partial_{\lambda} N\left(\rho^{-1} \underline{\widehat{\delta}}(0), \lambda\right) \circ \underline{G} .
$$

A computation using Lemma 6.6 gives the stated result.
Using polar coordinates $x=r \omega, r>0, \omega \in \mathbb{S}^{2}$, we can decompose tensors on $\mathbb{R}^{3} \backslash\{0\}$ into spherical harmonics. In the case of functions $u=u(r, \omega)$, this amounts to projecting $u(r,-)$ to $\mathbf{S}_{l}$ for each $r>0$ and $l \in \mathbb{N}_{0}$; in this manner, we can write $u \in \mathcal{C}^{\infty}\left(\mathbb{R}^{3} \backslash\{0\}\right)$ as a (rapidly converging) series $\sum_{l \in \mathbb{N}_{0}} u_{l}(r)$ where $u_{l} \in \mathcal{C}^{\infty}\left((0, \infty) ; \mathbf{S}_{l}\right)$. In the case of 1-forms and symmetric 2-tensors, we split

$$
\begin{equation*}
T^{*} \mathbb{R}^{3}=\langle\mathrm{d} r\rangle \oplus r T^{*} \mathbb{S}^{2}, \quad S^{2} T^{*} \mathbb{R}^{3}=\left\langle\mathrm{d} r^{2}\right\rangle \oplus\left(2 \mathrm{~d} r \otimes_{s} r T^{*} \mathbb{S}^{2}\right) \oplus r^{2} S^{2} T^{*} \mathbb{S}^{2} \tag{6.14}
\end{equation*}
$$

over $r>0$. (We note that the splittings (6.14) extend to smooth splittings of ${ }^{\text {sc }} T^{*} \overline{\mathbb{R}^{3}}$ and $S^{2 \text { sc }} T^{*} \overline{\mathbb{R}^{3}}$ away from $r=0$.) A 1-form $\omega \in \mathcal{C}^{\infty}\left(\mathbb{R}^{3} \backslash\{0\} ; T^{*} \mathbb{R}^{3}\right)$ is then given by $\omega=(u, r \psi)$ where $u \in \mathcal{C}^{\infty}\left(\mathbb{R}^{3} \backslash\{0\}\right)$ and $\psi \in \mathcal{C}^{\infty}\left((0, \infty) ; \mathcal{C}^{\infty}\left(\mathbb{S}^{2} ; T^{*} \mathbb{S}^{2}\right)\right)$, and we may split $u$ and similarly $\psi$ into its pure type components as above. The symmetric 2 -tensor case is completely analogous.

Further generalizing this to time-translation-invariant sections of $T^{*} \mathbb{R}^{4}$ and $S^{2} T^{*} \mathbb{R}^{4}$ in the bundle splitting (6.6), we can split the restriction to a single coordinate 2 -sphere (say $\{t=0,|x|=1\}$ ) into pure types as follows:
(1) scalar type 0 : for $a, b, c, d \in \mathbb{C}$,

$$
\begin{equation*}
1 \text {-forms }(a, b, 0)^{T}, \quad \text { symmetric 2-tensors }(a, b, 0, c, 0, d \not d)^{T} \tag{6.15a}
\end{equation*}
$$

(i.e. $a \mathrm{~d} x^{0}+b \mathrm{~d} x^{1}$ and $\left.a\left(\mathrm{~d} x^{0}\right)^{2}+2 b \mathrm{~d} x^{0} \mathrm{~d} x^{1}+c\left(\mathrm{~d} x^{1}\right)^{2}+d \cdot r^{2} \not g\right)$;
(2) scalar type 1 : for $a, b, c, d, e, f \in \mathbb{C}$ and $\mathrm{S} \in \mathbf{S}_{1}$,

1 -forms $(a \mathrm{~S}, b \mathrm{~S}, c \not \subset \mathrm{~S}), \quad$ symmetric 2 -tensors $(a \mathrm{~S}, b \mathrm{~S}, c \notin \mathrm{~S}, d \mathrm{~S}, e \notin \mathrm{~S}, f \mathrm{~S} g)$;
(3) scalar type $l \geq 2$ : for $a, b, c, d, e, f, h \in \mathbb{C}$ and $\mathrm{S} \in \mathbf{S}_{l}$,

1 -forms ( $a \mathrm{~S}, b \mathrm{~S}, c \not \subset \mathrm{~S}$ ), $\quad$ symmetric 2 -tensors $\left(a \mathrm{~S}, b \mathrm{~S}, c \notin \mathrm{~S}, d \mathrm{~S}, e \notin \mathrm{~S}, f \mathrm{~S} q+h \phi_{0}^{*} \notin \mathrm{~S}\right)$;
(4) vector type 1 : for $a, b \in \mathbb{C}$ and $\mathrm{V} \in \mathbf{V}_{1}$,

$$
\text { 1-forms }(0,0, a \mathrm{~V})^{T}, \quad \text { symmetric 2-tensors }(0,0, a \vee, 0, b \vee, 0)^{T} ;
$$

(5) vector type $l \geq 2$ : for $a, b, c \in \mathbb{C}$ and $\mathrm{V} \in \mathbf{V}_{l}$,

$$
\begin{equation*}
1 \text {-forms }(0,0, a \mathrm{~V})^{T}, \quad \text { symmetric 2-tensors }\left(0,0, a \mathrm{~V}, 0, b \mathrm{~V}, c \phi^{*} \mathrm{~V}\right)^{T} . \tag{6.15e}
\end{equation*}
$$

Remark 6.8 (Action on pure type tensors). Importantly, the operators in Lemma 6.6 and Corollary 6.7 not only preserve pure types; they also map pure type tensors of the above forms with fixed S or V into pure type tensors of the same type with the same $\mathrm{S}, \mathrm{V}$. Therefore, for example, the restriction of $\widehat{\hat{\delta}^{*}}(0)$ to scalar type $l \geq 2$ tensors is given by a $7 \times 3$ matrix of differential operators in $r$ (or $\rho=r^{-1}$ ), formally obtained from Lemma 6.6 by replacing $\not \subset$ by $1, \nsubseteq$ by $(1,0)^{T}$, and $\phi^{*}$ by $\left(-\frac{1}{2} l(l+1), 1\right)^{T}$.

We shall use such decompositions mostly to analyze the behavior of tensors on $\mathbb{R}^{3}$ (arising as stationary tensors on $\mathbb{R}^{4}$ ) as $r \rightarrow \infty$ or $r \rightarrow 0$.

Definition 6.9 (Leading order type). Let $\rho=r^{-1}$ on $\mathbb{R}^{3} \backslash\{0\}$. Let $E \rightarrow \overline{\mathbb{R}^{3}} \backslash\{0\}$ be the pullback along the projection $(\rho, \omega) \mapsto \omega$ of a direct sum of the bundles $\mathbb{R}, T^{*} \mathbb{S}^{2}, S^{2} T^{*} \mathbb{S}^{2} \rightarrow$ $\mathbb{S}^{2}$. Let $u \in \mathcal{C}^{\infty}\left(\overline{\mathbb{R}^{3}} \backslash\{0\} ; E\right)$. Then we say that $u$ is of scalar (resp. vector) type $l$ modulo $\rho^{k} \mathcal{C}^{\infty}$ if there exists $u_{0} \in \mathcal{C}^{\infty}\left(\overline{\mathbb{R}^{3}} \backslash\{0\} ; E\right)$ which on each coordinate sphere is of scalar (resp. vector) type $l$ and for which $u-u_{0} \in \rho^{k} \mathcal{C}^{\infty}$. If this holds for $k=1$, we say that $u$ is of scalar (resp. vector) type to leading order at infinity.

## 7. Linearized Ricci curvature operator on Minkowski space

We continue using the notation $\underline{g}=-\mathrm{d} t^{2}+\mathrm{d} r^{2}+r^{2} g$ from $\S 6.2$. In order to prepare solving the linearized Einstein equations with right hand sides which are polyhomogeneous at $\partial M_{\circ}$ or $\partial \hat{M}$ (cf. §1.2.3), we now study the mapping properties of the indicial family

$$
\begin{equation*}
N\left(r^{2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0), \lambda\right), \quad \lambda \in \mathbb{C}, \tag{7.1}
\end{equation*}
$$

defined with respect to $r$, i.e. $N\left(r^{2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0), \lambda\right)=r^{2-\lambda} \widehat{D_{g} \operatorname{Ric}}(0) r^{\lambda}$ acting on stationary (in $t$ ) and dilation-invariant (in $r$ relative to the splitting (6.6)) symmetric 2 -tensors.

Remark 7.1 (Indicial family with respect to $\rho=r^{-1}$ ). If one defines the indicial family using $\rho$ (as done in Corollary 6.7), then the parameter $\lambda$ gets replaced by $-\lambda$.

In the bundle splittings (6.6), the operator $N\left(r^{2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0), \lambda\right)$ is of class $\operatorname{Diff}^{2}\left(\mathbb{S}^{2} ; \underline{\mathbb{R}} \oplus \mathbb{R} \oplus\right.$ $\left.T^{*} \mathbb{S}^{2} \oplus \mathbb{R} \oplus T^{*} \mathbb{S}^{2} \oplus S^{2} T^{*} \mathbb{S}^{2}\right)$. More accurately, it is the indicial family of $r^{2} \widehat{D_{g} \operatorname{Ric}}(0)$ at the front face $\mathrm{ff} \cong \mathbb{S}^{2}$ of $\left[\mathbb{R}^{3} ;\{0\}\right]$, and thus acts on sections of the pullback of $S^{2} T_{(0,0)}^{*} \mathbb{R}^{4} \rightarrow$ $\{0\} \subset \mathbb{R}^{3}$ along the blow-down map $\underline{\beta}:\left[\mathbb{R}^{3} ;\{0\}\right] \rightarrow \mathbb{R}^{3}$. We mostly consider its action on pure type tensors, and write

$$
N_{\bullet}\left(r^{2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0), \lambda\right)
$$

for the restriction of $N\left(r^{2} \widehat{D_{g} \operatorname{Ric}}(0), \lambda\right)$ to tensors of pure type $\bullet \in\{\mathrm{sl}, \mathrm{v} l\}$; expressed in terms of the bases (6.15a)-(6.15e), this is a square matrix whose coefficients are quadratic functions of $\lambda \in \mathbb{C}$. We similarly write $N_{\bullet}\left(r \widehat{\underline{\delta}^{*}}(0), \lambda\right)$ and $N_{\bullet}(r \widehat{\delta} \widehat{G}(0), \lambda)$. Finally, we write

$$
\mathcal{C}_{\bullet}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} T_{(0,0)}^{*} \mathbb{R}^{4}\right) \subset \mathcal{C}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} T_{(0,0)}^{*} \mathbb{R}^{4}\right)
$$

for the (finite-dimensional) subspace consisting of pure type $\bullet 1$-forms; similarly for symmetric 2-tensors.

Concretely, we shall characterize the extent to which the range of (7.1) is smaller than the kernel of $N(r \widehat{\delta} \widehat{G}(0), \lambda-2)$ (cf. the linearized second Bianchi identity $\underline{\delta} \underline{G} \circ D_{g}$ Ric $=0$ ), or the kernel is bigger than the range of $N\left(r \widehat{\delta}^{*}(0), \lambda+1\right)$ (cf. the identity $D_{\underline{g}} \operatorname{Ric} \circ \underline{\delta}^{*}=0$ ). In other words, we will study the extent to which the complex

$$
\begin{align*}
0 \rightarrow & \mathcal{C}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} T_{(0,0)}^{*} \mathbb{R}^{4}\right) \xrightarrow{N\left(r \widehat{\underline{\delta}^{*}}(0), \lambda+1\right)} \mathcal{C}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right) \\
& \left.\xrightarrow{N\left(r^{2} \widehat{\left.D_{\underline{g}} \operatorname{Ric}(0), \lambda\right)}\right.} \mathcal{C}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right) \xrightarrow{N(r \widehat{\underline{\delta G}}(0), \lambda-2)} \mathcal{C}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} T_{(0,0)}^{*}\right) \mathbb{R}^{4}\right) \rightarrow 0 \tag{7.2}
\end{align*}
$$

is exact, and precisely characterize the failure of exactness when it occurs.
For notational brevity, we shall henceforth write $\mathrm{G}=\mathrm{G}$ and

$$
\begin{equation*}
N(D \operatorname{Ric}, \lambda):=N\left(r^{2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0), \lambda\right), \quad N\left(\delta^{*}, \lambda\right):=N\left(r \widehat{\underline{\delta}^{*}}(0), \lambda\right), \quad N(\delta \mathrm{G}, \lambda):=N(r \widehat{\delta \underline{\delta}}(0), \lambda) . \tag{7.3}
\end{equation*}
$$

Note that the adjoint of $D_{g} \operatorname{Ric} \circ \underline{\delta}^{*}=0$ is $0=\underline{\delta} \circ \underline{G} D_{g} \operatorname{Ric} G=\underline{\delta} G \circ D_{g} \operatorname{Ric} \underline{G}$. Thus, the first two (nontrivial) arrows in (7.2) are essentially the formal adjoints of the final two arrows. This implies a certain duality between the two middle homology groups. Moreover, we shall see that $\operatorname{ker} N(D \operatorname{Ric}, \lambda) / \operatorname{ran} N\left(\delta^{*}, \lambda+2\right)$ can be nontrivial, which means that we can have $D_{\underline{g}} \operatorname{Ric}\left(r^{\lambda} h_{0}\right)=0\left(\right.$ with $\left.h_{0} \in \mathcal{C}^{\infty}\left(\underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right)\right)$ but $r^{\lambda} h_{0} \neq \underline{\delta}^{*}\left(r^{\lambda+1} \omega_{0}\right)$. One may then worry that one can have $D_{g} \operatorname{Ric}\left(r^{\lambda}(\log r) h_{0}+r^{\lambda} h_{1}\right)=0$, and yet the argument is not pure gauge to leading order, and so on, which would imply that quasi-homogeneous linearized metric perturbations can have arbitrarily high powers of $\log r$, even after quotienting out by pure gauge solutions. However, already the existence of $h_{1}$ turns out to force $h_{0}$ to lie in the range of $N\left(\delta^{*}, \lambda+1\right)$. We proceed to discuss the underlying linear algebra of such 'restricted kernels' (and the dual 'generalized ranges') in an abstract setting in $\S 7.1$.

In $\S 7.2$, we then turn to the mode stability of the Minkowski metric at zero energy on homogeneous (with respect to spatial dilations) tensors in $r>0$. The dual problem of solving the equation $N(D \operatorname{Ric}, \lambda) h=f$ for homogeneous $f \in \operatorname{ker} N(\delta G, \lambda-2)$ is considered in $\S 7.3$. These two sections consider individual pure types, and thus only require finitedimensional linear algebra; in $\S 7.4$, we study all but finitely many pure types (depending on the value of $\lambda \in \mathbb{C}$ ) in one go by means of a gauge-fixed linearized Einstein operator.

We then combine these ingredients in $\S 7.5$ to give a complete description of the nullspace, modulo pure gauge, of $D_{g}$ Ric on quasi-homogeneous tensors in $r>0$, and of its range inside of ker $\underline{\delta} \mathbf{G}$.
7.1. Linear algebra of restricted kernels and extended ranges. Consider two finitedimensional complex vector spaces $V, W$, each equipped with a nondegenerate (but not necessarily positive definite) sesquilinear inner product, and a holomorphic family of linear
maps

$$
A(\lambda): V \rightarrow W, \quad \lambda \in \Omega,
$$

where $\Omega \subseteq \mathbb{C}$ is open and nonempty. For $j \in \mathbb{N}_{0}$ and $\lambda_{0} \in \Omega$, define

$$
\begin{align*}
& K_{j}\left(A, \lambda_{0}\right):=\left\{\omega(\lambda)=\sum_{k=0}^{j}\left(\lambda-\lambda_{0}\right)^{-k-1} \omega_{k}: \omega_{k} \in V, A(\lambda) \omega(\lambda) \text { is holomorphic at } \lambda_{0}\right\}, \\
& K_{[j]}\left(A, \lambda_{0}\right):=\left\{\omega_{j}: \exists \omega(\lambda) \in K_{j}\left(A, \lambda_{0}\right) \text { with leading term }\left(\lambda-\lambda_{0}\right)^{-j-1} \omega_{j}\right\}, \\
& R_{[j]}\left(A, \lambda_{0}\right):=\left\{\left.(A(\lambda) \omega(\lambda))\right|_{\lambda=\lambda_{0}}: \omega(\lambda)=\sum_{k=0}^{j}\left(\lambda-\lambda_{0}\right)^{-k} \omega_{k}, \omega_{k} \in V,\right. \\
&\left.A(\lambda) \omega(\lambda) \text { is holomorphic at } \lambda_{0}\right\} . \tag{7.4}
\end{align*}
$$

Define $K_{j}^{*}\left(A^{*}, \lambda_{0}\right), K_{[j]}^{*}\left(A^{*}, \lambda_{0}\right), R_{[j]}^{*}\left(A^{*}, \lambda_{0}\right)$ analogously by replacing $A(\lambda)$ by $A(\lambda)^{*}$ and $\lambda-\lambda_{0}$, 'holomorphic' by $\bar{\lambda}-\overline{\lambda_{0}}$, 'anti-holomorphic'. We note that

$$
\begin{aligned}
& \quad \operatorname{ran} A\left(\lambda_{0}\right)=R_{[0]}\left(A, \lambda_{0}\right) \subseteq R_{[1]}\left(A, \lambda_{0}\right) \subseteq \cdots, \\
& \cdots \subseteq K_{[1]}\left(A, \lambda_{0}\right) \subseteq K_{[0]}\left(A, \lambda_{0}\right)=\operatorname{ker} A\left(\lambda_{0}\right),
\end{aligned}
$$

hence the nomenclature of 'generalized range' and 'restricted kernel'.
Lemma 7.2 (Duality). For $\lambda_{0} \in \mathbb{C}$ and for all $j \in \mathbb{N}_{0}$, we have $K_{[j]}\left(A, \lambda_{0}\right)=R_{[j]}^{*}\left(A^{*}, \lambda_{0}\right)^{\perp}$ and $K_{[j]}^{*}\left(A^{*}, \lambda_{0}\right)=R_{[j]}\left(A, \lambda_{0}\right)$.

Proof. This is elementary for $j=0$. We thus consider $j \geq 1$. We only explicitly discuss the proof of $K_{[j]}\left(A, \lambda_{0}\right)=R_{[j]}^{*}\left(A^{*}, \lambda_{0}\right)^{\perp}$, since the proof of the second part is completely analogous. We give two proofs of this result.

- First proof. Let $\omega(\lambda)=\sum_{k=0}^{j}\left(\lambda-\lambda_{0}\right)^{-k-1} \omega_{j} \in K_{j}\left(A, \lambda_{0}\right)$, so $\omega_{k} \in K_{[j]}\left(A, \lambda_{0}\right)$, and let $h^{*}(\lambda)=\sum_{k=0}^{j}\left(\bar{\lambda}-\overline{\lambda_{0}}\right)^{-k} h_{k}^{*}$ be such that $\omega^{*}:=\left.\left(A(\lambda)^{*} h^{*}(\lambda)\right)\right|_{\lambda=\lambda_{0}} \in R_{[j]}^{*}\left(A^{*}, \lambda_{0}\right)$. Then

$$
\left\langle\omega_{k}, \omega^{*}\right\rangle=\lim _{\lambda \rightarrow \lambda_{0}}\left\langle\left(\lambda-\lambda_{0}\right)^{j+1} \omega(\lambda), A(\lambda)^{*} h^{*}(\lambda)\right\rangle=\lim _{\lambda \rightarrow \lambda_{0}}\left(\lambda-\lambda_{0}\right)\left\langle A(\lambda) \omega(\lambda),\left(\bar{\lambda}-\overline{\lambda_{0}}\right)^{j} h^{*}(\lambda)\right\rangle
$$

vanishes since the pairing remains bounded as $\lambda \rightarrow \lambda_{0}$. This establishes the inclusion $K_{[j]}\left(A, \lambda_{0}\right) \subseteq R_{[j]}^{*}\left(A^{*}, \lambda_{0}\right)^{\perp}$.

It remains to show that $R_{[j]}^{*}\left(A^{*}, \lambda_{0}\right)^{\perp} \subseteq K_{[j]}\left(A, \lambda_{0}\right)$. Arguing by induction (simultaneously also for the second part of the Lemma), suppose that $\omega \in R_{[j]}^{*}\left(A^{*}, \lambda_{0}\right)^{\perp}$. Then $\omega \in R_{[j-1]}^{*}\left(A^{*}, \lambda_{0}\right)^{\perp}=K_{[j-1]}\left(A, \lambda_{0}\right)$ by the inductive hypothesis, so there exists $\omega(\lambda)=$ $\sum_{k=0}^{j-1}\left(\lambda-\lambda_{0}\right)^{-k-1} \omega_{k} \in K_{j-1}\left(A, \lambda_{0}\right)$ with $\omega_{j-1}=\omega$; and for all $h^{*}(\lambda)=\sum_{k=0}^{j}\left(\bar{\lambda}-\overline{\lambda_{0}}\right)^{-k} h_{k}^{*}$ for which $A(\lambda)^{*} h^{*}(\lambda)$ is anti-holomorphic at $\lambda=\lambda_{0}$, we have

$$
\begin{aligned}
0 & =\lim _{\lambda \rightarrow \lambda_{0}}\left\langle\omega, A(\lambda)^{*} h^{*}(\lambda)\right\rangle \\
& =\lim _{\lambda \rightarrow \lambda_{0}}\left\langle\left(\lambda-\lambda_{0}\right)^{j} \omega(\lambda), A(\lambda)^{*} h^{*}(\lambda)\right\rangle \\
& =\lim _{\lambda \rightarrow \lambda_{0}}\left\langle A(\lambda) \omega(\lambda),\left(\bar{\lambda}-\overline{\lambda_{0}}\right)^{j} h^{*}(\lambda)\right\rangle \\
& =\left\langle\left.(A(\lambda) \omega(\lambda))\right|_{\lambda=\lambda_{0}}, h_{j}^{*}\right\rangle .
\end{aligned}
$$

The space of all leading order terms $h_{j}^{*}$ of such $h^{*}(\lambda)$ is $K_{[j-1]}^{*}\left(A^{*}, \lambda_{0}\right)$. Thus, using the inductive hypothesis (for the second part of the Lemma), we deduce that

$$
\left.(A(\lambda) \omega(\lambda))\right|_{\lambda=\lambda_{0}} \in K_{[j-1]}^{*}\left(A^{*}, \lambda_{0}\right)^{\perp}=R_{[j-1]}\left(A, \lambda_{0}\right)
$$

can be written as $\left.\left(A(\lambda) \omega^{b}(\lambda)\right)\right|_{\lambda=\lambda_{0}}$ where $\omega^{b}(\lambda)=\sum_{k=0}^{j-1}\left(\lambda-\lambda_{0}\right)^{-k} \omega_{k}^{b}$. This means that $A(\lambda)\left(\omega(\lambda)-\omega_{b}(\lambda)\right)$ vanishes at $\lambda=\lambda_{0}$, and therefore

$$
\begin{align*}
& \left(\lambda-\lambda_{0}\right)^{-1} \omega(\lambda)-\left(\lambda-\lambda_{0}\right)^{-1} \omega^{b}(\lambda) \\
& \quad=\left(\lambda-\lambda_{0}\right)^{-j-1} \omega+\sum_{k=0}^{j-2}\left(\lambda-\lambda_{0}\right)^{-k-2} \omega_{k}-\sum_{k=0}^{j-1}\left(\lambda-\lambda_{0}\right)^{-k-1} \omega_{k}^{b} \tag{7.5}
\end{align*}
$$

gets mapped by $A(\lambda)$ into a function which is holomorphic at $\lambda=\lambda_{0}$. This means that (7.5) lies in $K_{j}\left(A, \lambda_{0}\right)$, and therefore $\omega \in K_{[j]}\left(A, \lambda_{0}\right)$. This completes the proof.

- Second proof. If $T(\lambda), S(\lambda)$ are invertible linear maps which are defined and holomorphic near $\lambda=\lambda_{0}$, then $K_{j}\left(A, \lambda_{0}\right)=\left\{S(\lambda) \omega(\lambda): \omega \in K_{j}\left(T A S, \lambda_{0}\right)\right\}$ and therefore

$$
K_{[j]}\left(A, \lambda_{0}\right)=S\left(\lambda_{0}\right) K_{[j]}\left(T A S, \lambda_{0}\right) .
$$

Similarly, $R_{[j]}^{*}\left(A^{*}, \lambda\right)=\left(S\left(\lambda_{0}\right)^{*}\right)^{-1} R_{[j]}^{*}\left(S^{*} A^{*} T^{*}, \lambda_{0}\right)$. Therefore, it suffices to prove the Lemma for $T A S$ in place of $A$. Fixing orthonormal bases $\left\{e_{1}, \ldots, e_{N}\right\}$ of $V$ and $\left\{f_{1}, \ldots, f_{N^{\prime}}\right\}$ of $W$, we can then choose $T, S$ so that $T A S$ is in Smith normal form: in the case that $N^{\prime}=\operatorname{dim} W \geq N=\operatorname{dim} V$, this means that

$$
T(\lambda) A(\lambda) S(\lambda)=\binom{D(\lambda)}{0}, \quad D(\lambda)=\operatorname{diag}\left(\left(\lambda-\lambda_{0}\right)^{j_{1}}, \ldots,\left(\lambda-\lambda_{0}\right)^{j_{N}}\right)
$$

where $0 \leq j_{1} \leq \cdots \leq j_{N}$, and thus $S(\lambda)^{*} A(\lambda)^{*} T(\lambda)^{*}=\left(D(\lambda)^{*}, 0\right)$. Therefore,

$$
K_{[j]}\left(T A S, \lambda_{0}\right)=\operatorname{span}\left\{e_{k}: j_{k}>j\right\}, \quad R_{[j]}^{*}\left((T A S)^{*}, \lambda_{0}\right)=\operatorname{span}\left\{e_{k}: j_{k} \leq j\right\} .
$$

The case that $N^{\prime} \leq N$ is similar. This implies the claim.
Let now $Z$ be a further finite-dimensional complex vector space equipped with a nondegenerate sesquilinear inner product. Suppose

$$
A(\lambda): V \rightarrow W, \quad B(\lambda): W \rightarrow Z, \quad \lambda \in \Omega
$$

where $\Omega \subseteq \mathbb{C}$ is open and nonempty, are holomorphic families of linear maps with $B(\lambda) \circ$ $A(\lambda)=0$ for all $\lambda \in \Omega$. In other words, we have a family of complexes

$$
V \underset{A(\lambda)^{*}}{\stackrel{A(\lambda)}{\rightleftarrows}} W \underset{B(\lambda)^{*}}{\stackrel{B(\lambda)}{\rightleftarrows}} Z, \quad \lambda \in \Omega
$$

with the top row holomorphic and the bottom row antiholomorphic.
Proposition 7.3 (Nondegenerate pairings). Let $i, j \in \mathbb{N}_{0}$, $\lambda_{0} \in \Omega$. Then $R_{[j]}\left(A, \lambda_{0}\right) \subset$ $K_{[i]}\left(B, \lambda_{0}\right)$ and $R_{[i]}^{*}\left(B^{*}, \lambda_{0}\right) \subset K_{[j]}^{*}\left(A^{*}, \lambda_{0}\right)$. Furthermore, the inner product $K_{[i]}\left(B, \lambda_{0}\right) \times$ $K_{[j]}^{*}\left(A^{*}, \lambda_{0}\right) \ni\left(h, h^{*}\right) \mapsto\left\langle h, h^{*}\right\rangle$ induces a nondegenerate sesquilinear pairing

$$
\begin{equation*}
\left(K_{[i]}\left(B, \lambda_{0}\right) / R_{[j]}\left(A, \lambda_{0}\right)\right) \times\left(K_{[j]}^{*}\left(A^{*}, \lambda_{0}\right) / R_{[i]}^{*}\left(B^{*}, \lambda_{0}\right)\right) \rightarrow \mathbb{C} . \tag{7.6}
\end{equation*}
$$

The special case $i=j=0$ is the non-degeneracy of the pairing

$$
(\operatorname{ker} B(\lambda) / \operatorname{ran} A(\lambda)) \times\left(\operatorname{ker} A(\lambda)^{*} / \operatorname{ran} B(\lambda)^{*}\right) \rightarrow \mathbb{C},
$$

which is elementary.
Remark 7.4 (Interpretation). If $A, B$ depend polynomially on $\lambda$, then $K_{[0]}\left(B, \lambda_{0}\right)$ is equal to the space of all $h \in W$ so that the $W$-valued function $r \mapsto r^{\lambda_{0}} h$ on $(0, \infty)_{r}$ satisfies $B\left(r \partial_{r}\right)\left(r^{\lambda_{0}} h\right)=0$. The stronger membership $h \in K_{[1]}\left(B, \lambda_{0}\right)$ implies that there exists $h_{1} \in W$ so that

$$
\begin{equation*}
B\left(r \partial_{r}\right)\left(r^{\lambda_{0}}(\log r) h+r^{\lambda_{0}} h_{1}\right)=0 \tag{7.7}
\end{equation*}
$$

and so on. For $i=1, j=0$, the first factor in (7.6) is trivial if and only if all $\log r$ leading order terms (such as $h$ in (7.7)) of quasi-homogeneous (of degree $\lambda_{0}$ ) elements in ker $B\left(r \partial_{r}\right)$ lie in the range of $A\left(\lambda_{0}\right)$. In this case, the space on the right is then also trivial, which means that every $h^{*} \in W$ with $A^{*}\left(r \partial_{r}\right)\left(r^{\overline{\lambda_{0}}} h^{*}\right)=0$ can be written as $h^{*}=$ $B\left(r \partial_{r}\right)^{*}\left(r^{\overline{\lambda_{0}}}(\log r) f_{0}^{*}+r^{\overline{\lambda_{0}}} f_{1}^{*}\right)$ for some $f_{0}^{*} \in \operatorname{ker} B\left(\lambda_{0}\right)^{*}$ and $f_{1}^{*} \in Z$. (Here, $B\left(r \partial_{r}\right)^{*}$ is defined using the b-density $\left|\frac{\mathrm{d} r}{r}\right|$ on $(0, \infty)$.)

Proof of Proposition 7.3. If $\omega(\lambda)=\sum_{k=0}^{j}\left(\lambda-\lambda_{0}\right)^{-k} \omega_{k}$ is such that $A(\lambda) \omega(\lambda)$ is holomorphic, then the identity

$$
B(\lambda)\left(\left(\lambda-\lambda_{0}\right)^{-i-1} A(\lambda) \omega(\lambda)\right)=B(\lambda) A(\lambda)\left(\left(\lambda-\lambda_{0}\right)^{-i-1} \omega(\lambda)\right)=0
$$

shows that $\left.(A(\lambda) \omega(\lambda))\right|_{\lambda_{0}} \in R_{[j]}\left(A, \lambda_{0}\right)$ lies in $K_{[i]}\left(B, \lambda_{0}\right)$. Similarly, one shows that the second quotient space in (7.6) is well-defined. The non-degeneracy follows from Lemma 7.2.

Besides the case $i=0, j=0$, we only need the case $i=1, j=0$ (or $i=0, j=1$ ) in our application. We rephrase this as follows (see also Remark 7.4).

Corollary 7.5 (Nondegenerate pairings, special case). The inner product on $W$ induces a nondegenerate sesquilinear pairing between the spaces

$$
\begin{equation*}
\left\{h \in \operatorname{ker} B\left(\lambda_{0}\right): B^{\prime}\left(\lambda_{0}\right) h \in \operatorname{ran} B\left(\lambda_{0}\right)\right\} / \operatorname{ran} A\left(\lambda_{0}\right) \tag{7.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{ker} A\left(\lambda_{0}\right)^{*} /\left\{B\left(\lambda_{0}\right)^{*} f_{0}^{*}+B^{\prime}\left(\lambda_{0}\right)^{*} f_{1}^{*}: f_{0}^{*} \in Z, f_{1}^{*} \in \operatorname{ker} B\left(\lambda_{0}\right)^{*}\right\} \tag{7.9}
\end{equation*}
$$

Proof. Note that if $h \in \operatorname{ker} B\left(\lambda_{0}\right)$, then $v \in W$ solves $B^{\prime}\left(\lambda_{0}\right) h=B\left(\lambda_{0}\right) v$ if and only if $B(\lambda)\left(\left(\lambda-\lambda_{0}\right)^{-2} h-\left(\lambda-\lambda_{0}\right)^{-1} v\right)$ is holomorphic at $\lambda_{0}$; thus, such a vector $v$ exists if and only if $h \in K_{[1]}\left(B, \lambda_{0}\right)$. Thus, (7.8) is the space $K_{[1]}\left(B, \lambda_{0}\right) / R_{[0]}\left(A, \lambda_{0}\right)$.

Similarly, if given $f_{0}^{*}, f_{1}^{*} \in Z$ we define $f^{*}$ by $f^{*}(\lambda)=\left(\bar{\lambda}-\overline{\lambda_{0}}\right)^{-1} f_{1}^{*}+f_{0}^{*}$, then

$$
B(\lambda)^{*} f^{*}(\lambda)=\left(\bar{\lambda}-\overline{\lambda_{0}}\right)^{-1} B\left(\lambda_{0}\right)^{*} f_{1}^{*}+\left(B^{\prime}\left(\lambda_{0}\right)^{*} f_{1}^{*}+B\left(\lambda_{0}\right)^{*} f_{0}^{*}\right)+\mathcal{O}\left(\left|\bar{\lambda}-\overline{\lambda_{0}}\right|\right)
$$

is anti-holomorphic at $\lambda=\lambda_{0}$ if and only if $f_{1}^{*} \in \operatorname{ker} B\left(\lambda_{0}\right)^{*}$. Thus, (7.9) is equal to the space $K_{[0]}\left(A^{*}, \lambda_{0}\right) / R_{[1]}\left(B^{*}, \lambda_{0}\right)$. The claim now follows from Proposition 7.3.
7.2. Mode stability at zero energy for the indicial family. We study the kernel of $N(D \operatorname{Ric}, \lambda)$ modulo pure gauge solutions, i.e. modulo the range of $N\left(\delta^{*}, \lambda+1\right)$. This is a variant on the classical problem of mode stability for the linearized Einstein vacuum equations (see e.g. [RW57, KI03], [HHV21, §8]), here at the Minkowski metric and at zero energy but with the caveat that we are considering stationary metric perturbations in $r>0$ which are homogeneous of degree $\lambda$ with respect to spatial dilations $(r, \omega) \mapsto(c r, \omega), c>0$ (and thus typically singular at $r=0$ ). Since $N(D R i c, \lambda)$ preserves pure type tensors in the strong sense explained in Remark 6.8, one can specialize this problem further and study the mode stability individually for each pure type. ${ }^{43}$ We identify ker $N_{\text {si }}(D \operatorname{Ric}, \lambda) \subset$ $\mathcal{C}_{\mathrm{s} 1}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right)$ with the subspace of $\mathbb{C}^{4}$ which is the kernel of the $4 \times 4$ matrix obtained by expressing $N\left(D\right.$ Ric, $\lambda$ ) in the splitting (6.15b) for any fixed $0 \neq \mathrm{S} \in \mathbf{S}_{1}$ (see Remark 6.8); similarly for other pure types. Explicit expressions are given below, see e.g. (7.18).
Proposition 7.6 (Mode stability at zero energy for the indicial family). Let $\lambda \in \mathbb{C}$.
(1) (Scalar type 0.) For $\lambda \neq-1,0$, we have $\operatorname{ker} N_{\mathrm{s} 0}(D \operatorname{Ric}, \lambda)=\operatorname{ran} N_{\mathrm{s} 0}\left(\delta^{*}, \lambda+1\right)$. For $\lambda=-1$, in the notation of (7.4), the quotient $K_{\mathrm{s} 0,[0]}(D \operatorname{Ric},-1) / R_{\mathrm{s} 0,[0]}\left(\delta^{*}, 0\right)=$ $\operatorname{ker} N_{\mathrm{s} 0}(D \operatorname{Ric},-1) / \operatorname{ran} N_{\mathrm{s} 0}\left(\delta^{*}, 0\right)$ is 2-dimensional, whereas (in terms of (6.15a))

$$
\begin{aligned}
& K_{\mathrm{s} 0,[0]}(D \operatorname{Ric},-1) / R_{\mathrm{s} 0,[1]}\left(\delta^{*}, 0\right) \\
& \quad=\operatorname{ker} N_{\mathrm{s} 0}(D \operatorname{Ric},-1) /\left(\operatorname{ran} N_{\mathrm{s} 0}\left(\delta^{*}, 0\right)+\operatorname{ran}_{\operatorname{ker} N_{\mathrm{s} 0}\left(\delta^{*}, 0\right)} \partial_{\lambda} N_{\mathrm{s} 0}\left(\delta^{*}, 0\right)\right) \\
& \quad=\operatorname{span}\left\{(1,0,1,0)^{T}\right\}
\end{aligned}
$$

is 1-dimensional (in coordinates spanned by the equivalence class of $r^{-1}\left(\left(\mathrm{~d} x^{0}\right)^{2}+\right.$ $\left.\left(\mathrm{d} x^{1}\right)^{2}\right)=\frac{2}{r}\left(\mathrm{~d} t^{2}+\mathrm{d} r^{2}\right)$ ). For $\lambda=0$ finally,

$$
K_{\mathrm{s} 0,[0]}(D \operatorname{Ric}, 0) / R_{\mathrm{s} 0,[0]}\left(\delta^{*}, 1\right)=\operatorname{span}\left\{(1,1,1,0)^{T}\right\}
$$

(in coordinates, $(1,1,1,0)^{T}$ corresponds to $\left.4 \mathrm{~d} t^{2}\right)$.
(2) (Scalar type 1.) For $\lambda \neq-2,-1,1$, we have $\operatorname{ker} N_{\mathrm{si} 1}(D \operatorname{Ric}, \lambda)=\operatorname{ran} N_{\mathrm{s} 1}\left(\delta^{*}, \lambda+1\right)$. For the exceptional values of $\lambda$, we have, in terms of $(6.15 \mathrm{~b})^{44}$

$$
\begin{align*}
K_{\mathrm{s} 1,[0]}(D \operatorname{Ric},-2) / R_{\mathrm{si} 1,[0]}\left(\delta^{*},-1\right) & =\operatorname{span}\left\{(-1,0,1,-1,-1,0)^{T}\right\},  \tag{7.10}\\
K_{\mathrm{sl} 1,[0]}(D \operatorname{Ric}, 1) / R_{\mathrm{s} 1,[0]}\left(\delta^{*}, 2\right) & =\operatorname{span}\left\{(0,0,0,2,-1,0)^{T}\right\} ; \tag{7.11}
\end{align*}
$$

finally,

$$
\begin{equation*}
K_{\mathrm{s} 1,[0]}(D \operatorname{Ric},-1) / R_{\mathrm{s} 1,[0]}\left(\delta^{*}, 0\right)=\operatorname{span}\left\{\partial_{\lambda} N_{\mathrm{s} 1}\left(\delta^{*}, 0\right)\left(\frac{1}{2},-\frac{1}{2}, 1\right)^{T}\right\} \tag{7.12}
\end{equation*}
$$

(in coordinates $\left.\underline{\delta}^{*}((\log r) \mathrm{d}(r \mathrm{~S}))=\frac{1}{r} \mathrm{~d} r \otimes_{s} \mathrm{~d}(r \mathrm{~S}), \mathrm{S} \in \mathbf{S}_{1}\right)$, so

$$
\begin{align*}
& K_{\mathrm{s} 1,[0]}(D \operatorname{Ric},-1) / R_{\mathrm{si} 1,[1]}\left(\delta^{*}, 0\right) \\
& \quad=\operatorname{ker} N_{\mathrm{s} 1}(D \operatorname{Ric},-1) /\left(\operatorname{ran} N_{\mathrm{s} 1}\left(\delta^{*}, 0\right)+\operatorname{ran}_{\operatorname{ker} N_{\mathrm{s} 1}\left(\delta^{*}, 0\right)} \partial_{\lambda} N_{\mathrm{s} 1}\left(\delta^{*}, 0\right)\right)  \tag{7.13}\\
& \quad=\{0\} .
\end{align*}
$$

[^29](3) (Scalar type $l \geq 2$.) For $\lambda \neq-l-1, l$, we have $\operatorname{ker} N_{\mathrm{sl}}(D \operatorname{Ric}, \lambda)=\operatorname{ran} N_{\mathrm{sl} l}\left(\delta^{*}, \lambda+1\right)$. For $\lambda=-l-1, l$, we have
$$
K_{\mathrm{sl},[0]}(D \operatorname{Ric}, \lambda) / R_{\mathrm{sl},[0]}\left(\delta^{*}, \lambda+1\right)=\operatorname{span}\left\{(1,0,0,1,0,2,0)^{T}\right\} .
$$
(4) (Vector type $l=1$.) For $\lambda \neq-2,0,1$, we have $\operatorname{ker} N_{\mathrm{v} 1}(D \operatorname{Ric}, \lambda)=\operatorname{ran} N_{\mathrm{v} 1}\left(\delta^{*}, \lambda+1\right)$. Furthermore,
$$
K_{\mathrm{v} 1,[0]}(D \operatorname{Ric}, \lambda) / R_{\mathrm{v} 1,[0]}\left(\delta^{*}, \lambda+1\right)=\operatorname{span}\left\{(1,1)^{T}\right\}, \quad \lambda=-2,1 .
$$
(In coordinates, $(1,1)^{T}$ is $4 r^{\lambda} \mathrm{d} t \otimes_{s} r \mathrm{~V}, \mathrm{~V} \in \mathbf{V}_{1}$.) Finally, for $\lambda=0$, the space
\[

$$
\begin{equation*}
K_{\mathrm{v} 1,[0]}(D \operatorname{Ric}, 0) / R_{\mathrm{v} 1,[0]}\left(\delta^{*}, 1\right)=\operatorname{span}\left\{\partial_{\lambda} N_{\mathrm{v} 1}\left(\delta^{*}, 1\right)(1,-1)^{T}\right\} \tag{7.14}
\end{equation*}
$$

\]

(in coordinates $\left.\underline{\delta}^{*}(2 r \cdot r \mathrm{~V}), \mathrm{V} \in \mathbf{V}_{1}\right)$ is 1-dimensional, whereas

$$
\begin{align*}
& K_{\mathrm{v} 1,[0]}(D \operatorname{Ric}, 0) / R_{\mathrm{v} 1,[1]}\left(\delta^{*}, 1\right) \\
& \quad=\operatorname{ker} N_{\mathrm{v} 1}(D \operatorname{Ric}, 0) /\left(\operatorname{ran} N_{\mathrm{v} 1}\left(\delta^{*}, 1\right)+\operatorname{ran}_{\operatorname{ker} N_{\mathrm{v} 1}\left(\delta^{*}, 1\right)} \partial_{\lambda} N_{\mathrm{v} 1}\left(\delta^{*}, 1\right)\right)  \tag{7.15}\\
& \quad=\{0\} .
\end{align*}
$$

(5) (Vector type $l \geq 2$.) For $\lambda \neq-l-1, l$, we have $\operatorname{ker} N_{\mathrm{vl}}(D \operatorname{Ric}, \lambda)=\operatorname{ran} N_{\mathrm{v} l}\left(\delta^{*}, \lambda+1\right)$. Furthermore,

$$
K_{\mathrm{v} l,[0]}(D \operatorname{Ric}, \lambda) / R_{\mathrm{vl},[0]}\left(\delta^{*}, \lambda+1\right)=\operatorname{span}\left\{(1,1,0)^{T}\right\}, \quad \lambda=-l-1, l .
$$

When the quotient of $\operatorname{ker} N_{\bullet}(D \operatorname{Ric}, \lambda)$ by ran $N_{\bullet}\left(\delta^{*}, \lambda+1\right)$ is nontrivial, this indicates the possibility that there exists a homogeneous metric perturbation which is not pure gauge; in the s 0 , s 1 , and v1 cases, the quotient can contain nontrivial elements which are nonetheless pure gauge if the gauge potential is permitted to contain an additional logarithmic term. But even if one quotients out by the generalized range of $N\left(\delta^{*},-\right)$, there remain certain nontrivial quotient spaces for all pure types. Certain ones have simple interpretations which will play an important role in $\S 9$ :

- for s0 and $\lambda=-1$ : linearized mass perturbations-compare $\frac{2}{r}\left(\mathrm{~d} t^{2}+\mathrm{d} r^{2}\right)$ in part (1) with the first line in expression (3.41);
- for s1 and $\lambda=-2$ deformation tensors of translations on a mass $\neq 0$ Schwarzschild spacetime (which are not deformation tensors on Minkowski space however). This is the reason for the choice $(-1,0,1,-1,-1,0)^{T}$ of basis in (7.10): relative to the scalar type 1 function $\mathrm{S}=\mathrm{S}(\hat{c})=\hat{c} \cdot \frac{x}{|x|}$, this (times $r^{-2}$ ) is the leading order part of $h_{(2,0), \hat{c}}=\frac{1}{2} \mathcal{L}_{\hat{c} \cdot \partial \hat{x}} \hat{g}_{2,0}$ where $\hat{g}_{2,0}$ is the mass 2 Schwarzschild metric (though expressed in $x$-coordinates here), cf. (9.9) and (9.27); and
- for v 1 and $\lambda=-2$ : linearized angular momentum perturbations-compare the tensor $4 r^{-2} \mathrm{~d} t \otimes_{s} r \mathrm{~V}$ with the last line in (3.41) (which is the only term in large square parentheses which is of vector type 1 , cf. the discussion after (9.26)).

Proof of Proposition 7.6. Since $N_{\bullet}(D \operatorname{Ric}, \lambda)$ and $N_{\bullet}\left(\delta^{*}, \lambda+1\right)$ are (finite-dimensional) matrices, this can in be verified by direct computation. For most pure types, we shall proceed in a mildly conceptual fashion by mimicking some of the arguments in [KI03] as in [HHV21, $\S 8]$. We use Lemmas 6.4 and 6.6, Corollary 6.7, and the splittings (6.15a)-(6.15e) to obtain the expressions for the matrices below. (Recall that $\lambda$ is the power of $r=\rho^{-1}$ here, rather than of $\rho$ in Corollary 6.7.)

- Part (1): s0 tensors. We note the explicit expressions

$$
\begin{align*}
& N_{\mathrm{s} 0}\left(\delta^{*}, \lambda+1\right)=\frac{1}{4}\left(\begin{array}{cc}
2(\lambda+1) & 0 \\
-\lambda-1 & \lambda+1 \\
0 & -2(\lambda+1) \\
4 & -4
\end{array}\right), \\
& N_{\mathrm{s} 0}(D \operatorname{Ric}, \lambda)=\frac{1}{4}\left(\begin{array}{cccc}
0 & -4 \lambda & 0 & -\lambda(\lambda+1) \\
-\lambda(\lambda+1) & -2 \lambda(\lambda-1) & -\lambda(\lambda+1) & \lambda(\lambda+1) \\
0 & -4 \lambda & 0 & -\lambda(\lambda+1) \\
4(\lambda+1) & -8 & 4(\lambda+1) & -2(\lambda+1)(\lambda+2)
\end{array}\right), \\
& N_{\mathrm{s} 0}(\delta \mathrm{G}, \lambda-2)=\frac{1}{2}\left(\begin{array}{cccc}
-2 \lambda & 4 & 0 & \lambda \\
0 & -4 & 2 \lambda & -\lambda
\end{array}\right) \tag{7.16}
\end{align*}
$$

For $\lambda \neq 0, N_{\mathrm{s} 0}(\delta \mathrm{G}, \lambda-2)$ is surjective and thus has 2-dimensional kernel; since $N_{\mathrm{s} 0}(D \operatorname{Ric}, \lambda)$ maps a supplementary subspace of ker $N_{\mathrm{s} 0}(D$ Ric, $\lambda$ ) injectively into this kernel, we conclude that $\operatorname{dim} \operatorname{ran} N_{\mathrm{s} 0}(D \operatorname{Ric}, \lambda)=4-\operatorname{dim} \operatorname{ker} N_{\mathrm{s} 0}(D \operatorname{Ric}, \lambda) \leq 2$. But for $\lambda \neq-1,0$, the dimension of $\operatorname{ran} N_{\mathrm{s} 0}(D \operatorname{Ric}, \lambda)$ is at least 2 . Thus, it must equal to 2 . Since for $\lambda \neq-1$, $\operatorname{ran} N_{\mathrm{s} 0}\left(\delta^{*}, \lambda+\right.$ 1 ) is a 2 -dimensional subspace of $\operatorname{ker} N_{\mathrm{s} 0}(D \operatorname{Ric}, \lambda)$, we conclude that for $\lambda \neq-1,0$ we have $\operatorname{ker} N_{\mathrm{s} 0}(D \operatorname{Ric}, \lambda)=\operatorname{ran} N_{\mathrm{s} 0}\left(\delta^{*}, \lambda+1\right)$.

For $\lambda=-1$, we have $\operatorname{ker} N_{\mathrm{s} 0}\left(\delta^{*}, \lambda+1\right)=\operatorname{span}\left\{(1,1)^{T}\right\}$ (in coordinates, this is $\underline{\delta}^{*}(2 \mathrm{~d} t)=$ 0 ), so $\left.\operatorname{ran} N_{\mathrm{s} 0}\left(\delta^{*}, \lambda+1\right)\right|_{\lambda=-1}=\operatorname{span}\left\{(0,0,0,1)^{T}\right\}$ is a 1 -dimensional subspace of

$$
\begin{equation*}
N_{\mathrm{s} 0}(D \operatorname{Ric},-1)=\operatorname{span}\left\{(1,0,0,0)^{T},(0,0,1,0)^{T},(0,0,0,1)^{T}\right\} . \tag{7.17}
\end{equation*}
$$

We note that the range of $\left.\partial_{\lambda} N_{\mathrm{s} 0}\left(\delta^{*}, \lambda+1\right)\right|_{\lambda=-1}:(1,1)^{T} \mapsto \frac{1}{2}(1,0,-1,0)^{T}$ (in coordinates, this is the equation $\left.\underline{\delta}^{*}(2 \log r \mathrm{~d} t)=2 r^{-1} \mathrm{~d} t \otimes_{s} \mathrm{~d} r=\frac{1}{2} r^{-1}\left(\left(\mathrm{~d} x^{0}\right)^{2}-\left(\mathrm{d} x^{1}\right)^{2}\right)\right)$ spans a 1dimensional subspace in the quotient $\operatorname{ker} N_{\mathrm{s} 0}(D \operatorname{Ric},-1) / \operatorname{ran} N_{\mathrm{s} 0}\left(\delta^{*}, 0\right)$, and a complementary subspace is spanned by $(1,0,1,0)^{T}$.

For $\lambda=0$ finally, the quotient of

$$
\operatorname{ker} N_{\mathrm{s} 0}(D \operatorname{Ric}, \lambda)=\operatorname{span}\left\{(1,0,0,1)^{T},(-1,0,1,0)^{T},(2,1,0,0)^{T}\right\}
$$

by $\left.\operatorname{ran} N_{\mathrm{s} 0}\left(\delta^{*}, \lambda+1\right)\right|_{\lambda=0}=\operatorname{span}\left\{(2,-1,0,4)^{T},(0,1,-2,-4)^{T}\right\}$ is spanned e.g. by the image of $(1,1,1,0)^{T}$ in the quotient.

- Part (2): s1 tensors. For $\lambda \neq-1$, the annihilator of the range of

$$
N_{\mathrm{s} 1}\left(\delta^{*}, \lambda+1\right)=\frac{1}{4}\left(\begin{array}{ccc}
2(\lambda+1) & 0 & 0 \\
-\lambda-1 & \lambda+1 & 0 \\
2 & 0 & \lambda \\
0 & -2(\lambda+1) & 0 \\
0 & 2 & -\lambda \\
4 & -4 & -4
\end{array}\right)
$$

is spanned by

$$
\begin{aligned}
& h_{1}^{*}=(1 \quad, 2 \quad, 0,1,0,0) \\
& h_{2}^{*}=\left(-\frac{2}{\lambda+1},-\frac{2}{\lambda+1}, 1,0,1,0\right) \\
& h_{3}^{*}=\left(-\frac{1}{\lambda+1}, \frac{\lambda}{\lambda+1}, 1,0,0, \frac{\lambda}{4}\right)
\end{aligned}
$$

Thus, for $h \in \mathcal{C}_{\mathrm{s} 1}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right)$, the value of $N(D R i c, \lambda) h$ only depends on the gaugeinvariant quantities $(X, Y, Z):=\left(h_{1}^{*}(h), h_{2}^{*}(h), h_{3}^{*}(h)\right)$. Since $(X, Y, Z)=(1,0,0),(0,1,0)$, $(0,0,1)$ for $h=(0,0,0,1,0,0)^{T},(0,0,0,0,1,0)^{T},(-\lambda-1,0,0, \lambda+1,-2,0)^{T}$, respectively, one computes using

$$
N_{\mathrm{s} 1}(D R i c, \lambda)=\frac{1}{2}\left(\begin{array}{cccccc}
2 & -2 \lambda & -2(\lambda+1) & 0 & 0 & -\frac{1}{2} \lambda(\lambda+1)  \tag{7.18}\\
-\frac{1}{2} \lambda(\lambda+1) & -(\lambda-2)(\lambda+1) & \lambda+1 & -\frac{1}{2} \lambda(\lambda+1) & -\lambda-1 & \frac{1}{2} \lambda(\lambda+1) \\
\lambda & \lambda-2 & -\frac{1}{2}\left(\lambda^{2}+\lambda+2\right) & 0 & -\frac{1}{2}(\lambda-1)(\lambda+2) & -\frac{1}{2} \lambda \\
0 & -2 \lambda & 0 & 2 & 2(\lambda+1) & -\frac{1}{2} \lambda(\lambda+1) \\
0 & -\lambda+2 & -\frac{1}{2}(\lambda-1)(\lambda+2) & -\lambda & -\frac{1}{2}\left(\lambda^{2}+\lambda+2\right) & \frac{1}{2} \lambda \\
2(\lambda+1) & -8 & -2(\lambda+3) & 2(\lambda+1) & 2(\lambda+3) & -\lambda(\lambda+3)
\end{array}\right)
$$

the matrix of $N(D \operatorname{Ric}, \lambda)$ in terms of $(X, Y, Z)$ (for the columns) and the splitting (6.15b) (for the rows) to be

$$
N_{\mathrm{s} 1}(D \operatorname{Ric}, \lambda)=\frac{1}{2}\left(\begin{array}{ccc}
0 & 0 & -2(\lambda+1) \\
-\frac{1}{2} \lambda(\lambda+1) & -\lambda-1 & 2(\lambda+1) \\
0 & -\frac{1}{2}(\lambda-1)(\lambda+2) & -2 \\
2 & 2(\lambda+1) & -2(\lambda+1) \\
-\lambda & -\frac{1}{2}\left(\lambda^{2}+\lambda+2\right) & 2 \\
2(\lambda+1) & 2(\lambda+3) & -4(\lambda+3)
\end{array}\right) .
$$

Since $\lambda \neq-1$, the third column is linearly independent from the first two (cf. the $(1,3)$ entry). The second column is $\lambda+1$ times the first (cf. the fourth row) if and only if $\lambda=-2,1$. We conclude that for $\lambda \neq-2,-1,1, N_{\mathrm{s} 1}(D \operatorname{Ric}, \lambda) h=0 \operatorname{implies}(X, Y, Z)=0$ and thus $h \in \operatorname{ran} N_{\mathrm{s} 1}\left(\delta^{*}, \lambda+1\right)$. For $\lambda=-2$, resp. $\lambda=1$, the kernel of $N_{\mathrm{s} 1}(D R i c, \lambda)$ modulo $\operatorname{ran} N_{\mathrm{s} 1}\left(\delta^{*}, \lambda+1\right)$ is spanned by $h$ with $(X, Y, Z)=(1,1,0)$, resp. $(X, Y, Z)=(2,-1,0)$ e.g. $h=\frac{1}{2}(1,0,-1,1,1,0)^{T}$, resp. $h=(0,0,0,2,-1,0)^{T}$.

For $\lambda=-1, N_{\mathrm{s} 1}\left(\delta^{*}, \lambda+1\right)$ has 1-dimensional kernel spanned by $\left(\frac{1}{2},-\frac{1}{2}, 1\right)^{T}$ (corresponding in coordinates to the fact that translation 1-forms $\mathrm{d}(r \mathrm{~S}), \mathrm{S} \in \mathbf{S}_{1}$, are Killing 1-forms on Minkowski space). One computes

$$
\begin{aligned}
\left.\operatorname{ran} N_{\mathrm{s} 1}\left(\delta^{*}, \lambda+1\right)\right|_{\lambda=-1} & =\operatorname{span}\left\{(0,0,1,0,0,2)^{T},(0,0,1,0,1,0)^{T}\right\} \\
\left.\operatorname{ker} N_{\mathrm{s} 1}(D \operatorname{Ric}, \lambda)\right|_{\lambda=-1} & =\operatorname{span}\left\{(0,0,1,0,0,2)^{T},(0,0,1,0,1,0)^{T},(1,-1,1,1,-1,0)^{T}\right\}
\end{aligned}
$$

so the quotient space is 1-dimensional; but

$$
4 \partial_{\lambda} N_{\mathrm{s} 1}\left(\delta^{*}, \lambda+1\right)\left(\frac{1}{2},-\frac{1}{2}, 1\right)^{T}=(1,-1,1,1,-1,0)^{T}
$$

(in coordinates $\left.\underline{\delta}^{*}((\log r) \mathrm{d}(r S))=\frac{1}{r} \mathrm{~d} r \otimes_{s} \mathrm{~d}(r \mathrm{~S})\right)$ spans this quotient.

- Part (3): sl tensors, $l \geq 2$. Now

$$
N_{\mathrm{sl}}\left(\delta^{*}, \lambda+1\right)=\frac{1}{4}\left(\begin{array}{ccc}
2(\lambda+1) & 0 & 0 \\
-\lambda-1 & \lambda+1 & 0 \\
2 & 0 & \lambda \\
0 & -2(\lambda+1) & 0 \\
0 & 2 & -\lambda \\
4 & -4 & -2 l(l+1) \\
0 & 0 & 4
\end{array}\right)
$$

is injective for all $\lambda \in \mathbb{C}$. The annihilator of its range is spanned by ${ }^{45}$

$$
\begin{aligned}
& h_{1}^{*}=\left(1,0,-\lambda-1,0,0 \quad, 0, \frac{\lambda(\lambda+1)}{4}\right), \\
& h_{2}^{*}=\left(0,1, \frac{\lambda+1}{2}, 0,-\frac{1}{2}(\lambda+1), 0,-\frac{\lambda(\lambda+1)}{4}\right) \text {, } \\
& h_{3}^{*}=\left(0,0,0 \quad, 1, \lambda+1 \quad, 0, \frac{\lambda(\lambda+1)}{4}\right) \text {, } \\
& h_{4}^{*}=\left(0,0,-2 \quad, 0,2 \quad, 1, \frac{l(l+1)}{2}+\lambda\right) \text {. }
\end{aligned}
$$

Given $h \in \mathcal{C}_{\mathrm{sl}}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right)$, the vector $(X, Y, Z, J):=\left(h_{1}^{*}(h), h_{2}^{*}(h), h_{3}^{*}(h), h_{4}^{*}(h)\right)$ is thus gauge-invariant. Noting that $(1,0,0,0,0,0,0)^{T},(0,1,0,0,0,0,0)^{T},(0,0,0,1,0,0,0)^{T}$, $(0,0,0,0,0,1,0)^{T}$ is a dual basis (i.e. the matrix of evaluations against $h_{1}^{*}, \ldots, h_{4}^{*}$ is the identity matrix), the action of

$$
\begin{align*}
& 2 N_{\mathrm{sl}}(D \operatorname{Ric}, \lambda)  \tag{7.19}\\
& =\left(\begin{array}{ccccccc}
l(l+1) & -2 \lambda & -l(l+1)(\lambda+1) & 0 & 0 & -\frac{1}{2} \lambda(\lambda+1) & 0 \\
-\frac{1}{2} \lambda(\lambda+1) & -(\lambda-l-1)(\lambda+l) & \frac{1}{2} l(l+1)(\lambda+1) & -\frac{1}{2} \lambda(\lambda+1) & -\frac{1}{2} l(l+1)(\lambda+1) & \frac{1}{2} \lambda(\lambda+1) & 0 \\
\lambda & \lambda-2 & -\frac{1}{2}\left(\lambda^{2}+\lambda+2\right) & 0 & -\frac{1}{2}(\lambda-1)(\lambda+2) & -\frac{\lambda}{2} & -\frac{1}{4}(l-1)(l+2) \lambda \\
0 & -2 \lambda & 0 & l(l+1) & l(l+1)(\lambda+1) & -\frac{1}{2} \lambda(\lambda+1) & 0 \\
0 & -\lambda+2 & -\frac{1}{2}(\lambda-1)(\lambda+2) & -\lambda & -\frac{1}{2}\left(\lambda^{2}+\lambda+2\right) & \frac{\lambda}{2} \\
2(\lambda+1) & -2\left(l^{2}+l+2\right) & -l(l+1)(\lambda+3) & 2(\lambda+1) & l(l+1)(\lambda+3) & -(\lambda-l+1)(\lambda+l+2) & \frac{1}{4}(l-1)(l+2) \lambda \\
0 & 4 & 2(\lambda+1) & 0 & -2(\lambda+1) & 0 & -\lambda(\lambda+1)(l+2) \\
=
\end{array}\right.
\end{align*}
$$

on $h$ is thus given, in terms of ( $X, Y, Z, J$ ) (for the columns) and the splitting (6.15c) (for the rows), by the first, second, fourth, and sixth columns, so

$$
2 N_{\mathrm{sl} l}(D \operatorname{Ric}, \lambda)=\left(\begin{array}{cccc}
l(l+1) & -2 \lambda & 0 & -\frac{1}{2} \lambda(\lambda+1) \\
-\frac{1}{2} \lambda(\lambda+1) & -(\lambda-l-1)(\lambda+l) & -\frac{1}{2} \lambda(\lambda+1) & \frac{1}{2} \lambda(\lambda+1) \\
\lambda & \lambda-2 & 0 & -\frac{\lambda}{2} \\
0 & -2 \lambda & l(l+1) & -\frac{1}{2} \lambda(\lambda+1) \\
0 & -\lambda+2 & -\lambda & \frac{\lambda}{2} \\
2(\lambda+1) & -2\left(l^{2}+l+2\right) & 2(\lambda+1) & -(\lambda-l+1)(\lambda+l+2) \\
0 & 4 & 0 & 0
\end{array}\right) .
$$

We need to determine for which $\lambda \in \mathbb{C}$ this matrix has a nontrivial nullspace. Note that the second column is linearly independent from the span of the other three columns which we denote $r_{1}, r_{3}, r_{4}$. When $\lambda=0$, then $r_{1}$ is linearly independent of $\operatorname{span}\left\{r_{3}, r_{4}\right\}$ (cf. the $(1,1)$ entry), and $r_{3}, r_{4}$ are linearly independent as well (cf. the fourth row). When $\lambda \neq 0$, then $a r_{1}+b r_{3}+2 c r_{4}=0$ implies $(b-c) \lambda=0$ (fifth row), so $b=c$, and furthermore $b l(l+1)=c \lambda(\lambda+1)$ (fourth row), so $\lambda=-l-1, l$. And indeed for $\lambda=-l-1, l$, tensors with $(X, Y, Z, J)=(1,0,1,2)$ (for either value of $\lambda$ ) lie in the kernel of $N_{\mathrm{sl} l}(D \operatorname{Ric}, \lambda)$.

- Part (4): v1 tensors. We have

$$
N_{\mathrm{v} 1}\left(\delta^{*}, \lambda+1\right)=\frac{1}{4}\binom{\lambda}{-\lambda}, \quad N_{\mathrm{v} 1}(D \operatorname{Ric}, \lambda)=-\frac{(\lambda-1)(\lambda+2)}{4}\left(\begin{array}{ll}
1 & 1  \tag{7.20}\\
1 & 1
\end{array}\right) .
$$

[^30]For $\lambda \neq-2,1$, ker $N_{\mathrm{v} 1}(D \operatorname{Ric}, \lambda)$ is therefore 1-dimensional and spanned by $(1,-1)^{T}$, which for $\lambda \neq 0$ spans the range of $N_{\mathrm{v} 1}\left(\delta^{*}, \lambda+1\right)$. Turning to the exceptional values, note that for $\lambda=-2,1$, the quotient space $\operatorname{ker} N_{\mathrm{v} 1}(D \operatorname{Ric}, \lambda) / \operatorname{ran} N_{\mathrm{v} 1}\left(\delta^{*}, \lambda+1\right)$ is spanned by $\left\{(1,1)^{T}\right\}$. (Since $N_{\mathrm{v} 1}\left(\delta^{*}, \lambda+1\right)$ is injective, quotienting out by the generalized range gives the same space.) For $\lambda=0$, the quotient space is 1 -dimensional (and spanned by $\left.(1,-1)^{T}\right)$, but in view of $\operatorname{ran}\left(\partial_{\lambda} N_{\mathrm{v} 1}\left(\delta^{*}, \lambda+1\right)\right)=\operatorname{span}\left\{(1,-1)^{T}\right\}$ the quotient by $R_{\mathrm{v} 1,[1]}\left(N_{\mathrm{v} 1}\left(\delta^{*}, \lambda+1\right)\right)$ is trivial.

- Part (5): vl tensors, $l \geq 2$. Similarly to the scalar type $l \geq 2$ case, the operator

$$
N_{\mathrm{vl}}\left(\delta^{*}, \lambda+1\right)=\frac{1}{4}\left(\begin{array}{c}
\lambda \\
-\lambda \\
4
\end{array}\right)
$$

is now always injective; the annihilator of its range is spanned by $h_{1}^{*}=\left(1,0,-\frac{1}{4} \lambda\right)^{T}, h_{2}^{*}=$ $\left(0,1, \frac{1}{4} \lambda\right)$. A dual basis being $(1,0,0),(0,1,0)$, we can compute the action of

$$
-4 N_{\mathrm{vl}}(D \operatorname{Ric}, \lambda)=\left(\begin{array}{ccc}
-2\left(l^{2}+l-1\right)+\lambda(\lambda+1) & (\lambda-1)(\lambda+2) & \frac{1}{2}(l-1)(l+2) \lambda  \tag{7.21}\\
(\lambda-1)(\lambda+2) & -2\left(l^{2}+l-1\right)+\lambda(\lambda+1) & -\frac{1}{2}(l-1)(l+2) \lambda \\
-4(\lambda+1) & 4(\lambda+1) & 2 \lambda(\lambda+1)
\end{array}\right)
$$

on a tensor $h$ in terms of $(X, Y)=\left(h_{1}^{*}(h), h_{2}^{*}(h)\right)$ (for the columns) to be given by

$$
-4 N_{\mathrm{vl}}(D \operatorname{Ric}, \lambda)=\left(\begin{array}{cc}
-2\left(l^{2}+l-1\right)+\lambda(\lambda+1) & (\lambda-1)(\lambda+2) \\
(\lambda-1)(\lambda+2) & -2\left(l^{2}+l-1\right)+\lambda(\lambda+1) \\
-4(\lambda+1) & 4(\lambda+1)
\end{array}\right)
$$

For $\lambda=-1$, this has trivial nullspace (using $l^{2}+l-1 \neq \pm 1$ ). For $\lambda \neq-1$, the only possible nontrivial linear combination of the two columns which gives the zero vector is (up to scalar multiples) their sum (cf. the third row), i.e. $(X, Y)=(1,1)$ (corresponding e.g. to $\left.h=(1,1,0)^{T}\right)$. This indeed vanishes if $0=-2\left(l^{2}+l-1\right)+\lambda(\lambda+1)+(\lambda-1)(\lambda+2)=$ $2(\lambda-l)(\lambda+l+1)$, which has the solutions $\lambda=-l-1, l$. This implies the claim.

What this result does not yet treat is the generalized nullspace of $N(D$ Ric, $\lambda)$, i.e. the possibility and structure of solutions of $D_{\underline{g}} \operatorname{Ric}\left(\sum_{j=0}^{k} r^{\lambda}(\log r)^{j} h_{j}\right)=0$ with $k \geq 1$. Note that for such solutions, the leading order term $h_{k}$ necessarily lies in ker $N(D \operatorname{Ric}, \lambda)$. We will prove in Proposition 7.7 that leading order terms for $k \geq 1$ are always pure gauge; this is thus a result on the 'semi-simplicity modulo pure gauge' for the (generalized) nullspace of $N(D \operatorname{Ric}, \lambda)$.

In this analysis of the generalized nullspace of $N(D \operatorname{Ric}, \lambda)$, we will use duality and pairing arguments. The fiber inner products are induced by the Minkowski metric. Making explicit the volume density used for the definition of adjoints (and recalling that the Minkowskian volume density is $r^{2} \mathrm{~d} r$ times the standard density on $\mathbb{S}^{2}$ ), we then note that

$$
\begin{align*}
N(D \operatorname{Ric}, \lambda)^{*} & :=N\left(r^{2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0), \lambda\right)^{*} & =\left(r^{-\lambda} r^{2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0) r^{\lambda}\right)^{*,\left|\frac{\mathrm{~d} r}{r}\right|} \\
& =r^{3}\left(r^{-\lambda} r^{2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0) r^{\lambda}\right)^{*,\left|r^{2} \mathrm{~d} r\right|} r^{-3} & =r^{3}\left(r^{\bar{\lambda}} \widehat{D_{\underline{g}} \operatorname{Ric}}(0)^{*} r^{2} r^{-\bar{\lambda}}\right) r^{-3}  \tag{7.22}\\
& =r^{1+\bar{\lambda}} r^{2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0)^{*} r^{-1-\bar{\lambda}} & =N\left(r^{2} \underline{\left.\underline{G} \widehat{D_{\underline{g}} \operatorname{Ric}}(0) \mathrm{G},-1-\bar{\lambda}\right)}\right. \\
& =\mathrm{G} \circ N(D \operatorname{Ric},-1-\bar{\lambda}) \circ \mathrm{G}, &
\end{align*}
$$

and similarly

$$
\begin{align*}
N\left(\delta^{*}, \lambda+1\right)^{*} & =N(\delta,-3-\bar{\lambda}) \\
N(\delta \mathrm{G}, \lambda-2)^{*} & =\mathrm{G} \circ N(\delta \mathrm{G},-3-\bar{\lambda}) \circ \mathrm{G},  \tag{7.23}\\
\left.\delta^{*},-\bar{\lambda}\right) & =N\left(\mathrm{G} \delta^{*},-\bar{\lambda}\right) .
\end{align*}
$$

Thus, Proposition 7.3 asserts that for every pure type $\bullet \in\{s l, \mathrm{vl}\}$, the pairings

$$
\begin{align*}
& \left(K_{\bullet,[j]}(\delta \mathrm{G}, \lambda-2) / R_{\bullet,[i]}(D \operatorname{Ric}, \lambda)\right) \times\left(K_{\bullet,[i]}(D \operatorname{Ric},-1-\bar{\lambda}) / R_{\bullet,[j]}\left(\delta^{*},-\bar{\lambda}\right)\right)  \tag{7.24}\\
& \quad \ni\left(h, h^{*}\right) \mapsto\left\langle h, G h^{*}\right\rangle \in \mathbb{C}
\end{align*}
$$

are non-degenerate.
Proposition 7.7 (Restricted kernels are pure gauge). (1) (Scalar type 0.) We have

$$
K_{\mathrm{s} 0,[1]}(D \operatorname{Ric},-1)=\left\{h \in \operatorname{ker} N_{\mathrm{s} 0}(D \operatorname{Ric},-1): \partial_{\lambda} N_{\mathrm{s} 0}(D \operatorname{Ric},-1) h \in \operatorname{ran} N_{\mathrm{s} 0}(D \operatorname{Ric}, 0)\right\}
$$

$$
\begin{equation*}
=R_{\mathrm{s} 0,[1]}\left(\delta^{*}, 0\right) \tag{7.25a}
\end{equation*}
$$

$K_{\mathrm{s} 0,[1]}(D \operatorname{Ric}, 0)=R_{\mathrm{s} 0,[0]}\left(\delta^{*}, 1\right)$.
(in local coordinates, $\partial_{\lambda} N\left(\delta^{*}, 0\right)(1,1)^{T}$ is $\underline{\delta}^{*}(2(\log r) \mathrm{d} t)=2 r^{-1} \mathrm{~d} r \otimes_{s} \mathrm{~d} t$ ).
(2) (Scalar type 1.) We have

$$
\begin{align*}
K_{\mathrm{s} 1,[1]}(D \operatorname{Ric},-2) & =R_{\mathrm{s} 1,[0]}\left(\delta^{*},-1\right),  \tag{7.27a}\\
K_{\mathrm{s} 1,[1]}(D \operatorname{Ric}, 1) & =R_{\mathrm{s} 1,[0]}\left(\delta^{*}, 2\right) . \tag{7.27b}
\end{align*}
$$

(3) (Scalar type $l \geq 2$.) We have $K_{\mathrm{sl},[1]}(D \operatorname{Ric}, \lambda)=R_{\mathrm{sl},[0]}\left(\delta^{*}, \lambda+1\right)$ for $\lambda=-l-1, l$.
(4) (Vector type 1.) We have $K_{\mathrm{v} 1,[1]}(D \operatorname{Ric}, \lambda)=R_{\mathrm{vl},[0]}\left(\delta^{*}, \lambda+1\right)$ for $\lambda=-2,1$.
(5) (Vector type $l \geq 2$.) We have $K_{\mathrm{v} l,[1]}(D \operatorname{Ric}, \lambda)=R_{\mathrm{v} l,[0]}\left(\delta^{*}, \lambda+1\right)$ for $\lambda=-l-1, l$.

Proof. Let $h \in K_{\bullet},[0](D \operatorname{Ric}, \lambda)=\operatorname{ker} N_{\bullet}(D \operatorname{Ric}, \lambda)$. In order to find a condition whether $h \in K_{\bullet},[1](D R i c, \lambda)$, i.e. $\partial_{\lambda} N_{\bullet}(D \operatorname{Ric}, \lambda) h \in \operatorname{ran} N_{\bullet}(D \operatorname{Ric}, \lambda)$, note that

$$
\partial_{\lambda} N_{\bullet}(D \operatorname{Ric}, \lambda) h \in K_{\bullet},[0](\delta G, \lambda-2)
$$

since on $\operatorname{ker} N_{\bullet}(D \operatorname{Ric}, \lambda)$ we have

$$
N_{\bullet}(\delta \mathrm{G}, \lambda-2) \circ \partial_{\lambda} N_{\bullet}(D \operatorname{Ric}, \lambda)=-\partial_{\lambda} N_{\bullet}(\delta G, \lambda-2) \circ N_{\bullet}(D \operatorname{Ric}, \lambda)=0 .
$$

Thus, we have a well-defined linear map

$$
\begin{equation*}
\left(K_{\bullet,[0]}(D \operatorname{Ric},-1-\bar{\lambda}) / R_{\bullet,[0]}\left(\delta^{*},-\bar{\lambda}\right)\right) \ni h^{*} \mapsto\left\langle\partial_{\lambda} N_{\bullet}(D \operatorname{Ric}, \lambda) h, \mathrm{G}^{*}\right\rangle . \tag{7.28}
\end{equation*}
$$

By (7.24), this is the zero map if and only if $\partial_{\lambda} N_{\bullet}(D$ Ric, $\lambda) h \in R_{\bullet},[0](D R i c, \lambda)$, i.e. $h \in$ $K_{\bullet},[1](D R i c, \lambda)$. Proposition 7.6 describes the spaces of inputs $h^{*}$ in the pairing (7.28).

Now, (7.28) depends only on the equivalence class of $h$ in $K_{\bullet,[0]}(D \operatorname{Ric}, \lambda) / R_{\bullet},[N]\left(\delta^{*}, \lambda+1\right)$ where $N \in \mathbb{N}_{0}$ is arbitrary: this follows from the fact that for $\omega(\mu+1)=\sum_{j=0}^{N}(\mu-\lambda)^{-j-1} \omega_{j}$ such that $N_{\bullet}\left(\delta^{*}, \mu+1\right) \omega(\mu+1)$ is holomorphic at $\mu=\lambda$ we have

$$
\begin{aligned}
& \left.\left\langle\partial_{\mu} N_{\bullet}(D \operatorname{Ric}, \mu)\left(N_{\bullet}\left(\delta^{*}, \mu+1\right) \omega(\mu+1)\right), \mathrm{G} h^{*}\right\rangle\right|_{\mu=\lambda} \\
& \quad=-\left.\left\langle N_{\bullet}(D \operatorname{Ric}, \lambda) \partial_{\mu}\left(N_{\bullet}\left(\delta^{*}, \mu+1\right) \omega(\mu+1)\right), \mathrm{G} h^{*}\right\rangle\right|_{\mu=\lambda} \\
& \quad=\left.\left\langle\partial_{\lambda}\left(N_{\bullet}\left(\delta^{*}, \lambda+1\right) \omega(\lambda+1)\right), \mathrm{G} N_{\bullet}(D \operatorname{Ric},-1-\bar{\lambda}) h^{*}\right\rangle\right|_{\mu=\lambda} \\
& \quad=0 .
\end{aligned}
$$

We have thus shown that

$$
\begin{align*}
& K_{\bullet,[1]}(D \operatorname{Ric}, \lambda) / R_{\bullet,[N]}\left(\delta^{*}, \lambda+1\right) \\
& =\left\{[h] \in K_{\bullet,[0]}(D \operatorname{Ric}, \lambda) / R_{\bullet,[N]}\left(\delta^{*}, \lambda+1\right):\left\langle\partial_{\lambda} N_{\bullet}(D \operatorname{Ric}, \lambda) h, \mathrm{G} h^{*}\right\rangle=0\right.  \tag{7.29}\\
& \left.\forall h^{*} \in K_{\bullet,[0]}(D \operatorname{Ric},-1-\bar{\lambda}) / R_{\bullet,[0]}\left(\delta^{*},-\bar{\lambda}\right)\right\} .
\end{align*}
$$

We use this characterization to show that $K_{\bullet},[1](D R i c, \lambda)=R_{\bullet},[N]\left(\delta^{*}, \lambda+1\right)$ for various values of $\bullet, \lambda$, and $N$.

- Part (1): s0 tensors. Consider first (7.25a), and $\lambda=-1$ in (7.29). By Proposition $\overline{7.6(1) \text { it suffices to check that for }}$

$$
h:=(1,0,1,0)^{T} \notin K_{\mathrm{s} 0,[1]}(D \operatorname{Ric},-1), \quad h^{*}=(1,1,1,0)^{T} \in K_{\mathrm{s} 0,[0]}(D \operatorname{Ric}, 0),
$$

we have $\left\langle\partial_{\lambda} N_{\mathrm{s} 0}(D\right.$ Ric,-1$\left.) h, \mathrm{G} h^{*}\right\rangle \neq 0$. The matrix of the fiber inner product on s 0 sections of $\underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}$ tensors can be read off from (6.7) and is

$$
\left(\begin{array}{llll}
0 & 0 & 4 & 0 \\
0 & 8 & 0 & 0 \\
4 & 0 & 0 & 0 \\
0 & 0 & 0 & 2
\end{array}\right) .
$$

Using the expression (7.16), we thus compute

$$
\begin{aligned}
& \left\langle\partial_{\lambda} N_{\mathrm{s} 0}(D \operatorname{Ric},-1)(1,0,1,0)^{T}, \mathrm{G}(1,1,1,0)^{T}\right\rangle_{L^{2}\left(\mathbb{S}^{2}\right)} \\
& =\left\langle\left(0, \frac{1}{2}, 0,2\right)^{T},(1,0,1,2)^{T}\right\rangle_{L^{2}\left(\mathbb{S}^{2}\right)}=32 \pi \neq 0 .
\end{aligned}
$$

The statement (7.25b) follows from the same calculation: we now take $h=(1,1,1,0)^{T}$ to span $K_{\mathrm{s} 0,[0]}(D \operatorname{Ric}, 0) / R_{\mathrm{s} 0,[0]}\left(\delta^{*}, 1\right)$; for $h^{*}=(1,0,1,0)^{T} \in K_{\mathrm{s} 0,[0]}(D \operatorname{Ric},-1)$, we then have

$$
\left\langle\partial_{\lambda} N_{\mathrm{s} 0}(D \operatorname{Ric}, 0) h, \mathrm{G} h^{*}\right\rangle=\left\langle\mathrm{G} h, \partial_{\lambda} N_{\mathrm{s} 0}(D \operatorname{Ric},-1) h^{*}\right\rangle=32 \pi \neq 0 .
$$

(That is, the roles of $h, h^{*}$ and $0,-1$ are reversed compared to the first computation.)
To prove (7.26), note that $R_{\mathrm{s} 0,[0]}\left(\delta^{*}, 0\right)$ is a 1 -codimensional subspace of $R_{\mathrm{s} 0,[1]}\left(\delta^{*}, 0\right)=$ $K_{\mathrm{s} 0,[1]}(D$ Ric, -1$)$, with the quotient spanned by $\partial_{\lambda} N\left(\delta^{*}, 0\right)(1,1)^{T}$; see the computations following (7.17).

- Part (2): s1 tensors. Since for $\lambda=-2$ we have $-1-\bar{\lambda}=1$, we calculate with $h=$ $\left(-1, \overline{0,1,-1,-1,0)^{T} \text { and }} h^{*}=(0,0,0,2,-1,0)^{T}\right.$ (see (7.10)-(7.11)), and using (7.18) and the fiber inner product on s1 tensors (from (6.7))

$$
\left(\begin{array}{cccccc}
0 & 0 & 0 & 4 & 0 & 0 \\
0 & 8 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -8 & 0 \\
4 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -8 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 2
\end{array}\right)
$$

the pairing

$$
\left\langle\partial_{\lambda} N_{\mathrm{s} 1}(D \operatorname{Ric},-2) h, \mathrm{G} h^{*}\right\rangle_{L^{2}\left(\mathbb{S}^{2}\right)}
$$

$$
=\left\langle\left(-1,-\frac{1}{2},-\frac{1}{2},-1, \frac{1}{2},-4\right)^{T},(0,0,0,2,-1,0)^{T}\right\rangle_{L^{2}\left(\mathbb{S}^{2}\right)}=-48 \pi \neq 0 .
$$

This gives (7.27a); and (7.27b) follows from the same calculation with $h, h^{*}$ and $-2,1$ interchanged.

- Part (3): sl tensors, $l \geq 2$. Using $h=(1,0,0,1,0,2,0)^{T}=h^{*}$ from Proposition 7.6(3), the expression (7.19), and the fiber inner product (from (6.7), using (6.15c) and Lemma 6.4)

$$
\left(\begin{array}{ccccccc}
0 & 0 & 0 & 4 & 0 & 0 & 0 \\
0 & 8 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -4 l(l+1) & 0 & 0 \\
4 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -4 l(l+1) & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2}(l-1) l(l+1)(l+2)
\end{array}\right)
$$

we compute

$$
\begin{aligned}
& \left\langle\partial_{\lambda} N_{\mathrm{s} l}(D \operatorname{Ric},-l-1) h, \mathrm{G} h^{*}\right\rangle_{L^{2}\left(\mathbb{S}^{2}\right)} \\
& \quad=\left\langle\left(l+\frac{1}{2}, 0,0, l+\frac{1}{2}, 0,2 l+1,0\right)^{T},(1,1,0,1,0,0,0)^{T}\right\rangle_{L^{2}\left(\mathbb{S}^{2}\right)}=16(2 l+1) \pi \neq 0 .
\end{aligned}
$$

This implies the claims in part (3).

- Part (4): v1 tensors. For $l=1$ and $\lambda=-2$, we use Proposition 7.6(4) and take $h=\overline{(1,1)^{T}=h^{*} \text {. The fiber inner product being }}$

$$
\left(\begin{array}{cc}
0 & -8 \\
-8 & 0
\end{array}\right)
$$

we find, using (7.20),

$$
\left\langle\partial_{\lambda} N_{\mathrm{v} 1}(D \mathrm{Ric},-2) h, \mathrm{G} h^{*}\right\rangle_{L^{2}\left(\mathbb{S}^{2}\right)}=\left\langle\left(\frac{3}{2}, \frac{3}{2}\right)^{T},(1,1)^{T}\right\rangle=-96 \pi \neq 0 .
$$

The case $\lambda=1$ follows from the same calculation.

- Part (5): vl tensors, $l \geq 2$. This is similar to the case $l=1$ : now $h=(1,1,0)^{T}=h^{*}$, and using (7.21) and the fiber inner product

$$
\left(\begin{array}{ccc}
0 & -4 l(l+1) & 0 \\
-4 l(l+1) & 0 & 0 \\
0 & 0 & \frac{1}{2}(l-1) l(l+1)(l+2)
\end{array}\right)
$$

we find

$$
\begin{aligned}
\left\langle\partial_{\lambda} N_{\mathrm{vl} l}(D \text { Ric },-l-1) h, \mathrm{G} h^{*}\right\rangle_{L^{2}\left(\mathbb{S}^{2}\right)} & =\left\langle\left(l+\frac{1}{2}, l+\frac{1}{2}, 0\right)^{T},(1,1,0)^{T}\right\rangle_{L^{2}\left(\mathbb{S}^{2}\right)} \\
& =-16 l(l+1)(2 l+1) \pi \neq 0 .
\end{aligned}
$$

This completes the proof.
7.3. Generalized range. Let $\bullet \in\{s l, \mathrm{vl}\}$. Having studied the (restricted) kernel of $N(D \operatorname{Ric}, \lambda)$, we are now interested in solving the equation $N_{\bullet}(D \operatorname{Ric}, \lambda) h=f$, or more generally $\partial_{\lambda} N_{\bullet}(D \operatorname{Ric}, \lambda) h+N_{\bullet}(D \operatorname{Ric}, \lambda) h_{1}=f$ (necessarily with $\left.h \in \operatorname{ker} N_{\bullet}(D \operatorname{Ric}, \lambda)\right)$. A necessary condition for $f \in R_{\bullet,[i]}(D \operatorname{Ric}, \lambda)$ for any $i \in \mathbb{N}_{0}$ is $f \in \operatorname{ker} N_{\bullet}(\delta G, \lambda-2)=$ $K_{\bullet,[0]}(\delta \mathrm{G}, \lambda-2)$. The extent to which the converse fails can be read off from the nondegeneracy of the pairings (7.24) (with $j=0$ ).

Proposition 7.8 (Solvability for the indicial family). Let $\lambda \in \mathbb{C}$.
(1) (Scalar type 0.) For $\lambda \neq-1,0$, we have
$K_{\mathrm{s} 0,[0]}(\delta \mathrm{G}, \lambda-2)=\operatorname{ker} N_{\mathrm{s} 0}(\delta \mathrm{G}, \lambda-2)=\operatorname{ran} N_{\mathrm{s} 0}(D \operatorname{Ric}, \lambda)=R_{\mathrm{s} 0,[0]}(D \operatorname{Ric}, \lambda)$.
Furthermore,

$$
\begin{aligned}
K_{\mathrm{s} 0,[0]}(\delta \mathrm{G},-3) & =R_{\mathrm{s} 0,[1]}(D \operatorname{Ric},-1) \\
& =\left\{\partial_{\lambda} N_{\mathrm{s} 0}(D \operatorname{Ric},-1) h+N_{\mathrm{s} 0}(D \operatorname{Ric},-1) h_{1}: h \in \operatorname{ker} N_{\mathrm{s} 0}(D \operatorname{Ric},-1)\right\} .
\end{aligned}
$$

Moreover, we have an isomorphism ${ }^{46}$

$$
\begin{equation*}
K_{\mathrm{s} 0,[0]}(\delta \mathrm{G},-2) / R_{\mathrm{s} 0,[1]}(D \operatorname{Ric}, 0) \ni f \mapsto\left\langle\partial_{\lambda} N(\delta \mathrm{G},-2) f, \mathrm{~d} t\right\rangle_{L^{2}\left(\mathbb{S}^{2}\right)} \in \mathbb{C} . \tag{7.30}
\end{equation*}
$$

(2) (Scalar type 1.) We have

$$
\begin{array}{ll}
K_{\mathrm{s} 1,[0]}(\delta \mathrm{G}, \lambda-2)=R_{\mathrm{s} 1,[0]}(D \operatorname{Ric}, \lambda), & \lambda \neq-2,0,1, \\
K_{\mathrm{sl} 1,[0]}(\delta \mathrm{G}, \lambda-2)=R_{\mathrm{s} 1,[1]}(D \text { Ric }, \lambda), & \lambda=-2,1 .
\end{array}
$$

Moreover, we have an isomorphism ${ }^{47}$

$$
\begin{equation*}
K_{\mathrm{sl},[0]}(\delta \mathrm{G},-2) / R_{\mathrm{s} 1,[0]}(D \operatorname{Ric}, 0) \ni f \mapsto\left(\mathbf{S}_{1} \ni \mathrm{~S} \mapsto\left\langle\partial_{\lambda} N(\delta \mathrm{G},-2) f, \mathrm{~d}(r \mathrm{~S})\right\rangle_{L^{2}\left(\mathbb{S}^{2}\right)}\right) \in \mathbf{S}_{1}^{*} \tag{7.31}
\end{equation*}
$$

(3) (Scalar type $l \geq 2$.) We have

$$
\begin{array}{ll}
K_{\mathrm{sl},[0]}(\delta \mathrm{G}, \lambda-2)=R_{\mathrm{sl},[0]}(D \operatorname{Ric}, \lambda), & \\
K_{\mathrm{sl},[0]}(\delta \mathrm{G}, \lambda-2)=R_{\mathrm{sl},[1]}(D \operatorname{Ric}, \lambda), & \\
\hline=-l-l, l, \\
\hline
\end{array}
$$

(4) (Vector type 1.) We have

$$
\begin{array}{ll}
K_{\mathrm{v} l,[0]}(\delta \mathrm{G}, \lambda-2)=R_{\mathrm{vl},[0]}(D \operatorname{Ric}, \lambda), & \\
K_{\mathrm{vl},[0]}(\delta \mathrm{G}, \lambda-2)=R_{\mathrm{vl},[1]}(D \operatorname{Ric}, \lambda), & \\
\lambda=-2,1 .
\end{array}
$$

Moreover, we have an isomorphism ${ }^{48}$

$$
\begin{equation*}
K_{\mathrm{v} 1,[0]}(\delta \mathrm{G},-3) / R_{\mathrm{v} 1,[0]}(D \operatorname{Ric},-1) \ni f \mapsto\left(\mathbf{V}_{1} \ni \mathrm{~V} \mapsto\left\langle\partial_{\lambda} N(\delta \mathrm{G},-3) f, r^{2} \mathrm{~V}\right\rangle_{L^{2}\left(\mathbb{S}^{2}\right)}\right) \in \mathbf{V}_{1}^{*} \tag{7.32}
\end{equation*}
$$

(5) (Vector type $l \geq 2$.) We have

$$
\begin{array}{rlrl}
K_{\mathrm{v} l,[0]}(\delta \mathrm{G}, \lambda-2) & =R_{\mathrm{v} l,[0]}(D \operatorname{Ric}, \lambda), & & \lambda \neq-l-1, l, \\
K_{\mathrm{vl},[0]}(\delta \mathrm{G}, \lambda-2) & =R_{\mathrm{v} l,[1]}(D \operatorname{Ric}, \lambda), & \lambda=-l-1, l .
\end{array}
$$

[^31]Proof. Those cases in Propositions 7.6-7.7 in which the (restricted) kernel $K_{\bullet},[i](D R i c, \lambda)$, $i \in \mathbb{N}_{0}$, is equal to the range $R_{\bullet},[0]\left(\delta^{*}, \lambda+1\right)$ imply, via (7.24) with $j=0$, most of the Proposition.

The isomorphism (7.30) follows from (7.26) using (7.24) (with $\lambda=0, i=1, j=0$ ) and the fact that $\left(\mathrm{G} \circ \partial_{\lambda} N\left(\delta^{*}, 0\right)\right)^{*}=\partial_{\lambda} N(\delta \mathrm{G},-2)$. Similarly, the isomorphism (7.31) follows from (7.12) using (7.24) (with $\lambda=0, i=0, j=0$ ); and (7.32) follows from (7.14) using (7.24) (with $\lambda=-1, i=0, j=0$ ).

In (7.30), (7.31), and (7.32), the generalized ranges $R_{\bullet,[i]}(D R i c,-)$ have already stabilized, i.e. they remain unchanged if one increases $i$ further. ${ }^{49}$ Thus, these isomorphisms capture the full extent to which $r^{2} \widehat{D_{g} \operatorname{Ric}}(0) h=r^{\lambda-2} f, f \in \operatorname{ker} N_{\bullet}(\delta G, \lambda-2)$, does not have a solution $h$ which is quasi-homogeneous of degree $\lambda$. Requiring $f$ to lie in the restricted kernel $K_{\bullet,[1]}(\delta G, \lambda-2)$ does guarantee solvability:

Lemma 7.9 (Solvability for restricted right hand sides). We have

$$
\begin{aligned}
K_{\mathrm{s} 0,[1]}(\delta \mathrm{G},-2) & =R_{\mathrm{s} 0,[1]}(D \operatorname{Ric}, 0) \\
K_{\mathrm{s} 1,[1]}(\delta \mathrm{G},-2) & =R_{\mathrm{s} 1,[0]}(D \operatorname{Ric}, 0) \\
K_{\mathrm{v} 1,[1]} & (\delta \mathrm{G},-3)
\end{aligned}=R_{\mathrm{v} 1,[0]}(D \operatorname{Ric},-1) . .
$$

Proof. This follows by duality from the non-degeneracy of (7.24) and the equalities (7.25a), (7.13), and (7.15).
7.4. Kernel and range for pure types with large $l$. If the equation $N(D \operatorname{Ric}, \lambda) h=f \in$ ker $N(\delta \mathrm{G}, \lambda)$, with $f$ smooth, can be solved for each pure type separately, the existence of a smooth solution $h$ cannot directly be obtained by summing the infinitely many individual pure type solutions constructed above due to possible convergence issues. Instead, we work with a gauge-fixed version of the linearized Einstein equation in this and the next section. Concretely, we consider

$$
\begin{equation*}
L:=D_{\underline{g}} \operatorname{Ric}+\underline{\delta}^{*} \circ \underline{\delta} \underline{G}, \tag{7.33}
\end{equation*}
$$

which by (4.4) is equal to $\frac{1}{2} \square$ where $\square$ is the tensor wave operator, i.e. the scalar wave operator on each coefficient of a symmetric 2 -tensor in the bundle trivialization induced by the coordinates $t, x$. In polar coordinates $x=r \omega$, the zero energy operator of the scalar wave operator is the spatial Laplacian, $\widehat{\square}(0)=-\partial_{r}^{2}-\frac{2}{r} \partial_{r}+r^{-2} \Delta$, and therefore

$$
N\left(r^{2} \widehat{\square}(0), \lambda\right)=-\lambda(\lambda+1)+\Delta .
$$

Restricted to scalar type $l$ functions, this is multiplication by $-\lambda(\lambda+1)+l(l+1)=$ $-(\lambda-l)(\lambda+l+1)$, with roots $\lambda=-l-1, l$. In particular, if $\lambda$ is fixed, then the restriction $N_{\geq l}\left(r^{2} \unrhd(0), \lambda\right)$ to functions whose scalar type $\leq l$ components vanish is injective when $|\lambda|>l+1$. But since $N\left(r^{2} \widehat{\square}(0), \lambda\right)$ has Fredholm index 0 since $\Delta$ is elliptic, this implies the invertibility of $N_{\geq l}\left(r^{2} \widehat{\square}(0), \lambda\right)$.

[^32]Note next that $\mathrm{d} t$ is of scalar type 0 , and $\mathrm{d} x^{j}, j=1,2,3$, is of scalar type 1 ; and therefore $\mathrm{d} z^{\mu} \otimes_{s} \mathrm{~d} z^{\nu}$ (where $z=\left(z^{\mu}\right)_{\mu=0, \ldots, 3}=\left(t, x^{1}, x^{2}, x^{3}\right)$ ) is a sum of tensors of scalar or vector type at most 2. This allows us to pass from the $\mathrm{d} z^{\mu} \otimes_{s} \mathrm{~d} z^{\nu}$ bundle splitting of $S^{2} T^{*} \mathbb{R}^{4}$ to the splitting (6.6). We have thus shown:

Lemma 7.10 (Invertibility of the indicial family of the gauge-fixed linearized Einstein operator). Fix $\lambda \in \mathbb{C}$. Then for large enough $l_{0} \in \mathbb{N}_{0}$, the restriction $N_{\geq l_{0}}\left(r^{2} \hat{L}(0), \lambda\right)$ of $N\left(r^{2} \hat{L}(0), \lambda\right) \in \operatorname{Diff}^{2}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right)$ to the space of smooth tensors all of whose scalar type $l$ and vector type $l$ components vanish for $l<l_{0}$ is invertible; and also the indicial operators $N\left(r^{2} \widehat{\square}(0), \lambda \pm 1\right)$ of the tensor wave operator on 1-forms are invertible. (Concretely, one may take $l_{0}>|\lambda|+3$.)

Corollary 7.11 (Kernel modulo pure gauge; range). Fix $\lambda \in \mathbb{C}$, and let $l_{0} \in \mathbb{N}_{0}$ be as in Lemma 7.10 (e.g. $l_{0}>|\lambda|+3$ ). We use the notation (7.3).
(1) (Kernel modulo pure gauge.) If $h \in \mathcal{C}_{\geq l_{0}}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right)$ (i.e. $h$ is smooth with vanishing scalar and vector type $l$ components for all $\left.l<l_{0}\right)$ satisfies $N(D R i c, \lambda) h=$ 0 , then there exists $\omega \in \mathcal{C}_{\geq l_{0}}^{\infty}$ (ff; $\left.\underline{\beta}^{*} T_{(0,0)}^{*} \mathbb{R}^{4}\right)$ with $N\left(\delta^{*}, \lambda+1\right) \omega=h$.
(2) (Range.) If $f \in \mathcal{C}_{\geq l_{0}}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right)$ satisfies $N(\delta \mathrm{G}, \lambda-2) f=0$, then there exists $h \in \mathcal{C}_{\geq l_{0}}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right)$ with $N(D \operatorname{Ric}, \lambda) h=f$.

Proof. We begin with part (2). We may solve

$$
N\left(r^{2} \hat{L}(0), \lambda\right) h=f
$$

with $h \in \mathcal{C}_{\geq l_{0}}^{\infty}$ since $N_{\geq l_{0}}\left(r^{2} \hat{L}(0), \lambda\right)$ is invertible. Applying $N(\delta G, \lambda-2)$ to this equation and using the definition (7.33) of $L$ as well as $f \in \operatorname{ker} N(\delta \mathrm{G}, \lambda-2)$ implies $N\left(r^{2} \underline{\delta} \underline{\mathrm{G}}(0) \circ \widehat{\widehat{\delta}}(0), \lambda-\right.$ 1) $\eta=0$ where $\eta:=N(\underline{\delta} \underline{G}, \lambda) h$. But $\underline{\delta} \underline{G} \circ \underline{\delta}^{*}=\frac{1}{2} \square$ (tensor wave operator on 1 -forms), and therefore $\eta=0$ by Lemma 7.10. This implies $N\left(r^{2} \widehat{D_{g} \operatorname{Ric}}(0) h\right)=f$, as desired.

For part (1), we first claim that there exists $\omega \in \mathcal{C}_{\geq l_{0}}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right)$ so that $h^{\prime}:=$ $h+N\left(\delta^{*}, \lambda+1\right) \omega$ satisfies the gauge condition $N(\delta G, \lambda)\left(h+N\left(\delta^{*}, \lambda+1\right) \omega\right)=0$. To verify this, note that $\omega$ needs to satisfy the equation

$$
\frac{1}{2} N\left(r^{2} \widehat{\square}(0), \lambda+1\right) \omega=-N(\delta G, \lambda) h \in \mathcal{C}_{\geq l_{0}}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} T_{(0,0)}^{*} \mathbb{R}^{4}\right),
$$

which does have a solution. But then $N\left(r^{2} \hat{L}(0), \lambda\right) h^{\prime}=0$ implies $h^{\prime}=0$ by Lemma 7.10. This gives $h=-N\left(\delta^{*}, \lambda+1\right) \omega$. The proof is complete.
7.5. Solvability and uniqueness at $r=0$ for quasi-homogeneous tensors. We can now prove the two main theorems of this section. We write $\pi_{\mathrm{ff}}(r, \omega)=\omega$ for the projection $\left[\mathbb{R}^{3} ;\{0\}\right]=[0, \infty)_{r} \times \mathbb{S}^{2} \rightarrow \mathbb{S}^{2}$.

Theorem 7.12 (Quasi-homogeneous nullspace modulo pure gauge). Let $z \in \mathbb{C}, k \in \mathbb{N}_{0}$. Consider a stationary solution

$$
h(r, \omega)=\sum_{j=0}^{k} \frac{1}{j!} r^{z}(\log r)^{j} \pi_{\mathrm{ff}}^{*} h_{j}(\omega), \quad h_{j} \in \mathcal{C}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right),
$$

of the equation $\widehat{D_{g} \operatorname{Ric}}(0) h=0$. Then there exists a stationary 1-form

$$
\omega=\sum_{j=0}^{k+k^{\prime}} \frac{1}{j!} r^{z+1}(\log r)^{j} \pi_{\mathrm{ff}}^{*} \omega_{j}(\omega), \quad \omega_{j} \in \mathcal{C}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} T_{(0,0)}^{*} \mathbb{R}^{4}\right),
$$

so that $h=\underline{\delta}^{*} \omega$ if $z \notin \mathbb{Z}$ in which case we can take $k^{\prime}=0$. Otherwise:
(1) if $z \in\{-l-1, l\}$ where $l \geq 1$ : there exists $\omega$, with $k^{\prime}=0$, so that

$$
\begin{equation*}
h-\underline{\delta}^{*} \omega=r^{z} \pi_{\mathrm{ff}}^{*} h^{\prime}, \quad h^{\prime} \in \mathcal{C}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right), \tag{7.34}
\end{equation*}
$$

with $h^{\prime} \in \sum_{\bullet=s l, v l} \operatorname{ker} N_{\bullet}(D$ Ric, $z)$;
(2) if $z=-1$, set $k^{\prime}=1$ (unless $h_{\mathrm{s} 0, k}=0$ and $h_{\mathrm{s} 1, k}=0$, in which case $k^{\prime}=0$ works); if $z=0$, set $k^{\prime}=1$ (unless $h_{\mathrm{v} 1, k}=0$, in which case $k^{\prime}=0$ works): then there exists $\omega$ so that (7.34) holds with $h^{\prime} \in \operatorname{ker} N_{\mathrm{s} 0}(D \operatorname{Ric}, z) .{ }^{50}$

One can moreover choose the 1-forms $\omega_{j}$ to depend continuously on $\left(h_{0}, \ldots, h_{k}\right)$ for fixed $z \in \mathbb{C}$.

Thus, for non-integer $z$, the metric perturbation $h$ is always pure gauge, whereas for integer $z$ one can always add a pure gauge term to $h$ so as to eliminate all terms involving $(\log r)^{j}$ with $j \geq 1$.

Proof of Theorem 7.12. - Step 1. Analysis for individual pure types.
(1.i) $z \notin \mathbb{Z}$. Fix a pure type •. Note that $h_{k} \in K_{\bullet,[0]}(D \operatorname{Ric}, z)=R_{\bullet,[0]}\left(\delta^{*}, z+1\right)$ (using Proposition 7.6). Therefore, we can write $h_{k}=N\left(\delta^{*}, z+1\right) \omega_{k}$. The remaining error

$$
\begin{equation*}
h-\underline{\delta}^{*}\left((\log r)^{k} \omega_{k}\right)=\sum_{j=0}^{k-1} \frac{1}{j!} r^{z}(\log r)^{j} \pi_{\mathrm{ff}}^{*} h_{j}-\left[\underline{\delta}^{*},(\log r)^{k}\right]\left(r^{z+1} \pi_{\mathrm{ff}}^{*} \omega_{k}\right) \tag{7.35}
\end{equation*}
$$

still lies in the kernel of $\widehat{D_{g} \operatorname{Ric}}(0)$, but the largest power of $\log r$ is reduced by 1. Iterating this argument until $k=0$ (in which case the remaining error vanishes) produces the desired gauge potential $\omega$.
(1.ii) $z=-l-1, l$ with $l \geq 1$. The same arguments apply to the pure gauge $\bullet \notin\{\mathrm{s} l, \mathrm{v} l\}$ part of $h$ by Proposition 7.6. Consider next the sl part $h_{\mathrm{s} l}$ of $h$. If $k=0$, we may simply take $\omega=0$. For $k \geq 1$ on the other hand, note that $h_{\mathrm{sl}, k}$ (the sl part of $h_{k}$ ) lies in $K_{\mathrm{sl},[k]}(D \operatorname{Ric}, z) \subset K_{\mathrm{sl},[1]}(D \operatorname{Ric}, z)$; but $K_{\mathrm{sl},[1]}(D \operatorname{Ric}, z)=R_{\mathrm{sl},[0]}\left(\delta^{*}, z+1\right)$ by Proposition 7.7 (part (2) for $l=1$, and part (3) for $l \geq 2$ ). Therefore, we can write $h_{\mathrm{sl}, k}=N\left(\delta^{*}, z+1\right) \omega_{k}$. The computation (7.35) again applies and reduces the largest logarithmic exponent $k$ by 1 , until one reaches $k=0$ in which case the remaining error $h^{\prime}$, which has no logarithmic terms anymore, can no longer be solved away. The same reasoning applies in the $\mathrm{v} l$ case, now using parts (4) and (5) of Proposition 7.7.
(1.iii) $z=-1$. Proposition 7.6 shows that we only need to consider the scalar type 0 and 1 cases. Consider first the s0 case. If $k=0$, we take $\omega=0$. For $k \geq 1$, we have

[^33]$h_{\mathrm{s} 0, k} \in K_{\mathrm{s} 0,[1]}(D \operatorname{Ric},-1)=R_{\mathrm{s} 0,[1]}\left(\delta^{*}, 0\right)$, where we use Proposition 7.7(1). Therefore, we can find $\omega_{k+1} \in \operatorname{ker} N\left(\delta^{*}, 0\right)$ and $\omega_{k}$ so that
$$
r^{-1} h_{\mathrm{s} 0, k}=\underline{\delta}^{*}\left((\log r) \omega_{k+1}+\omega_{k}\right)
$$

Using $\underline{\delta}^{*} \circ(\log r)^{k+1}=(\log r)^{k+1} \underline{\delta}^{*}+(k+1)(\log r)^{k}\left[\underline{\delta}^{*}, \log r\right]$, we thus have

$$
\begin{aligned}
\frac{1}{k!} & r^{-1}(\log r)^{k} h_{\mathrm{s} 0, k}-\underline{\delta}^{*}\left(\frac{1}{(k+1)!}(\log r)^{k+1} \omega_{k+1}+\frac{1}{k!}(\log r)^{k} \omega_{k}\right) \\
& \left.=\frac{1}{k!}(\log r)^{k}\left(r^{-1} h_{\mathrm{s} 0, k}-\underline{\delta}^{*}\left((\log r) \omega_{k+1}\right)+\omega_{k}\right)\right)-\frac{1}{k!}\left[\underline{\delta}^{*},(\log r)^{k}\right] \omega_{k} \\
& =-\frac{1}{k!}\left[\underline{\delta}^{*},(\log r)^{k}\right] \omega_{k}
\end{aligned}
$$

which has one power of $\log r$ less than $h$. We can thus eliminate all logarithmic terms of $h$ until we are left with a stationary error term $h^{\prime}$.

In the s1 case, the same arguments apply for all $k \geq 0$ by virtue of (7.13). Thus, $h_{\mathrm{s} 1}$ is pure gauge in this case.
(1.iv) $z=0$. We only need to consider the scalar type 0 and vector type 1 cases in view of Proposition 7.6. In the s0 case, for $k \geq 1$ we can use (7.25b) to solve away all logarithmic terms (i.e. $k \geq 1$ ) as in step (1.i) until we are left with a tensor $h^{\prime}$ without logarithmic terms. In the v1 case on the other hand, we use (7.15) to solve away all terms using the same arguments as in step (1.iii).

- Step 2. Analysis for all pure types with large l simultaneously. Let $l_{0} \in \mathbb{N}_{0}$ be as in Corollary 7.11 with $\lambda=z$. We may replace $h$ by its projection $h_{\geq l_{0}}$ off all spaces of scalar and vector type $l<l_{0}$ tensors. Since $h_{k} \in \operatorname{ker} N(D \operatorname{Ric}, z)$, we can thus pick $\omega_{k} \in$ $\mathcal{C}_{\geq l_{0}}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} T_{(0,0)}^{*} \mathbb{R}^{4}\right)$ with $N\left(\delta^{*}, z+1\right) \omega_{k}=h_{k}$. Via (7.35), we can then eliminate the term $r^{z}(\log r)^{k} \pi_{\mathrm{ff}}^{*} h_{k}$ (at the expense of causing changes to lower order terms). Iterating until $k=0$ finishes the construction of $\omega$.

Finally, the continuous dependence of $\omega_{j}$ on $\left(h_{0}, \ldots, h_{k}\right)$ is guaranteed for the projections to scalar and vector type $l \geq l_{0}$ tensors, whereas for the finitely many remaining pure types the finite-dimensionality of all function spaces involved implies, by linear algebra, that one can choose the pure type sl or $\mathrm{v} l, l<l_{0}$, parts of $\omega_{j}$ to depend linearly (and thus automatically continuously) on the corresponding pure type parts of $\left(h_{0}, \ldots, h_{k}\right)$.
Theorem 7.13 (Solvability with quasi-homogeneous forcing). Let $z \in \mathbb{C}, k \in \mathbb{N}_{0}$. Consider the stationary tensor ${ }^{51}$

$$
f(r, \omega)=\sum_{j=0}^{k} \frac{1}{j!} r^{z-2}(\log r)^{j} \pi_{\mathrm{ff}}^{*} f_{j}(\omega), \quad f_{j} \in \mathcal{C}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right),
$$

on $\mathbb{R}^{3} \backslash\{0\}$. Write $f_{\bullet, j}$ for the pure type $\bullet \in\{\mathrm{sl}, \mathrm{vl}\}$ part of $f_{j}$. Suppose that $\widehat{\delta(\underline{G}}(0) f=0$. Fix a cutoff function $\chi \in \mathcal{C}_{\mathrm{c}}^{\infty}\left([0, \infty)_{r}\right)$ which equals 1 near $r=0$. Consider the following possibilities.
(1) $z \notin \mathbb{Z}:$ set $k^{\prime}=0$.

[^34](2) $z \in\{-l-1, l\}$ where $l \geq 1$ : set $k^{\prime}=0$ if $f_{\mathrm{s} l, k}=0$ and $f_{\mathrm{v} l, k}=0$, and $k^{\prime}=1$ otherwise.
(3) $z=-1$ : writing $\langle-,-\rangle$ for $L^{2}$-pairings on $\mathbb{R}^{3}$ with volume density $r^{2}|\mathrm{~d} r \mathrm{~d} g|$ and fiber inner products induced by the Minkowski metric, assume that $5^{52}$
\[

$$
\begin{equation*}
\left\langle[\underline{\delta} \underline{G}, \chi] f, r^{2} \mathrm{~V}\right\rangle=0 \quad \forall \mathrm{~V} \in \mathbf{V}_{1}, \tag{7.36}
\end{equation*}
$$

\]

Set $k^{\prime}=0$ if $f_{\mathrm{s} 0, k}=0$, and $k^{\prime}=1$ otherwise.
(4) $z=0$ : assume that

$$
\begin{align*}
\langle[\underline{\delta} \underline{G}, \chi] f, \mathrm{~d} t\rangle & =0,  \tag{7.37}\\
\langle[\underline{\underline{G}}, \chi] f, \mathrm{~d}(r \mathrm{~S})\rangle & =0 \quad \forall \mathrm{~S} \in \mathbf{S}_{1} . \tag{7.38}
\end{align*}
$$

Set $k^{\prime}=0$ if $f_{\mathrm{s} 0, k}=0$, and $k^{\prime}=1$ otherwise.
Then there exist $h_{j} \in \mathcal{C}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right), j=0, \ldots, k+k^{\prime}$, so that, in $r>0$,

$$
\begin{equation*}
\widehat{D_{\underline{g}} \operatorname{Ric}}(0) h=f, \quad h(r, \omega)=\sum_{j=0}^{k+k^{\prime}} \frac{1}{j!} r^{z}(\log r)^{j} \pi_{\mathrm{ff}}^{*} h_{j}(\omega), \tag{7.39}
\end{equation*}
$$

and so that $\left(h_{0}, \ldots, h_{k+k^{\prime}}\right)$ depends linearly and continuously on $\left(f_{0}, \ldots, f_{k}\right)$. When $k^{\prime}=1$, then $h_{k+1} \in \operatorname{ker} N(D R i c, z)$.

The conditions (7.36), (7.37), and (7.38) only depend on $f_{\mathrm{v} 1}, f_{\mathrm{s} 0}$, and $f_{\mathrm{s} 1}$, respectively.
Proof of Proposition 7.13. Let us write

$$
\tilde{f}(\lambda, \omega)=\sum_{j=0}^{k}(\lambda-z)^{-j-1} f_{j}(\omega), \quad \tilde{h}(\lambda, \omega)=\sum_{j=0}^{k+k^{\prime}}(\lambda-z)^{-j-1} h_{j}(\omega),
$$

so that $f(r, \omega)=\operatorname{Res}_{\lambda=z}\left(r^{\lambda-2} \tilde{f}(\lambda, \omega)\right)$, while $h(r, \omega)=\operatorname{Res}_{\lambda=z}\left(r^{\lambda} \tilde{h}(\lambda, \omega)\right)$ is the solution of (7.39) which we seek. In terms of $\tilde{f}, \tilde{h}$, equation (7.39) is equivalent to

$$
\begin{equation*}
N(D \operatorname{Ric}, \lambda) \tilde{h}(\lambda)=\tilde{f}(\lambda)+\text { hol. } \tag{7.40}
\end{equation*}
$$

where we write hol. for a $\lambda$-dependent tensor which is holomorphic at $\lambda=z$. This follows as in the proof of Lemma 2.5. Indeed, multiplying (7.40) by $r^{\lambda-2}$, integrating along a small circle around $\lambda=z$, and recalling our shorthand notation $N(D \operatorname{Ric}, \lambda)=N\left(r^{2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0), \lambda\right)$ gives (7.39); conversely, we can pull the action of $r^{2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0)$ on $h(r, \omega)=\frac{1}{2 \pi i} \oint_{z} r^{\lambda} \tilde{h}(\lambda, \omega) \mathrm{d} \lambda$ under the integral sign where it acts on $\tilde{h}$ via $N(D \operatorname{Ric}, \lambda)$, and (7.40) follows.

Similarly, we shall use that $\widehat{\delta \underline{G}}(0) f=0$ is equivalent to

$$
\begin{equation*}
N(\delta \mathrm{G}, \lambda-2) \tilde{f}(\lambda)=\text { hol. } \tag{7.41}
\end{equation*}
$$

The conditions (7.36), (7.37), and (7.38) are moreover equivalent to

$$
\begin{align*}
\left.\langle N(r \underline{\widehat{\delta}}(0), \lambda-2) \tilde{f}(\lambda), r \mathrm{~V}\rangle_{L^{2}\left(\mathbb{S}^{2}\right)}\right|_{\lambda=-1} & =0 \quad \forall \mathrm{~V} \in \mathbf{V}_{1},  \tag{7.42}\\
\left.\langle N(r \underline{\delta} \underline{G}(0), \lambda-2) \tilde{f}(\lambda), \mathrm{d} t\rangle_{L^{2}\left(\mathbb{S}^{2}\right)}\right|_{\lambda=0} & =0,  \tag{7.43}\\
\left.\langle N(r \underline{\delta} \underline{G}(0), \lambda-2) \tilde{f}(\lambda), \mathrm{d}(r \mathrm{~S})\rangle_{L^{2}\left(\mathbb{S}^{2}\right)}\right|_{\lambda=0} & =0 \quad \forall \mathrm{~S} \in \mathbf{S}_{1}, \tag{7.44}
\end{align*}
$$

[^35]respectively; this is a special case of Lemma 2.5 (for $X=\left[\mathbb{R}^{3} ;\{0\}\right], w=-3, \alpha=0$, $L=r \widehat{\delta} \bar{G}(0)$, and $z=-3,-2,-2)$.

- Step 1. Individual solvability for pure types. Fix a pure type •, and replace $\tilde{f}$ by its pure type $\bullet$ part $\tilde{f}_{\bullet}$.
(1.i) $z \notin \mathbb{Z}$. Proposition 7.8 gives $K_{\bullet,[0]}(\delta \mathrm{G}, z-2)=R_{\bullet,[0]}(D R i c, z)$. If $k=0$ and thus $f_{0} \in \operatorname{ker} N_{\bullet}(\delta G, z-2)$, this produces $h_{0}$ so that (7.40) holds. For general $k \in \mathbb{N}$, we have $f_{k} \in \operatorname{ker} N_{\bullet}(\delta \mathrm{G}, z-2) ;$ choosing $h_{k}$ with $N_{\bullet}(D \operatorname{Ric}, z) h_{k}=f_{k}$, we get

$$
\begin{equation*}
N_{\bullet}(D \operatorname{Ric}, \lambda)\left((\lambda-z)^{-k-1} h_{k}\right)=\tilde{f}(\lambda)+\tilde{e}(\lambda), \quad \tilde{e}(\lambda)=\sum_{j=0}^{k-1}(\lambda-z)^{-j-1} e_{j}, \tag{7.45}
\end{equation*}
$$

where thus $\tilde{e}(\lambda)$ is more regular by one power of $\lambda-z$; and since $N_{\bullet}(\delta G, \lambda-2)$ annihilates the left hand side identically, we find using (7.41) that

$$
\begin{equation*}
N_{\bullet}(\delta \mathrm{G}, \lambda-2) \tilde{e}(\lambda) \text { is holomorphic at } \lambda=z . \tag{7.46}
\end{equation*}
$$

Having thus reduced $k$ by 1 , the solvability of (7.40) follows by induction on $k$.
(1.ii) $z \in\{-l-1, l\}, l \geq 1$. If $\bullet \neq \mathrm{s} l, \mathrm{v} l$ (or even if $\bullet \in\{\mathrm{s} l, \mathrm{v} l\}$ but $\tilde{f}_{\mathrm{s} l}=0$ and $\tilde{f}_{\mathrm{v} l}=0$ ), then the arguments from step (1.i) apply without change. If $\bullet \in\{\mathrm{sl}, \mathrm{v} l\}$ and $\tilde{f}_{\bullet} \neq 0$, then since $f_{k} \in \operatorname{ker} N_{\bullet}(\delta G, z-2)$, Proposition 7.8 (part (2), resp. (4) for $l=1$, and part (3), resp. (5) for $l \geq 2)$ produces $h_{k+1} \in \operatorname{ker} N_{\bullet}(D \operatorname{Ric}, z)$ and $h_{k}$ so that $f_{k}=$ $\partial_{\lambda} N_{\bullet}(D \operatorname{Ric}, z) h_{k+1}+N_{\bullet}(D R i c, z) h_{k}$; in other words,

$$
N_{\bullet}(D \operatorname{Ric}, \lambda)\left((\lambda-z)^{-k-2} h_{k+1}+(\lambda-z)^{-k-1} h_{k}\right)=\tilde{f}(\lambda)+\tilde{e}(\lambda)
$$

where, as in part (1.i), $\tilde{e}$ has one power of $(\lambda-z)^{-1}$ less than $\tilde{f}$, and $N(\delta G, \lambda-2) \tilde{e}(\lambda)$ is holomorphic at $\lambda=z$. An inductive argument finishes the proof also in this case.
(1.iii) $z=-1$. If $\bullet \neq \mathrm{s} 0, \mathrm{v} 1$, the arguments from step (1.i) apply. For $\bullet=\mathrm{s} 0$, the arguments from step (1.ii) apply in view of Proposition 7.8(1).

For $\bullet=\mathrm{v} 1$ finally, consider first the case $k=0$. Since $f_{0} \in \operatorname{ker} N_{\mathrm{v} 1}(\delta \mathrm{G},-3)$, we obtain $\left.\left(N_{\mathrm{v} 1}(\delta \mathrm{G}, \lambda-2) \tilde{f}(\lambda)\right)\right|_{\lambda=-1}=\partial_{\lambda} N_{\mathrm{v} 1}(\delta \mathrm{G},-3) f_{0}$, and thus (7.42) reads $\left\langle\partial_{\lambda} N(\delta \mathrm{G},-3) f_{0}, r \mathrm{~V}\right\rangle=$ $0, \mathrm{~V} \in \mathbf{V}_{1}$. In view of the isomorphism (7.32), this implies that we can write $f_{0}=$ $N(D$ Ric,-1$) h_{0}$.

For $k \geq 1$, the argument is different: we now have $f_{k} \in K_{\mathrm{v} 1,[k]}(\delta \mathrm{G},-3) \subset K_{\mathrm{v} 1,[1]}(\delta \mathrm{G},-3)$ and thus $f_{k}=N_{\mathrm{v} 1}(D$ Ric, -1$) h_{k}$ for some $h_{k}$ by Lemma 7.9. Thus, we again have (7.45)(7.46) (with $z=-1$ ). Moreover, applying $N_{\mathrm{v} 1}(\delta \mathrm{G}, \lambda-2)$ to (7.45) and taking the inner product with $r \mathrm{~V}$ gives

$$
0=\left\langle N_{\mathrm{v} 1}(\delta \mathrm{G}, \lambda-2) \tilde{f}(\lambda), r \mathrm{~V}\right\rangle+\left\langle N_{\mathrm{v} 1}(\delta \mathrm{G}, \lambda-2) \tilde{e}(\lambda), r \mathrm{~V}\right\rangle,
$$

and thus

$$
\begin{equation*}
\left.\left\langle N_{\mathrm{v} 1}(\delta \mathrm{G}, \lambda-2) \tilde{e}(\lambda), r \mathrm{~V}\right\rangle\right|_{\lambda=-1}=0 \tag{7.47}
\end{equation*}
$$

Therefore, $\tilde{e}$ has one power of $(\lambda+1)^{-1}$ less than $\tilde{f}$ while satisfying the same assumptions, and an inductive argument finishes the proof in this case. (If $k-1=0$, one applies the first part of the argument, whereas for $k-1 \geq 1$ one repeats the second part.)
(1.iv) $z=0$. Since the scalar type 1 and vector type 1 cases in Proposition 7.8 (specifically (7.31) and (7.32)) and Lemma 7.9 are completely analogous, up to replacing $z=0$ by
$z=-1$, as far as the orders of (restricted) kernels and (generalized) ranges are concerned, the scalar type 1 case follows by the same arguments as the vector type 1 case.

The treatment of the scalar type 0 case is a combination of steps (1.ii) and (1.iii). In the case $k=0$, the tensor $f_{0} \in \operatorname{ker} N(\delta G,-2)$ lies in the kernel of the map (7.30) and thus can be written as $f_{0}=\partial_{\lambda} N_{\mathrm{s} 0}(D \operatorname{Ric}, 0) h_{1}+N_{\mathrm{s} 0}(D \operatorname{Ric}, 0) h_{0}$ where $h_{1} \in \operatorname{ker} N_{\mathrm{s} 0}(D \operatorname{Ric}, 0)$, which gives (7.40) for $\tilde{h}(\lambda)=\lambda^{-2} h_{1}+\lambda^{-1} h_{0}$. On the other hand, if $k \geq 1$, then $f_{k} \in$ $K_{\mathrm{s} 0,[1]}(\delta \mathrm{G},-2)=R_{\mathrm{s} 0,[1]}(D \operatorname{Ric}, 0)$ by Lemma 7.9, and thus we obtain $h_{k+1} \in \operatorname{ker} N_{\mathrm{s} 0}(D \operatorname{Ric}, 0)$ and $h_{k}$ so that

$$
N_{\mathrm{s} 0}(D \operatorname{Ric}, \lambda)\left(\lambda^{-k-2} h_{k+1}+\lambda^{-k-1} h_{k}\right)=\tilde{f}(\lambda)+\tilde{e}(\lambda),
$$

where $\tilde{e}$ is as in (7.45)-(7.46); and the arguments leading to (7.47) apply mutatis mutandis to give

$$
\left.\left\langle N_{\mathrm{s} 0}(\delta \mathrm{G}, \lambda-2) \tilde{e}(\lambda), \mathrm{d} t\right\rangle\right|_{\lambda=0}=0
$$

By induction, we can solve away $\tilde{e}(\lambda)$ to finish the proof.

- Step 2. Simultaneous solvability for all pure types with large $l$. With $z$ fixed, there exists $l_{0} \in \mathbb{N}_{0}$ so that Corollary 7.11 applies (with $\lambda=z$ ). Thus, for the projection $f_{\geq l_{0}, k}$ of $f_{k}$ off the space of scalar and vector type $l<l_{0}$ tensors, we have $N(\delta G, z-2) f_{\geq l_{0}, k}=0$, whence there exists a solution $h_{k} \in \mathcal{C}_{\geq l_{0}}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right)$ of $N(D \operatorname{Ric}, z) h_{k}=f_{\geq l_{0}, k}$. Repeating the argument from step (1.i) then reduces the task to one where $k$ is reduced by 1. Induction finishes the construction of $h$.

The linear continuous dependence of $\left(h_{0}, \ldots, h_{k+k^{\prime}}\right)$ on $\left(f_{0}, \ldots, f_{k}\right)$ can be arranged by the same argument as in the proof of Theorem 7.12.

Remark 7.14 (Necessity of solvability conditions). Proposition 7.8 and the comments following it imply that the conditions (7.36)-(7.38) are necessary for the solvability of equation (7.39) for $z=-1,0$ regardless of the value of $k^{\prime} \in \mathbb{N}_{0}$. Tensors $f$ violating condition (7.38) (thus $z=0$ ) arise rather directly later on. An explicit example is the scalar type 1 tensor $f=r^{-2} f_{0}, f_{0}=\left(-2,-\frac{1}{2}, \frac{1}{2},-2,-\frac{1}{2}, 4\right)^{T}$ (in terms of (6.15b) with $0 \neq \mathrm{S} \in \mathbf{S}_{1}$ fixed), for which one can check by direct computation that $f_{0} \in \operatorname{ker} N(\delta \mathrm{G},-2)$ whereas the pairing (7.38) (for the same choice of S) evaluates to $24 \pi\|S\|_{L^{2}\left(\mathbb{S}^{2}\right)}^{2} \neq 0$. See $\S 8.3$ for the origin of this example.

## 8. Linear analysis on $M_{\circ}$

We use the setup and notation of $\S 5$. In this section, we solve the linearized Einstein vacuum equations with nontrivial right hand side $f \in \operatorname{ker} \delta_{g} \mathrm{G}_{g}$ on $M_{\mathrm{o}}$. We shall only study the case that $f=\mathcal{O}\left(|x|^{-2+\delta}\right)$ for some $\delta>0$; in practice, we will in fact only encounter log-smooth $f$ (which thus have leading order behavior $\left.|x|^{-1}(\log |x|)^{k}\right)$. Importantly, Theorem 7.13 is applicable to each term in the polyhomogeneous expansion of such $f$ at $x=0$ since for exponents $z \in \mathbb{C}$ with $z>0$, there are no further necessary conditions for solvability (since (7.36)-(7.38) only enter for $z=0,-1$ ).

We only need to use here that ( $M, g$ ) is globally hyperbolic and satisfies $\operatorname{Ric}(g)-\Lambda g=0$, and that the initial data set ( $X, \gamma, k$ ) has no KIDs in the precompact connected smoothly bounded open neighborhood $\mathcal{U}^{\circ} \subset X$ of $\mathfrak{p} \in X \cap \mathcal{C}$. The curve $\mathcal{C}=c(I) \subset M$ can be any smooth inextendible timelike curve, and we recall the blow-down map $\beta_{\circ}: M_{\circ}=[M ; \mathcal{C}] \rightarrow$ $M$.

Theorem 8.1 (Solvability of the linearized Einstein vacuum equations at $M_{\circ}$ ). Let $\hat{\mathcal{F}} \subset$ $\mathbb{C} \times \mathbb{N}_{0}$ be an index set with $\operatorname{Re} \hat{\mathcal{F}}>-2$. Set $\hat{\mathcal{E}}=\left\{(z+j+2, l):(z, k) \in \hat{\mathcal{F}}, j \in \mathbb{N}_{0}, l \leq\right.$ $k+j+1\} .{ }^{53}$ If $f \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right)$, with supp $f$ contained in the domain of influence of a compact subset of $\mathcal{U}^{\circ}$, satisfies $\delta_{g} \mathrm{G}_{g} f=0$, then there exists

$$
\begin{equation*}
h=h_{\sharp}+\beta_{\circ}^{*} h_{b}, \quad h_{\sharp} \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{E}}}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M_{\circ}\right), \quad h_{b} \in \mathcal{C}^{\infty}\left(M ; S^{2} T^{*} M\right), \tag{8.1}
\end{equation*}
$$

with the following properties:
(1) on $\left(M_{\circ}\right)^{\circ}$, we have

$$
\begin{equation*}
\left(D_{g} \operatorname{Ric}-\Lambda\right) h=f \tag{8.2}
\end{equation*}
$$

(2) $h$ vanishes near $X \backslash \mathcal{U}^{\circ}$, or equivalently $\operatorname{supp} h \cap \beta_{0}^{*} X \Subset \beta_{0}^{*} \mathcal{U}^{\circ}$, and in fact $\operatorname{supp} h$ is contained in the domain of influence of a compact subset of $\mathcal{U}^{\circ}$;
(3) if $\mathcal{C}$ is a geodesic: $h_{b}$ vanishes quadratically at $\mathcal{C}$, i.e. its coefficients in smooth coordinates on $M$ near $\mathcal{C}$ vanish quadratically at $\mathcal{C}$.

Remark 8.2 (Weight at $M_{\circ}$ ). Note that $f, h$ are locally integrable at $\mathcal{C}$ with respect to the lift of a smooth positive density on $M$ to $M_{\circ}$ (such as $|\mathrm{d} g|$ ), and thus they can be extended uniquely from $M \backslash \mathcal{C}=\left(M_{\circ}\right)^{\circ}$ to $L_{\text {loc }}^{1}$-distributions $E f, E h$ on $M$. The difference $\left(D_{g} \operatorname{Ric}-\Lambda\right)(E h)-E f$, which is supported at $\mathcal{C}$, must vanish identically by homogeneity considerations, since both summands are $\lesssim|x|^{-2+\delta}$ near $x=0$ where $\delta \in(0, \min \operatorname{Re} \hat{\mathcal{F}}+2)$. Since we always have the distributional equality $\delta_{g} \mathrm{G}_{g}\left(D_{g} \operatorname{Ric}-\Lambda\right)(E h)=0$ by the linearized second Bianchi identity, a necessary condition for the solvability of (8.2) on $M \backslash \mathcal{C}$ (with $|h| \lesssim|x|^{-1+\delta}$ for some $\delta>0$ ) is $\delta_{g} \mathrm{G}_{g} E f=0$ (in the distributional sense on $M$ ); and this equation indeed holds not only in $\left(M_{\circ}\right)^{\circ}$ by assumption, but indeed globally by homogeneity considerations since $\delta_{g} \mathrm{G}_{g} E f$ is polyhomogeneous with degrees $>-3$ (which excludes $\delta$ distributions at $\mathcal{C}$ ). If one drops the assumption $\operatorname{Re} \hat{\mathcal{F}}>-2$, then one may have $\delta_{g} \mathrm{G}_{g} E f \neq 0$ even though $\delta_{g} \mathrm{G}_{g} f=0$. See also Remark 7.14 and $\S 8.3$ below.

The proof of Theorem 8.1 will be given in $\S \S 8.1-8.2$. In $\S 8.1$, we first find a formal solution $h_{\sharp}$ at $\partial M_{\circ}$, i.e. $h_{\sharp}$ satisfies (8.2) to infinite order at $\partial M_{\circ}$. We then correct the formal solution to a true solution by solving an initial value problem (with carefully chosen initial data) on the blow-down $M$ of $M_{\circ}$ in $\S 8.2$. Constraints which our sharp solvability theory imposes on the conditions under which our gluing construction can succeed at all are discussed in $\S 8.3$.
8.1. Formal solution near $\partial M_{\circ}$. For this part, we only need to assume that $\operatorname{Ric}(g)-\Lambda g$ vanishes to infinite order at $\mathcal{C}$. Recall the Fermi normal coordinates $(t, x)$ near $\mathcal{C} \subset M$ and parameterize $\mathcal{C}$ by $c: t \mapsto(t, 0)$. Write

$$
\underline{g}=-\mathrm{d} t^{2}+\mathrm{d} x^{2}
$$

for the Minkowski metric in these coordinates. (Thus, $g-\underline{g}$ vanishes at $x=0$ by Lemma 3.14.) Introduce $r=|x|$ and $\omega=\frac{x}{|x|} \in \mathbb{S}^{2}$ in order to pass to $M_{\circ}=[M ; \mathcal{C}]$. The coordinates $(t, r, \omega)$ are valid in a collar neighborhood

$$
\begin{equation*}
\mathcal{N}=\left\{(t, r, \omega): t \in I, 0 \leq r<r_{0}(t)\right\} \tag{8.3a}
\end{equation*}
$$

[^36]of $\partial M_{\circ}$, where we recall that $r_{0} \in \mathcal{C}^{\infty}(I)$ satisfies $0<r_{0}<\frac{1}{2}$. Let
\[

$$
\begin{equation*}
\hat{\chi} \in \mathcal{C}_{\mathrm{c}}^{\infty}(\mathcal{N}), \quad \hat{\chi}=1 \text { near } \partial \mathcal{N}=r^{-1}(0) \tag{8.3b}
\end{equation*}
$$

\]

be a cutoff function. We identify $\mathcal{N}$ with a collar neighborhood of the zero section in ${ }^{+} N \mathcal{C}$.
Since $D_{g}$ Ric $-\Lambda \in \operatorname{Diff}^{2}\left(M ; S^{2} T^{*} M\right)$ by (4.4), Lemma 2.1 gives $\beta_{\circ}^{*}\left(D_{g} \operatorname{Ric}-\Lambda\right) \in$ $r^{-2} \mathrm{Diff}_{\mathrm{e}}^{2}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right)$, and Lemma 2.2 allows us to compute the b-normal operator. To wit, the principal symbol of $D_{g}$ Ric $-\Lambda$ over a point $p \in \mathcal{C}$ only depends on $g(p)$, which in our local coordinates is equal to the Minkowski metric $\underline{g}$. Thus, the b-normal operator of $\beta_{o}^{*} r^{2}\left(D_{g}\right.$ Ric $\left.-\Lambda\right)$, restricted to a level set $t^{-1}\left(t_{0}\right), t_{0} \in I$, is the same as that of $\beta_{o}^{*} r^{2} D_{g}$ Ric. The latter is a vertical operator which, restricted to a fiber $t^{-1}\left(t_{0}\right), t_{0} \in \mathbb{R}$, of ${ }^{+} N \mathcal{C}$, acts on sections of the pullback of $S^{2} T_{c\left(t_{0}\right)}^{*} M \cong S^{2} T_{\left(t_{0}, 0\right)}^{*}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$ along the projection

$$
\pi:{ }^{+} N \mathcal{C} \rightarrow \mathcal{C}
$$

It is the zero energy operator of $r^{2} D_{g}$ Ric, i.e. obtained from $r^{2} D_{g}$ Ric, regarded as a differential operator on $\mathbb{R}_{t} \times \mathbb{R}_{x}^{3}$, by dropping all $\partial_{t}$ (or more precisely $r \partial_{t}$ ) derivatives. It is thus independent of $t_{0} \in I$. We denote this zero energy operator by

$$
\begin{equation*}
\widehat{D_{\underline{g}} \operatorname{Ric}}(0) \in \operatorname{Diff}^{2}\left(\mathbb{R}^{3} ; S^{2} T_{\left(t_{0}, 0\right)}^{*} \mathbb{R}^{4}\right) ; \tag{8.4}
\end{equation*}
$$

it is the unique operator with $\left.D_{\underline{g}} \operatorname{Ric}(h)\right|_{t^{-1}\left(t_{0}\right)}=\widehat{D_{\underline{g}} \operatorname{Ric}}(0)\left(\left.h\right|_{t^{-1}\left(t_{0}\right)}\right)$ for all $t$-invariant $h$. Since $\underline{g}$ is homogeneous of degree 2 with respect to dilations $\left(t_{0}+t^{\prime}, x\right) \mapsto\left(t_{0}+\lambda t^{\prime}, \lambda x\right)$, the operator $D_{g}$ Ric is homogeneous of degree -2 , and thus so is $\widehat{D_{g} \operatorname{Ric}}(0)$ with respect to dilations $x \mapsto \lambda x$. Therefore,

$$
\begin{equation*}
\beta_{\circ}^{*}\left(r^{2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0)\right) \in{ }^{\vee} \operatorname{Diff}_{\mathrm{b}, \mathrm{I}}^{2}\left({ }^{+} N \mathcal{C} ; \pi^{*} S^{2} T_{\mathcal{C}}^{*} M\right) . \tag{8.5}
\end{equation*}
$$

(This also follows from the explicit expression in Corollary 6.7.) In summary:
Lemma 8.3 (b-normal operator at $\partial M_{\circ}$ ). We have

$$
\beta_{\circ}^{*}\left(D_{g} \operatorname{Ric}-\Lambda\right) \in r^{-2} \operatorname{Diff}_{\mathrm{e}}^{2}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right) \subset r^{-2} \operatorname{Diff}_{\mathrm{b}}^{2}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right) .
$$

Moreover, if we identify $S^{2} T^{*} M \cong \pi^{*} S^{2} T_{\mathcal{C}}^{*} M$ over $\mathcal{N}$, then

$$
\begin{equation*}
\beta_{\circ}^{*}\left(D_{g} \operatorname{Ric}-\Lambda\right)-\hat{\chi} \beta_{\circ}^{*} \widehat{D_{g} \operatorname{Ric}}(0) \hat{\chi} \in r^{-1} \operatorname{Diff}_{\mathrm{b}}^{2}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right) . \tag{8.6}
\end{equation*}
$$

Identifying the fibers of ${ }^{+} N \mathcal{C}$ over different points on $\mathcal{C}$ by means of their trivializations given by Fermi normal coordinates, and similarly for the fibers of $T_{\mathcal{C}}^{*} M$, the restriction of the operator (8.5) to ${ }^{+} N_{c\left(t_{0}\right)} \mathcal{C}$ is independent of $t_{0} \in I$. We thus mainly need to study

$$
\begin{equation*}
\underline{\beta}^{*}\left(r^{2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0)\right) \in \operatorname{Diff}_{\mathrm{b}, \mathrm{I}}^{2}\left(\left[\mathbb{R}^{3} ;\{0\}\right] ; \pi_{\mathrm{ff}}^{*} \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right), \tag{8.7}
\end{equation*}
$$

where $\underline{\beta}:\left[\mathbb{R}^{3} ;\{0\}\right]=[0, \infty)_{r} \times \mathbb{S}_{\omega}^{2} \rightarrow \mathbb{R}^{3}$ is the blow-down map, $\pi_{\mathrm{ff}}(r, \omega)=\omega$ is as in Theorem 7.13, and where, as before, we regard $\mathbb{R}^{3}=t^{-1}(0) \subset \mathbb{R}^{4}$. The solvability theory for this operator, for quasi-homogeneous right hand sides, was analyzed in Theorem 7.13.
Lemma 8.4 (Formal solution at $\mathcal{C}$ with restricted polyhomogeneous right hand side). Let $z \in \mathbb{C} \backslash\left(-2-\mathbb{N}_{0}\right)$, and let $\hat{\mathcal{F}} \subset\left(z+\mathbb{N}_{0}\right) \times \mathbb{N}_{0}$ be an index set. Let $\hat{\mathcal{E}}=\{(w+j+2, l):(w, k) \in$ $\left.\hat{\mathcal{F}}, j \in \mathbb{N}_{0}, l \leq k+j+1\right\}$. Let

$$
f \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right), \quad \delta_{g} \mathrm{G}_{g} f \in \dot{\mathcal{C}}^{\infty}\left(M_{\circ} ; \beta_{\circ}^{*} T^{*} M\right),
$$

i.e. $\delta_{g} \mathrm{G}_{g} f$ vanishes to infinite order at $\partial M_{\circ}$. Then there exists $h \in \mathcal{A} \hat{\mathcal{p} h g}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right)$, with support contained in any fixed neighborhood of $\partial M_{\circ}$, so that

$$
\begin{equation*}
\left(D_{g} \operatorname{Ric}-\Lambda\right)(h)=f+f_{b}, \quad f_{b} \in \dot{\mathcal{C}}^{\infty}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right) \tag{8.8}
\end{equation*}
$$

The equations $\delta_{g} \mathrm{G}_{g} f=0$ and $D_{g} \operatorname{Ric}(h)=f$ here are to be understood as equalities in $M \backslash \mathcal{C}$ (or more precisely as equalities of extendible distributions on $M_{\circ}$ ).

Proof of Lemma 8.4. We identify the collar neighborhood $\mathcal{N}$ using the polar coordinates $(t, r, \omega)$ associated with Fermi normal coordinates $(t, x)$ with a neighborhood of $I \times\{0\} \times \mathbb{S}^{2} \subset$ $I \times\left[\mathbb{R}^{3} ;\{0\}\right]=I \times[0, \infty) \times \mathbb{S}^{2}$. Let $\hat{\chi} \in \mathcal{C}_{\mathrm{c}}^{\infty}(\mathcal{N})$ be a cutoff as in (8.3a)-(8.3b). We use the notation introduced in (8.7). If $k \in \mathbb{N}_{0}$ is such that $(z, k) \in \hat{\mathcal{F}}$ but $(z, k+1) \notin \hat{\mathcal{F}}$, there exist $f_{0}, \ldots, f_{k} \in \mathcal{C}^{\infty}\left(I ; \mathcal{C}^{\infty}\left(\mathbb{S}^{2} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right)\right)$ so that

$$
f-\hat{\chi} f^{(0)} \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}_{0}}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right), \quad f^{(0)}:=\sum_{j=0}^{k} r^{z}(\log r)^{j} \pi_{\mathrm{ff}}^{*} f_{j},
$$

where $\hat{\mathcal{F}}_{0}=\hat{\mathcal{F}} \backslash\{(z, l) \in \hat{\mathcal{F}}\}=\left\{(w, l) \in \hat{\mathcal{F}}: w \in z+1+\mathbb{N}_{0}\right\} \subset\left(z+1+\mathbb{N}_{0}\right) \times \mathbb{N}_{0}$. We now apply the operator $\beta_{0}^{*}\left(\delta_{g} \mathrm{G}_{g}\right)$ to $f-\hat{\chi} f^{(0)} \in \mathcal{A}_{\text {phg }}^{\hat{\mathcal{F}}_{0}}$ and use Lemma 2.2; this implies that

$$
\hat{\chi} \widehat{\delta} \widehat{\underline{\delta} G}(0) f^{(0)} \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}_{0}-1}\left(M_{\circ} ; \beta_{\circ}^{*} T^{*} M\right)
$$

Since $\widehat{\delta \widehat{G}}(0)$ is homogeneous of degree -1 , this implies $\widehat{\widehat{\delta} G(0)} f^{(0)}=0$. Therefore, we are in the setting of Theorem 7.13 with smooth parametric dependence on $t \in I$. This gives $k^{\prime} \in\{0,1\}$ and $h_{j}(t) \in \mathcal{C}^{\infty}\left(\mathbb{S}^{2} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right), j=0, \ldots, k+k^{\prime}$, for each $t \in I$ so that

$$
\widehat{D_{\underline{g}} \operatorname{Ric}}(0)\left(h^{(0)}(t)\right)=f^{(0)}(t), \quad h^{(0)}(t)=\sum_{j=0}^{k+k^{\prime}} r^{z+2}(\log r)^{j} \pi_{\mathrm{ff}}^{*} h_{j}(t) .
$$

In view of the continuous and linear dependence of $\left(h_{0}(t), \ldots, h_{k+k^{\prime}}(t)\right)$ on $\left(f_{0}(t), \ldots, f_{k}(t)\right)$, we first conclude that the $h_{j}(t)$ are continuous in $t$. Moreover, the solution of

$$
\begin{equation*}
\widehat{D_{\underline{g}} \operatorname{Ric}}(0)\left(h^{(1), \epsilon}(t)\right)=\epsilon^{-1}\left(f^{(0)}(t+\epsilon)-f^{(0)}(t)\right) \tag{8.9}
\end{equation*}
$$

is on the one hand given by $\epsilon^{-1}\left(h^{(0)}(t+\epsilon)-h^{(0)}(t)\right)$, and on the other hand converges as $\epsilon \searrow 0$ to the solution (as produced by Theorem 7.13) of $\widehat{D_{\underline{g}} \operatorname{Ric}}(0)\left(h^{(1)}(t)\right)=\partial_{t} f^{(0)}(t)$. Since $h^{(1)}(t)$ is continuous in $t$, this shows that $h^{(0)}$ is $\mathcal{C}^{1}$ in $t$. Iterating this argument implies $h_{j} \in \mathcal{C}^{\infty}\left(I ; \mathcal{C}^{\infty}\left(\mathbb{S}^{2} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right)\right), j=0, \ldots, k+k^{\prime}$.

By Lemma 8.3 and recalling the notation for index sets from $\S 2.2$, we conclude that

$$
f^{\prime}:=f-\left(D_{g} \operatorname{Ric}-\Lambda\right)\left(\hat{\chi} h^{(0)}\right) \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}_{\circ} \cup\left(z+1, k+k^{\prime}\right)}\left(M_{\circ} ; \beta_{\circ}^{*} T^{*} M\right) .
$$

(Note that the cosmological constant produces terms which are of lower order even compared to the terms arising from (8.6).) That is, we have solved away $f$ to leading order at $\partial M_{\circ}$, at the expense of (possibly) an additional logarithmic factor of the error $f^{\prime}$. Note furthermore that the linearized second Bianchi identity ensures that

$$
\delta_{g} \mathrm{G}_{g} f^{\prime}=\delta_{g} \mathrm{G}_{g} f-\delta_{g} \mathrm{G}_{g}\left(D_{g} \operatorname{Ric}-\Lambda\right)\left(\hat{\chi} h^{(0)}\right) \in \dot{\mathcal{C}}^{\infty}\left(M_{\circ} ; \beta_{\circ}^{*} T^{*} M\right)
$$

still. (We use here the validity of the nonlinear Einstein vacuum equations $\operatorname{Ric}(g)-\Lambda g=0$ in Taylor series at $\mathcal{C}$.)

Since $z+1 \in \mathbb{C} \backslash\left(-\mathbb{N}_{0}-2\right)$ still, we may repeat this procedure. Proceeding inductively, we thus obtain a sequence $\hat{\mathcal{E}}_{\ell} \subset\left((z+2)+\ell+\mathbb{N}_{0}\right) \times \mathbb{N}_{0}, \ell \in \mathbb{N}_{0}$, of index sets (with $\hat{\mathcal{E}}_{0}=\left(z+2, k+k^{\prime}\right)$ in the above notation) and $h^{(\ell)} \in \mathcal{A}_{\text {phg }}^{\hat{\mathcal{E}}_{\ell}}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right)$ so that

$$
f-\left(D_{g} \operatorname{Ric}-\Lambda\right)\left(\hat{\chi} \sum_{\ell=0}^{m} h^{(\ell)}\right) \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}_{m}}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right),
$$

where $\hat{\mathcal{F}}_{m}$ is an index set with $\hat{\mathcal{F}}_{m} \subset\left(z+(m+1)+\mathbb{N}_{0}\right) \times \mathbb{N}_{0}$ (and with $\hat{\mathcal{F}}_{0}$ defined previously). More precisely, the construction gives

$$
\begin{aligned}
& \hat{\mathcal{E}}_{m+1} \subset\left\{((z+2)+(m+1)+j, l): j \in \mathbb{N}_{0}, l \leq \max \left\{k+1:(z+(m+1), k) \in \hat{\mathcal{F}}_{m+1}\right\}\right\}, \\
& \hat{\mathcal{F}}_{m+1} \subset\left\{(z+(m+2)+j, l): j \in \mathbb{N}_{0}, l \leq \max \left\{k:((z+2)+(m+1), k) \in \hat{\mathcal{E}}_{m+1}\right\}\right\} \\
& \cup\left\{(z+j, l) \in \hat{\mathcal{F}}_{m}: j \geq m+2\right\} .
\end{aligned}
$$

Thus, $\hat{\mathcal{F}}_{m+1}$ removes the leading order terms $(z+(m+1), k)$ of $\hat{\mathcal{F}}_{m}$ but adds the contribution from the leading order terms $\left((z+2)+(m+1), k+k^{\prime}\right)$ of $\hat{\mathcal{E}}_{m+1}$ (with $k^{\prime} \leq 1$ here replaced by 1 simply, which may be lossy but acceptably so), while $\hat{\mathcal{E}}_{m+1}$ picks up the leading order terms of $\hat{\mathcal{F}}_{m+1}$ and (when $k^{\prime}=1$ ) adds a logarithm. Setting $\hat{\mathcal{E}}=\bigcup_{\ell \in \mathbb{N}_{0}} \hat{\mathcal{E}}_{\ell}$ (which has the stated description), we may thus take $h \in \mathcal{A}_{\text {phg }}^{\hat{\mathcal{E}}}$ to be an asymptotic sum of the $\hat{\chi} h^{(\ell)}$ over $\ell \in \mathbb{N}_{0}$. We can arrange for the desired support property of $h$ since multiplying $h$ by a smooth function which is equal to 1 in a neighborhood of $\partial M_{\circ}$ preserves the conclusion (8.8).

Remark 8.5 (Control of logarithmic terms). Since the first step of the proof is an application of Theorem 7.13, the refined statements made there imply also refinements about $h$ and its index set: if all leading order terms of $f$, corresponding to elements $(z, k) \in \hat{\mathcal{F}}$ with $\operatorname{Re} z=\min \operatorname{Re} \hat{\mathcal{F}}$, are of a particular type (depending on the value of $z$ ), then one may take $\hat{\mathcal{E}}$ to have the same leading order part as $\hat{\mathcal{F}}$; more precisely, $\hat{\mathcal{E}}=\{(w+2, k) \in$ $\hat{\mathcal{F}}\} \cup\left\{(w+2+j, l):(w, k) \in \hat{\mathcal{F}}, w \in z+1+\mathbb{N}_{0}, j \in \mathbb{N}_{0}, l \leq k+j+1\right\}$.

Proposition 8.6 (Formal solution at $\mathcal{C}$ ). Under the assumptions of Theorem 8.1, and using the notation of the Theorem, there exists $h \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{E}}}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right)$, with support contained in any fixed neighborhood of $\partial M_{\circ}$, so that

$$
\begin{equation*}
\left(D_{g} \operatorname{Ric}-\Lambda\right)(h)=f+f_{b}, \quad f_{b} \in \dot{\mathcal{C}}^{\infty}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right) \tag{8.10}
\end{equation*}
$$

Proof. Write $\hat{\mathcal{F}}$ as the disjoint union of index sets $\hat{\mathcal{F}}_{j} \subset\left(z_{j}+\mathbb{N}_{0}\right) \times \mathbb{N}_{0}, j \in J$, with the property that $z_{i}-z_{j} \notin \mathbb{Z}$ whenever $i \neq j$; necessarily $\min \operatorname{Re} \hat{\mathcal{F}}_{j} \nearrow \infty$ as $j \rightarrow \infty$ (in case the set $J$ is infinite). This decomposition can be effected by taking $z_{0} \in \mathbb{C}$ so that $\left(z_{0}, 0\right) \in \hat{\mathcal{F}}$ and $\operatorname{Re} z_{0}=\min \operatorname{Re} \hat{\mathcal{F}}$ and then defining $\hat{\mathcal{F}}_{0}=\left\{(z, k) \in \hat{\mathcal{F}}: z-z_{0} \in \mathbb{N}_{0}\right\}$; thus $\hat{\mathcal{F}} \backslash \hat{\mathcal{F}}_{0}$ is still an index set, and if it is non-empty we may repeat this process. The fact that $\hat{\mathcal{F}}$ is an index set ensures that the complex numbers $z_{0}, z_{1}, \ldots$ one selects in this process satisfy $\operatorname{Re} z_{j} \nearrow \infty$, unless the process stops after finitely many steps.

We can then write $f \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right)$ as an asymptotic sum of $f_{j} \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}_{j}}, j \in J$. Lemma 2.1 gives

$$
\delta_{g} \mathrm{G}_{g}: \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}_{j}}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right) \rightarrow \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}_{j}-1}\left(M_{\circ} ; \beta_{\circ}^{*} T^{*} M\right)
$$

Thus $\delta_{g} \mathrm{G}_{g} f_{j}$ is polyhomogeneous with index set $\hat{\mathcal{F}}_{j}-1$; but $\delta_{g} \mathrm{G}_{g} f_{j}$ is at the same time also an asymptotic sum of polyhomogeneous distributions with index sets $\hat{\mathcal{F}}_{i}, i \neq j$, since $\delta_{g} \mathrm{G}_{g} f_{j} \sim \delta_{g} \mathrm{G}_{g} f-\sum_{i \neq j} \delta_{g} \mathrm{G}_{g} f_{i} \sim-\sum_{i \neq j} \delta_{g} \mathrm{G}_{g} f_{i}$. Therefore,

$$
\delta_{g} \mathrm{G}_{g} f_{j} \in \dot{\mathcal{C}}^{\infty}\left(M_{\circ} ; \beta_{\circ}^{*} T^{*} M\right), \quad j \in J .
$$

We apply Lemma 8.4 to each $f_{j}, j \in J$, separately. We obtain index sets $\hat{\mathcal{E}}_{j} \subset\left(z_{j}+2+\right.$ $\left.\mathbb{N}_{0}\right) \times \mathbb{N}_{0}$ and symmetric 2-tensors $h_{j} \in \mathcal{A}_{\text {phg }}^{\hat{\mathcal{E}}_{j}}\left(M_{\circ} ; \beta^{*} S^{2} T^{*} M\right)$ so that $\left(D_{g} \operatorname{Ric}-\Lambda\right) h_{j}-f_{j} \in$ $\dot{\mathcal{C}}^{\infty}$. Let now $\hat{\mathcal{E}}=\bigcup_{j \in J} \hat{\mathcal{E}}_{j}$, and take $h \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{E}}}\left(M_{\circ} ; \beta_{o}^{*} S^{2} T^{*} M\right)$ to be an asymptotic sum of all $h_{j}$. Then (8.10) holds. Multiplying $h$ by a smooth function which is identically 1 near $\partial M_{\circ}$ and supported in the desired neighborhood of $\partial M_{\circ}$ furthermore ensures the desired support property of $h$.

Proposition 8.6 remains valid (and Theorem 8.1 can be similarly extended), with the same proof, under the weaker assumption that $\hat{\mathcal{F}} \cap\left(\left(-2-\mathbb{N}_{0}\right) \times \mathbb{N}_{0}\right)=\emptyset$. We shall however only use the stated version in the solution of the gluing problem.
8.2. True solution; proof of Theorem 8.1. With $\hat{\mathcal{F}}, \hat{\mathcal{E}}$, and $f \in \mathcal{A}_{\text {phg }}^{\hat{\mathcal{F}}}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right)$ as in Theorem 8.1, we now denote by $h_{\sharp} \in \mathcal{A}_{\text {phg }}^{\hat{\mathcal{E}}}\left(M_{\circ} ; \beta_{0}^{*} S^{2} T^{*} M\right)$ the formal solution of (8.2) given by Proposition 8.6 , which we arrange to satisfy supp $h_{\sharp} \cap \beta_{\circ}^{-1}(X) \Subset \beta_{\circ}^{-1}\left(\mathcal{U}^{\circ}\right)$. Thus,

$$
\begin{equation*}
\left(D_{g} \operatorname{Ric}-\Lambda\right) h_{\sharp}=f+f_{b}, \quad f_{b} \in \dot{\mathcal{C}}^{\infty}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right) . \tag{8.11}
\end{equation*}
$$

Due to the support properties of $f$ and $h_{\sharp}$, we also have supp $f_{b} \cap \beta_{\circ}^{-1}(X) \Subset \beta_{\circ}^{-1}\left(\mathcal{U}^{\circ}\right)$. Now, for any bundle $E \rightarrow M$, the space $\dot{\mathcal{C}}^{\infty}\left(M_{\circ} ; \beta_{\circ}^{*} E\right)$ is equal to the space of lifts under $\beta_{\circ}$ of all smooth sections of $E \rightarrow M$ which vanish to infinite order at $\mathcal{C}$. Thus, we may 'blow down' $\partial M_{\circ}$ and regard $f_{\mathrm{b}}$ as an element

$$
f_{\mathrm{b}} \in \mathcal{C}^{\infty}\left(M ; S^{2} T^{*} M\right), \quad \operatorname{supp} f_{\mathrm{b}} \cap X \Subset \mathcal{U}^{\circ},
$$

which vanishes to infinite order at $\mathcal{C}$ (although we will not use this final property). Applying the linearized second Bianchi identity to (8.11) (and using that $\operatorname{Ric}(g)-\Lambda g=0$ ) implies that $\delta_{g} \mathrm{G}_{g} f_{b}=0$. The next result uses the full set of assumptions spelled out before the statement of Theorem 8.1 (in particular the absence of KIDs):
Proposition 8.7 (Solving away the trivial error). Suppose $f_{b} \in \mathcal{C}^{\infty}\left(M ; S^{2} T^{*} M\right)$ satisfies $\delta_{g} \mathrm{G}_{g} f_{\mathrm{b}}=0$, and $\operatorname{supp} f_{\mathrm{b}}$ is contained in the domain of influence of a compact subset of $\mathcal{U}^{\circ}$. Then there exists $h_{b} \in \mathcal{C}^{\infty}\left(M ; S^{2} T^{*} M\right)$ with

$$
\begin{equation*}
\left(D_{g} \operatorname{Ric}-\Lambda\right) h_{b}=f_{b} \tag{8.12}
\end{equation*}
$$

and so that $\operatorname{supp} h_{b}$ is contained in the domain of influence of a compact subset of $\mathcal{U}^{\circ}$.
We shall need:
Proposition 8.8 (Solving the linearized constraints equations). Let $X, \gamma, k, \mathcal{U}^{\circ}$ be as above; that is, $P(\gamma, k ; \Lambda)=0$ (see (4.2)), and $\left(D_{(\gamma, k)} P\right)^{*}$ has trivial kernel on the space of sections of ${ }^{4} \mathbb{R} \oplus T^{*} X \cong T_{X}^{*} M$ over the non-empty smoothly bounded connected precompact open subset $\mathcal{U}^{\circ}$. Then for all $\omega \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\mathcal{U}^{\circ} ; T_{X}^{*} M\right)$, there exist $\dot{\gamma}, \dot{k} \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\mathcal{U}^{\circ} ; S^{2} T^{*} X\right)$ so that $D_{(\gamma, k)} P(\dot{\gamma}, \dot{k} ; \Lambda)=\omega$.

[^37]Proof. This is a standard result, see e.g. [CD03, §3]. Coercive a priori estimates for $\left(D_{(\gamma, k)} P\right)^{*}$ on function spaces allowing for exponential growth at the boundary of the complement $\mathcal{U}_{\delta}^{\circ} \subset \mathcal{U}^{\circ}$ of a $\delta$-neighborhood of $\partial \overline{\mathcal{U}^{\circ}}$, with $\delta>0$ so small that $\omega \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\mathcal{U}_{\delta}^{\circ}\right)$ and $(X, \gamma, k)$ has no KIDs on $\mathcal{U}_{\delta}^{\circ}$ still, imply the solvability of $D_{(\gamma, k)} P(\dot{\gamma}, \dot{k})=\omega$ with smooth $\dot{\gamma}, \dot{k}$ which are exponentially decaying at $\partial \mathcal{U}_{\delta}^{\circ}$; the extension of $\dot{\gamma}, \dot{k}$ by 0 to $X \backslash \mathcal{U}_{\delta}^{\circ}$ furnishes the desired solution.

Proof of Proposition 8.7. This is a variant of the main result of [Hin23b]; we recall the argument for the sake of completeness. Following the strategy outlined in $\S 4.2$, we seek $h_{b}$ as the solution of an initial value problem for the gauge-fixed linearized Einstein equations. Thus, if $\nu \in \mathcal{C}^{\infty}\left(X ; T_{X} M\right)$ denotes the future unit normal at $X$, we solve

$$
\begin{cases}\left(D_{g} \operatorname{Ric}-\Lambda\right) h_{b}+\delta_{g}^{*}\left(\delta_{g} \mathrm{G}_{g} h_{b}-\theta\right)=f_{b} & \text { in } M,  \tag{8.13}\\ \left(h_{b}, \nabla_{\nu} h_{b}\right)=\left(h_{0}, h_{1}\right) & \text { at } X,\end{cases}
$$

for carefully chosen $\theta \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(M ; T^{*} M\right)$ and $h_{0}, h_{1} \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\mathcal{U}^{\circ} ; S^{2} T_{X}^{*} M\right)$; the task is to select $\theta, h_{0}, h_{1}$ so that $h_{b}$ also solves (8.12). As demonstrated in $\S 4.2$, it suffices to arrange

$$
\begin{equation*}
D_{(\gamma, k)} P(\dot{\gamma}, \dot{k} ; \Lambda)=\left(\mathrm{G}_{g} f_{b}\right)(\nu,-) \tag{8.14}
\end{equation*}
$$

at $X$, where $(\dot{\gamma}, \dot{k})$ are the linearized initial data induced by $\left(h_{0}, h_{1}\right)$. Since $\left(\mathrm{G}_{g} f_{b}\right)(\nu,-) \in$ $\mathcal{C}_{\mathrm{c}}^{\infty}\left(\mathcal{U}^{\circ} ; T_{X}^{*} M\right)$, and due to the absence of KIDs in $\mathcal{U}^{\circ}$, we may apply Proposition 8.8 to obtain the existence of $\dot{\gamma}, \dot{k} \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\mathcal{U}^{\circ} ; S^{2} T^{*} X\right)$ solving (8.14). Choosing $h_{0}, h_{1}$ as in Remark 4.1, we subsequently let $\theta$ be any smooth extension of $\left.\left(\delta_{g} \mathrm{G}_{g}\left(h_{0}+s h_{1}\right)\right)\right|_{X} \in$ $\mathcal{C}_{\mathrm{c}}^{\infty}\left(\mathcal{U}^{\circ} ; T_{X}^{*} M\right)$ to a 1 -form on $M$ (see (4.11)). With these data in place, we solve (8.13). Then $h_{b}$ satisfies (8.12). (We recall the argument: since $\eta:=\delta_{g} G_{g} h_{b}-\theta \in \mathcal{C}^{\infty}\left(M ; T^{*} M\right)$ vanishes at $X$, so does its normal derivative since $\left(\mathrm{G}_{g} \delta_{g}^{*} \eta\right)(\nu,-)=0$ due to (8.14), and thus we have $\eta=0$ everywhere since $\delta_{g} \mathrm{G}_{g} \delta_{g}^{*} \eta=0$.) The support property of $h$ follows from finite speed of propagation. The proof is complete.

Proof of Theorem 8.1. In view of equations (8.11) and (8.12), the tensor $h:=h_{\sharp}-\beta_{\circ}^{*} h_{b}$ solves the equation (8.2) and is indeed of the form (8.1).

When $\mathcal{C}$ is a geodesic, it remains to arrange property (3) by exploiting the fact that we may add to $h_{b}$ any linearized pure gauge term, i.e. a tensor of the form $\delta_{g}^{*} \omega$ where we will be able to take $\omega \in \mathcal{C}^{\infty}\left(M ; T^{*} M\right)$ to be supported in an arbitrarily small neighborhood of $\mathcal{C}$, so $\delta_{g}^{*} \omega$ satisfies the same support properties as $h_{b}$ in Proposition 8.7. To arrange for simple vanishing, note that in Fermi normal coordinates $(t, x)$ around $\mathcal{C}$, the restriction of $h_{b}$ to $\mathcal{C}$ takes the form

$$
h_{b}(t, 0)=a_{00}(t) \mathrm{d} t^{2}+2 a_{0 k}(t) \mathrm{d} t \mathrm{~d} x^{k}+a_{j k}(t) \mathrm{d} x^{j} \mathrm{~d} x^{k}, \quad a_{\mu \nu} \in \mathcal{C}^{\infty}(I),
$$

where $a_{j k}=a_{k j}$. Pick $A_{00} \in \mathcal{C}^{\infty}(I)$ with $A_{00}^{\prime}=a_{00}$. Since $g$ agrees with the Minkowski metric $\underline{g}$ at $\mathcal{C}$ modulo error terms vanishing quadratically at $x=0$, we have

$$
\delta_{g}^{*} \mathrm{~d} t \equiv 0, \quad \delta_{g}^{*} \mathrm{~d} x^{j} \equiv 0
$$

modulo tensors vanishing simply at $x=0$. Therefore, ${ }^{55}$

$$
\begin{array}{rlrl}
\delta_{g}^{*}\left(A_{00}(t) \mathrm{d} t\right) & =a_{00}(t) \mathrm{d} t^{2}+A_{00}(t) \delta_{g}^{*} \mathrm{~d} t & & \equiv a_{00}(t) \mathrm{d} t^{2}, \\
\delta_{g}^{*}\left(a_{0 k}(t) x^{k} \mathrm{~d} t\right) & =a_{0 k}(t) \mathrm{d} t \mathrm{~d} x^{k}+a_{0 k}^{\prime}(t) x^{k} \mathrm{~d} t^{2}+a_{0 k}(t) x^{k} \delta_{g}^{*} \mathrm{~d} t & & \equiv a_{0 k}(t) \mathrm{d} t \mathrm{~d} x^{k}, \\
\delta_{g}^{*}\left(a_{j k}(t) x^{j} \mathrm{~d} x^{k}\right) & =a_{j k}(t) \mathrm{d} x^{j} \mathrm{~d} x^{k}+a_{j k}^{\prime}(t) x^{j} \mathrm{~d} t \mathrm{~d} x^{k}+a_{j k}(t) x^{j} \delta_{g}^{*} \mathrm{~d} x^{k} & \equiv a_{j k}(t) \mathrm{d} x^{j} \mathrm{~d} x^{k} .
\end{array}
$$

If we subtract from $h_{b}$ the tensor $\delta_{g}^{*}(\hat{\chi} \omega)$ where $\hat{\chi} \in \mathcal{C}^{\infty}(M)$ is equal to 1 near $\mathcal{C}$ and supported in a small neighborhood of $\mathcal{C}$, and with $\omega=A_{00}(t) \mathrm{d} t+2 A_{0 k}(t) \mathrm{d} x^{k}+a_{j k}(t) x^{j} \mathrm{~d} x^{k}$, then the new $h_{b}$ vanishes simply at $\mathcal{C}$ and still satisfies the support condition of Proposition 8.7.

This can be improved to quadratic vanishing by similarly explicit means: modulo tensors vanishing quadratically at $x=0$, we have

$$
\begin{aligned}
a(t) x^{j} \mathrm{~d} t^{2} & \equiv \delta_{g}^{*}\left(A_{1}(t) x^{j} \mathrm{~d} t-A_{2}(t) \mathrm{d} x^{j}\right), \\
2 a(t) x^{j} \mathrm{~d} t \mathrm{~d} x^{k} & \equiv \delta_{g}^{*}\left(a(t) x^{j} x^{k} \mathrm{~d} t+A_{1}(t)\left(x^{j} \mathrm{~d} x^{k}-x^{k} \mathrm{~d} x^{j}\right)\right), \\
2 a(t) x^{j} \mathrm{~d} x^{k} \mathrm{~d} x^{\ell} & \equiv \delta_{g}^{*}\left(a(t) x^{j} x^{k} \mathrm{~d} x^{\ell}+a(t) x^{\ell}\left(x^{j} \mathrm{~d} x^{k}-x^{k} \mathrm{~d} x^{j}\right)\right),
\end{aligned}
$$

where $A_{1}(t)=\int a(t) \mathrm{d} t$ and $A_{2}(t)=\int A_{1}(t) \mathrm{d} t$.
An alternative, and conceptually cleaner, argument proceeds as follows. Consider for $s \in \mathbb{R}$ the symmetric 2 -tensor $g+s h_{b}$; on any fixed compact subset of $M$, this is a Lorentzian metric when $s$ is sufficiently small. Fix $p \in \mathcal{C}$ and a future timelike vector $v \in T_{p} \mathcal{C}$. Denote by $\mathcal{C}_{s}$ the geodesic for

$$
g_{s}:=g+s h_{b}
$$

with initial condition $\left(p, \frac{v}{\|v\|_{g_{s}}}\right)$. Then we have Fermi normal coordinates $\left(t_{s}, x_{s}\right)$ around $\mathcal{C}_{s}$ which are equal to $(t, x)$ for $s=0$; by the construction in the proof of Lemma 3.14, these coordinates can be chosen to depend smoothly on $s$ near 0 and are defined near any fixed precompact subset of $\mathcal{C}$ when $s$ is sufficiently small. Denote by $\phi_{s}: \mathcal{D}_{s} \subset \mathbb{R} \times \mathbb{R}^{3} \rightarrow M$ the corresponding coordinate chart $(T, X) \mapsto\left(t_{s}, x_{s}\right)=(T, X)$; here, if $J \Subset I$, then the domain $\mathcal{D}_{s}$ contains a neighborhood of $J \times\{0\}$ when $s$ is small. By definition,

$$
\phi_{s}^{*} g_{s}=-\mathrm{d} T^{2}+\mathrm{d} X^{2}+G_{s}^{\prime}(T, X ; \mathrm{d} T, \mathrm{~d} X)
$$

where $G_{s}^{\prime}$ depends smoothly on $s$ and vanishes quadratically at $X=0$. Consider now the map

$$
\Phi_{s}:=\phi_{s} \circ \phi_{0}^{-1}: \mathcal{D}_{0} \cap \phi_{0}\left(\mathcal{D}_{s}\right) \rightarrow M
$$

which is a diffeomorphism onto its image near $\phi_{0}(J \times\{0\}) \subset M$ for small enough $s$, and which satisfies $\Phi_{0}=\mathrm{Id}$. Then $\Phi_{0}^{*} g_{0}=\mathrm{Id}^{*} g=g$ and

$$
\Phi_{s}^{*}\left(g+s h_{b}\right)=\Phi_{s}^{*} g_{s}=\left(\phi_{0}^{-1}\right)^{*}\left(-\mathrm{d} T^{2}+\mathrm{d} X^{2}+G_{s}^{\prime}\right)=-\mathrm{d} t^{2}+\mathrm{d} x^{2}+g_{s}^{\prime}(t, x ; \mathrm{d} t, \mathrm{~d} x)
$$

(using the Fermi normal coordinates around $\mathcal{C}$ for the expression on the right), where $g_{s}^{\prime}$ is smooth in $s$ and vanishes quadratically at $x=0$; we express this as $g_{s}^{\prime}=\mathcal{O}\left(|x|^{2}\right)$.

[^38]Differentiating at $s=0$ gives

$$
\mathcal{O}\left(|x|^{2}\right)=\left.\frac{\mathrm{d}}{\mathrm{~d} s}\left(\Phi_{s}^{*} g\right)\right|_{s=0}+\Phi_{0}^{*} h_{b}=\mathcal{L}_{V} g+h_{\mathrm{b}}
$$

where the smooth vector field $V$ is defined in a neighborhood $\mathcal{N} \subset \mathcal{C}$ by $V(q)=\left.\frac{\mathrm{d}}{\mathrm{d} s} \Phi_{s}(q)\right|_{s=0}$, $q \in \mathcal{N}$. If $\hat{\chi} \in \mathcal{C}^{\infty}(M)$ is supported in $\mathcal{N}$, equal to 1 near $\mathcal{C}$, and has support sufficiently close to $\mathcal{C}$, then we may replace $h_{b}$ by $h_{b}+\mathcal{L}_{\hat{\chi} V} g$ (which is $\mathcal{O}\left(|x|^{2}\right)$ near $\mathcal{C}=\{x=0\}$ ) without affecting properties (1)-(2) in Theorem 8.1. This completes the proof.
8.3. Necessary conditions for gluing: I. A result of Gralla-Wald revisited. The material in this section is of supplementary character: it is not used in the rest of the paper and may therefore be skipped at first reading, but it sheds further light on the analysis in §§8.1-8.2.

We shall show that the gluing construction (for polyhomogeneous total families $\widetilde{g}$ on $\widetilde{M}$, with the $\hat{M}$-model being a Kerr metric with nonzero mass) in this paper is only possible if $\mathcal{C}$ is a geodesic; in this sense we recover, in our setting, the geodesic hypothesis. Furthermore, the rescaled mass of the glued black hole must be constant along $\mathcal{C}$. Our arguments are closely related to those given by Gralla-Wald in [GW08, §III]; in present terminology, they exploit an obstruction to solving the linearized Einstein equations in the polyhomogeneous category with right hand sides having borderline $r^{-2}$ growth (which is precisely what is excluded in Theorem 8.1). Further necessary conditions are derived in §9.3.

Let $\mathcal{C}=c(I), I \subseteq \mathbb{R}$, be any inextendible embedded smooth timelike curve (not necessarily a geodesic). Fix a smooth family of mass parameters $0<\mathfrak{m} \in \mathcal{C}^{\infty}(I)$, and consider the naively glued metric $\widetilde{g}_{0}$ produced by Lemma 3.28 for any choice of $\mathfrak{a} \in \mathcal{C}^{\infty}\left(I ; \mathbb{R}^{3}\right)$. Consider the leading order error of the Einstein vacuum equations for $\widetilde{g}_{0}$ at $M_{\circ}$, defined by

$$
\begin{equation*}
f:=\left.\left(\epsilon^{-1}\left(\operatorname{Ric}\left(\widetilde{g}_{0}\right)-\Lambda \widetilde{g}_{0}\right)\right)\right|_{M_{\circ}} \in r^{-2} \mathcal{C}^{\infty}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right) \tag{8.15}
\end{equation*}
$$

While by virtue of the (nonlinear) second Bianchi identity for $\widetilde{g}_{0}$ we have $\delta_{g} \mathrm{G}_{g} f=0$ in $\left(M_{\circ}\right)^{\circ}=M \backslash \mathcal{C}$, it is no longer necessarily the case that for the unique $L_{\text {loc }}^{1}$-extension $E f \in L_{\mathrm{loc}}^{1}\left(M ; S^{2} T^{*} M\right)$ of $f$ we still have $\delta_{g} \mathrm{G}_{g}(E f)=0$ in the distributional sense on $M$; rather, $\delta_{g} \mathrm{G}_{g}(E f)$ may be a $\delta$-distribution with support in $\mathcal{C}$. As discussed in Remark 8.2, the nonvanishing of $\delta_{g} \mathrm{G}_{g}(E f)$ at $\partial M_{\circ}$ would render the solvability of $\left(D_{g} \operatorname{Ric}-\Lambda\right) h=f$ in the set $\left(M_{\circ}\right)^{\circ}$ with $|h| \lesssim|x|^{-1+\delta}$ impossible. (The upper bound on $h$ demanded here ensures that the correction $\epsilon h$ to $\widetilde{g}_{0}$ near $M_{\circ}$ does not change the $\hat{M}$-model metrics.) We proceed to make this explicit.

Working in Fermi normal coordinates $(t, x)$ around $\mathcal{C}$ and with $t, r=|x|, \omega=\frac{x}{|x|} \in \mathbb{S}^{2}$ on $M_{\circ}$ near $\partial M_{\circ}$, we write $\widetilde{g}_{0}$ in the region $\rho_{\circ}:=\frac{\epsilon}{r} \lesssim 1$ (i.e. in a collar neighborhood of $\left.M_{\circ} \subset \widetilde{M}\right)$ as

$$
\widetilde{g}_{0}\left(\rho_{\circ}, t, r, \omega\right) \equiv g(t, r, \omega)+\rho_{\circ} g_{1}(t, r, \omega) \bmod \rho_{\circ}^{2} \mathcal{C}^{\infty}\left(\widetilde{M} ; S^{2} \widetilde{T^{*}} \widetilde{M}\right)
$$

where $\operatorname{Ric}(g)-\Lambda g=0$ and $g_{1}(t, r, \omega) \in \mathcal{C}^{\infty}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right)$. The restriction to $\hat{M}$, locally given by $r=0$, is $g(t, 0, \omega)+\rho_{\circ} g_{1}(t, 0, \omega) \bmod \rho_{\circ}^{2} \mathcal{C}^{\infty}\left(\hat{M} ; S^{2} \widetilde{T}_{\hat{M}}^{*} \widetilde{M}\right)$. Applying the map e from (3.7) to this gives the Kerr metric, which (independently of the choice of $\mathfrak{a}$ in

Lemma 3.28) modulo $\mathcal{O}\left(\rho_{\circ}^{2}\right)$-terms is equal to the mass $\mathfrak{m}(t)$ Schwarzschild metric

$$
-\mathrm{d} \hat{t}^{2}+\mathrm{d} \hat{r}^{2}+\hat{r}^{2} g+\frac{2 \mathfrak{m}(t)}{\hat{r}}\left(\mathrm{~d} \hat{t}^{2}+\mathrm{d} \hat{r}^{2}\right)+\mathcal{O}\left(\hat{r}^{-2}\right),
$$

where $\hat{r}=\rho_{o}^{-1}$, in view of (3.41). Since $\mathrm{e}(g(t, 0, \omega))=-\mathrm{d} \hat{t}^{2}+\mathrm{d} \hat{r}^{2}+\hat{r}^{2} g$, we thus find

$$
\begin{equation*}
\rho_{\circ} g_{1}(t, 0, \omega)=2 \mathfrak{m}(t) \rho_{\circ}\left(\mathrm{d} t^{2}+\mathrm{d} r^{2}\right)=\epsilon g_{1, \mathfrak{m}(t)}, \quad g_{1, \mathfrak{m}(t)}:=\frac{2 \mathfrak{m}(t)}{r}\left(\mathrm{~d} t^{2}+\mathrm{d} r^{2}\right) \tag{8.16}
\end{equation*}
$$

Since the error $\rho_{\circ} g_{1}(t, r, \omega)-\rho_{\circ} g_{1}(t, 0, \omega)$ is of class $\rho_{\circ} r \mathcal{C}^{\infty}=\epsilon \mathcal{C}^{\infty}$, we conclude that

$$
\begin{equation*}
\widetilde{g}_{0}\left(\rho_{\circ}, t, r, \omega\right)=g(t, r, \omega)+\epsilon g_{1, \mathfrak{m}(t)}+\epsilon g_{1}^{\prime} \bmod \rho_{\circ}^{2} \mathcal{C}^{\infty}, \quad g_{1}^{\prime} \in \mathcal{C}^{\infty}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right) \tag{8.17}
\end{equation*}
$$

Remark 8.9 (Leading order behavior). For $\widetilde{g}_{0}$ as in (8.17), but for general $g_{1, \mathfrak{m}} \sim r^{-1}$, one has $f \sim r^{-3}$; the fact that $f \sim r^{-2}$ for the specific $g_{1, \mathfrak{m}}$ in (8.16) is due to $g_{1, \mathfrak{m}} \in \operatorname{ker} \beta_{0}^{*} \widehat{D_{\underline{g}} \operatorname{Ric}}(0)$, where we use the notation of Corollary 6.7 and Lemma 8.3.

Plugging (8.17) into (8.15), we have

$$
f=D_{g}(\operatorname{Ric}-\Lambda)\left(g_{1, \mathfrak{m}(t)}+g_{1}^{\prime}\right) \quad \text { in }\left(M_{\circ}\right)^{\circ} .
$$

Denoting by $E$ the extension operator $E: L_{\mathrm{loc}}^{1}\left(M_{\circ} ;|\mathrm{d} g|\right) \rightarrow L_{\mathrm{loc}}^{1}(M ;|\mathrm{d} g|)$, the linearized second Bianchi identity implies

$$
\begin{equation*}
\delta_{g} \mathrm{G}_{g}(E f)=\delta_{g} \mathrm{G}_{g}\left(E D_{g}(\operatorname{Ric}-\Lambda)\left(g_{1, \mathfrak{m}(t)}+g_{1}^{\prime}\right)-D_{g}(\operatorname{Ric}-\Lambda)\left(E g_{1, \mathfrak{m}(t)}+E g_{1}^{\prime}\right)\right) \tag{8.18}
\end{equation*}
$$

The big parenthesis is supported in $\mathcal{C}$. Since $g_{1}^{\prime} \in \mathcal{A}^{0}\left(M_{\circ}\right)$ and therefore $E g_{1}^{\prime} \in H_{\text {loc }}^{\frac{3}{2}-}(M)$, the term $E D_{g}(\operatorname{Ric}-\Lambda) g_{1}^{\prime}-D_{g}(\operatorname{Ric}-\Lambda)\left(E g_{1}^{\prime}\right) \in H_{\mathrm{loc}}^{-\frac{1}{2}-}(M)$, which is supported in $\mathcal{C}$ (with codim $\mathcal{C}=3$ ), must vanish. For the same reason, in the evaluation of $E D_{g}(\operatorname{Ric}-$ $\Lambda)\left(g_{1, \mathfrak{m}}\right)-D_{g}(\operatorname{Ric}-\Lambda)\left(E g_{1, \mathfrak{m}}\right)$ we may drop $\Lambda$ and replace $g$ by its restriction to $\mathcal{C}$, i.e. by the Minkowski metric; moreover, since $t$-derivatives preserve the conormal order (unlike $r$-derivatives, which increase the strength of the singularity at $r=0$ by 1 order), we may fix $\mathfrak{m}$ to be equal to the constant value $\mathfrak{m}\left(t_{0}\right)$ when computing (8.18) at $t^{-1}\left(t_{0}\right)$. Since $\widehat{D_{g} \operatorname{Ric}}(0) g_{1, \mathfrak{m}\left(t_{0}\right)}=0$ in $r \neq 0$, only the term $D_{g} \operatorname{Ric}\left(E g_{1, \mathfrak{m}\left(t_{0}\right)}\right)$ in parentheses in (8.18) is possibly nonzero. The key calculation is thus:
Lemma 8.10 (Calculation for the linearized Einstein equation). Let $\underline{g}=-\mathrm{d} t^{2}+\mathrm{d} x^{2}$, and write $r=|x|$. Recall $\underline{G}: h \mapsto h-\frac{1}{2} \underline{g} \operatorname{tr}_{\underline{g}} h$. In the sense of distributional sections of $S^{2} T^{*} \mathbb{R}^{4} \rightarrow \mathbb{R}^{4}$, we then have

$$
\begin{equation*}
\underline{\mathrm{G}} D_{\underline{g}} \operatorname{Ric}\left(\frac{2 \mathfrak{m}}{r}\left(\mathrm{~d} t^{2}+\mathrm{d} r^{2}\right)\right)=8 \mathfrak{m} \pi \delta(x) \mathrm{d} t^{2} . \tag{8.19}
\end{equation*}
$$

Proof. It suffices to prove this for $2 \mathfrak{m}=1$. Denote the expression on the left in (8.19) by $T$. Note that $\underline{\mathrm{G}}\left(\mathrm{d} t^{2}+\mathrm{d} r^{2}\right)=\mathrm{d} t^{2}+\mathrm{d} r^{2}$; since $\mathrm{d} r=\frac{1}{|x|} r \mathrm{~d} r=\sum_{j=1}^{3} \frac{x^{j}}{|x|} \mathrm{d} x^{j}$, we thus have

$$
\underline{\mathrm{G}} T=D_{\underline{g}} \operatorname{Ric}\left(\frac{1}{|x|}\left(\mathrm{d} t^{2}+\mathrm{d} r^{2}\right)\right)=\left(\frac{1}{2}\left(\partial_{t}^{2}-\partial_{x}^{2}\right)-\underline{\delta}^{*} \underline{\delta}\right)\left(\frac{1}{|x|} \mathrm{d} t^{2}+\sum_{j, k} \frac{x^{j} x^{k}}{|x|^{3}} \mathrm{~d} x^{j} \mathrm{~d} x^{k}\right)
$$

in view of the formula (4.4) for $D_{g}$ Ric. Using $\partial_{x}^{2} \frac{1}{|x|}=-4 \pi \delta(x)$ and $\underline{\delta}\left(|x|^{-1} \mathrm{~d} t^{2}\right)=0$, the contribution of $\frac{1}{|x|} \mathrm{d} t^{2}$ to $\underline{G} T$ equals $2 \pi \delta(x) \mathrm{d} t^{2}$. We further compute

$$
\begin{aligned}
& \left(-\frac{1}{2} \sum_{\ell} \partial_{\ell}^{2}-\underline{\delta}^{*} \underline{\delta}\right)\left(\sum_{j, k} \frac{x^{j} x^{k}}{|x|^{3}} \mathrm{~d} x^{j} \mathrm{~d} x^{k}\right) \\
& \quad=\frac{1}{2} \sum_{j, k, \ell}\left[\partial_{\ell}^{2}\left(\partial_{j} \frac{x^{k}}{|x|}-\frac{\delta_{j}^{k}}{|x|}\right)+2 \partial_{j} \partial_{\ell} \frac{x^{\ell} x^{k}}{|x|^{3}}\right] \mathrm{d} x^{j} \mathrm{~d} x^{k} \\
& \quad=\sum_{j} 2 \pi \delta(x)\left(\mathrm{d} x^{j}\right)^{2}+\frac{1}{2} \sum_{j, k, \ell}\left[\partial_{\ell}^{2} \partial_{j} \frac{x^{k}}{|x|}-2 \partial_{j} \partial_{\ell}\left(\partial_{\ell} \frac{x^{k}}{|x|}-\frac{\delta_{\ell}^{k}}{|x|}\right)\right] \mathrm{d} x^{j} \mathrm{~d} x^{k} \\
& \quad=2 \pi \delta(x) \mathrm{d} x^{2}+\frac{1}{2} \sum_{j, k, \ell}\left[\left(-\partial_{\ell}^{2} \partial_{j} x^{k}+2 \delta_{\ell}^{k} \partial_{\ell} \partial_{j}\right)|x|^{-1}\right] \mathrm{d} x^{j} \mathrm{~d} x^{k}
\end{aligned}
$$

But $\sum_{\ell}\left(-\partial_{\ell}^{2} \partial_{j} x^{k}+2 \delta_{\ell}^{k} \partial_{\ell} \partial_{j}\right)=\sum_{\ell} \partial_{j}\left(-\partial_{\ell}^{2} x^{k}+2 \partial_{k}\right)=-\partial_{j} x^{k} \sum_{\ell} \partial_{\ell}^{2}$ annihilates $|x|^{-1}$. We conclude that $\mathrm{G} T=2 \pi \delta(x)\left(\mathrm{d} t^{2}+\mathrm{d} x^{2}\right)$. Applying G to this and using $\mathrm{G}\left(\mathrm{d} t^{2}+\mathrm{d} x^{2}\right)=2 \mathrm{~d} t^{2}$ gives $T=4 \pi \delta(x) \mathrm{d} t^{2}$, as claimed.

Corollary 8.11 (Equations of motion for the stress-energy tensor). The $L_{\mathrm{loc}}^{1}(M)$-extension $E f$ of the tensor $f$ defined by (8.15) satisfies

$$
\begin{equation*}
\delta_{g} \mathrm{G}_{g}(E f)=8 \pi\left(-\mathfrak{m}(t)\left(\nabla_{\partial_{t}} \partial_{t}\right)^{b}+\mathfrak{m}^{\prime}(t) \partial_{t}^{b}\right) \delta(x) \tag{8.20}
\end{equation*}
$$

(Cf. [GW08, Equations (47) and (50)].)
Proof. Lemma 8.10 implies (see also Remark 8.9), via (8.18), that

$$
\delta_{g} \mathrm{G}_{g}(E f)=8 \pi \delta_{g}\left(\mathfrak{m}(t) \delta(x) \mathrm{d} t^{2}\right)=8 \pi \mathfrak{m}(t) \delta_{g}\left(\delta(x) \mathrm{d} t^{2}\right)-8 \pi \mathfrak{m}^{\prime}(t) \delta(x) \iota \nabla t\left(\mathrm{~d} t^{2}\right)
$$

But since in the Fermi normal coordinates $(t, x)$ all Christoffel symbols vanish at $x=$ 0 except possibly for $\Gamma_{00}^{j}=\Gamma_{0 j}^{0}(j=1,2,3)$, we have $\delta_{g}\left(\delta(x) \mathrm{d} t^{2}\right)=-\Gamma_{0 j}^{0} \delta(x) \mathrm{d} x^{j}=$ $-\delta(x)\left(\nabla_{\partial_{t}} \partial_{t}\right)^{b}$.

To conclude, if it is possible to find $\widetilde{h} \in \mathcal{C}^{\infty}\left(\widetilde{M} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$ (or more generally $\widetilde{h} \in \mathcal{A}_{\text {phg }}^{\hat{\mathcal{E}}, \mathcal{E}}$ where $\operatorname{Re} \hat{\mathcal{E}}>-1$ and $\min \operatorname{Re}(\mathcal{E} \backslash\{(0,0)\})>0$, so that $\epsilon \widetilde{h}$ has vanishing restriction to $\hat{M}$ and vanishes simply at $M_{\circ}$ ) with the property that for $\widetilde{g}_{1}=\widetilde{g}_{0}+\epsilon \widetilde{h}$, the error $\operatorname{Ric}\left(\widetilde{g}_{1}\right)-\Lambda \widetilde{g}_{1}$ vanishes to more than one order at $M_{\circ}$, then we showed above that necessarily $\delta_{g} \mathrm{G}_{g}(E f)=$ 0 ; and Corollary 8.11 shows that this is equivalent to the requirement that $\mathcal{C}$ be a geodesic, and $\mathfrak{m}(t)$ must be a constant. (Indeed, since $t \mapsto c(t)$ is an arc-length parameterization of $\mathcal{C}$, we have $\nabla_{\partial_{t}} \partial_{t} \perp \partial_{t}$, and therefore the vanishing of (8.20) requires the vanishing of $\nabla_{\partial_{t}} \partial_{t}$ and $\mathfrak{m}^{\prime}(t)$ separately.)

We finally note that if $\mathcal{C}$ is not a geodesic, then the homogeneous $r^{-2}$ leading order term of $f$ in (8.15) at $\partial M_{\circ}$ gives rise to the example in Remark 7.14 as follows: if $g=$ $\left(-1-2 \Gamma_{j 00} x^{j}\right) \mathrm{d} t^{2}+\sum_{j=1}^{3}\left(\mathrm{~d} x^{j}\right)^{2}$, say, with $\mathrm{S}:=\sum_{j=1}^{3} \Gamma_{j 00} \frac{x^{j}}{|x|} \neq 0(\mathrm{cf}$. . (3.26)), then for $f=D_{g} \operatorname{Ric}\left(g_{1, \mathfrak{m}}\right)$ with $\mathfrak{m} \neq 0$, a calculation gives $\mathfrak{m}^{-1} r^{2} f=\left(-5 \mathrm{~S} \mathrm{~d} t^{2}-3 \mathrm{~S} \mathrm{~d} r^{2}+2 \mathrm{~d} r \otimes_{s}\right.$ $\left.r d \mathrm{~S}+4 \mathrm{~S} r^{2} \not g\right)+o(1)$ as $r \rightarrow 0$, and this is not equal to $r^{2}\left(D_{\underline{g}} \operatorname{Ric}-\Lambda\right) \tilde{h}$ in $r>0$ for any $\tilde{h}=\mathcal{O}\left(|x|^{-1+\delta}\right)$. (The expression in Remark 7.14 arises by expressing this in terms of (6.6) and (6.15b).) On the other hand, when $\mathcal{C}$ is a geodesic, the fact that $g$ agrees to second
order with the Minkowski metric along $\mathcal{C}$ in Fermi normal coordinates lets one pick $\widetilde{g}_{0}$ in such a way that the $r^{-2}$-leading order term of $f$ vanishes at $\partial M_{\circ}$, i.e. one has $f \in r^{-1} \mathcal{C}^{\infty}$ in (8.15) (see Lemma 10.3 below); and then $\delta_{g} \mathrm{G}_{g} f=0$ automatically implies $\delta_{g} \mathrm{G}_{g}(E f)=0$ by homogeneity considerations.

## 9. Linear analysis on $\hat{M}$

We continue using the setup and notation of $\S 5$. We fix subextremal Kerr parameters

$$
b=(\mathfrak{m}, \mathfrak{a}) \in \mathbb{R} \times \mathbb{R}^{3},
$$

and recall the Kerr metric $\hat{g}_{b}$ from Definition 3.22, defined on the compactified spacetime manifold $\hat{M}_{b}$ with compactified Cauchy surface $\hat{X}_{b}$ (see Definition 3.26). Recall also the linearized Kerr metrics $\hat{g}_{b}^{\prime}(\dot{b})$ from Definition 3.27. The interior $\hat{M}_{b}^{\circ}$ of $\hat{M}_{b}$ is a subset of $\mathbb{R}^{4}=\mathbb{R}_{\hat{t}} \times \mathbb{R}_{\hat{x}}^{3}$, and indeed is the complement of $\{|\hat{x}| \leq \mathfrak{m}\}$, while $\hat{X}_{b}^{\circ}=\hat{t}^{-1}(0) \subset \hat{M}_{b}^{\circ}$. Writing $\left|\mathrm{d} \hat{g}_{b}\right|=|\mathrm{d} \hat{t}|\left|\mathrm{d} \hat{g}_{b}\right|_{\hat{X}_{b}} \mid$, we have

$$
\begin{equation*}
\left|\mathrm{d} \hat{g}_{b}\right|_{\hat{X}_{b}} \mid \in \mathcal{C}^{\infty}\left(\hat{X}_{b} ;{ }^{\mathrm{sc}} \Omega \hat{X}_{b}\right) . \tag{9.1}
\end{equation*}
$$

With respect to this density, we have $\mathcal{A}^{\alpha}\left(\hat{X}_{b}\right) \subset L^{1}\left(\hat{X}_{b}\right)$ if and only if $\alpha>3$. We write $\langle\cdot, \cdot\rangle$ for the $L^{2}$-inner product of sections of tensor bundles (arising as restrictions of tensor bundles on $\hat{M}$ to $\hat{X}_{b}$ ) on $\hat{X}_{b}^{\circ}$ with respect to the volume density $\left|\mathrm{d} \hat{g}_{b}\right|_{\hat{X}_{b}} \mid$ and the fiber inner product induced by $\hat{g}_{b}$. We denote by

$$
\begin{equation*}
\hat{t}_{*}:=\hat{t}-T_{*}(\hat{x}), \quad T_{*} \in \mathcal{C}^{\infty}\left(\mathbb{R}^{3}\right), \quad T_{*}(\hat{x})=\hat{r}=|\hat{x}|, \hat{r} \geq 10 \mathfrak{m} \tag{9.2}
\end{equation*}
$$

a function which for $\hat{r} \geq 10 \mathfrak{m}$ is equal to the null coordinate $\hat{t}-|\hat{x}|$ on Minkowski space which was used in $\S 6$. Finally, write

$$
\begin{equation*}
b_{0}=(\mathfrak{m}, 0) \tag{9.3}
\end{equation*}
$$

for the parameters of a Schwarzschild black hole with the same mass.
Motivated by $\S 1.2 .4$ (and also Proposition $4.3(2)$ ), we shall study the solvability properties of the equation $D_{\hat{g}_{b}} \operatorname{Ric}(h)=f$ for stationary $h, f$; thus, we study

$$
\begin{equation*}
\widehat{{D_{\hat{g}_{b}} \operatorname{Ric}}^{2}(0)(h)=f, \quad \widehat{\delta_{\hat{g}_{b}} G_{\hat{g}_{b}}}(0) f=0, ~} \tag{9.4}
\end{equation*}
$$

on $\hat{X}_{b}^{\circ}$.
9.1. Cokernel of the zero energy operator. In equation (9.4), we shall only consider $f \in \mathcal{A}^{2}\left(\hat{X}_{b} ; S^{23 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)=\rho_{o}^{2} \mathcal{A}^{0}\left(\hat{X}_{b} ; S^{23 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$, i.e. $f$ has at least inverse quadratic decay as $\rho_{\circ}:=\langle\hat{x}\rangle^{-1} \searrow 0$, where we recall that $\rho_{\circ}$ is a boundary defining function of $\hat{X}_{b}$ (and also of the lift of the boundary of $\overline{\mathbb{R}_{\hat{t}, \hat{x}}^{4}}$ to $\hat{M}_{b}$ ). We first note:

Lemma 9.1 (Necessary condition for solvability). Let $f \in \mathcal{A}^{\alpha}\left(\hat{X}_{b} ; S^{23 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right), \alpha \geq 2$. If there exists a solution $h \in \mathcal{A}^{-1+\delta}\left(\hat{X}_{b} ; S^{23 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$, $\delta>0$, of $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)(h)=f$, then

$$
\begin{equation*}
\left\langle f, \widehat{\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}}(0) \omega\right\rangle=0 \tag{9.5}
\end{equation*}
$$

for all $\omega \in \mathscr{D}^{\prime}\left(\hat{X}_{b}^{\circ}\right)$ so that $\widehat{\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}}(0) \omega \in \mathcal{A}^{2-\delta+}\left(\hat{X}_{b}\right)+\mathscr{E}^{\prime}\left(\hat{X}_{b}^{\circ}\right)$ has support disjoint from $\hat{r}=\mathfrak{m}$.

We allow for $\omega$ to be a distribution since the 1 -forms $\omega$ which arise in the solvability theory for $\widehat{D_{\hat{g}_{b}} R i c}(0)$ are singular at the event horizon; see [HHV21, Proposition 9.1], [AHW22, Theorem 7.5], and Theorem 9.12 below. (By elliptic regularity, $\omega$ is smooth where $\widehat{\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}}(0) \omega$ is.) We will show in Theorem 9.8 below that (9.5) is also sufficient for the solvability in the stated function space.

Proof of Lemma 9.1. Since $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) \in \rho_{\circ}^{2} \operatorname{Diff}_{\mathrm{b}}^{2}\left(\hat{X}_{b} ; S^{2}{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$, integration by parts in

$$
\left\langle\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) h, \widehat{G_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}}(0) \omega\right\rangle=\left\langle h, \widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)^{*} \widehat{G_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}}(0) \omega\right\rangle
$$

is justified since $(-1+\delta)+2+(2-\delta+\epsilon)=3+\epsilon>3$ when $\epsilon>0$. It then remains to recall that the kernel of $\left(D_{\hat{g}_{b}} \text { Ric }\right)^{*}=\mathrm{G}_{\hat{g}_{b}} \circ D_{\hat{g}_{b}}$ Ric $\circ \mathrm{G}_{\hat{g}_{b}}$ contains all symmetric 2-tensors in the range of $\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}$.

On the other hand, if $f \in \mathcal{A}^{\alpha}\left(\hat{X}_{b}\right), \alpha \geq 2$, satisfies $\widehat{\delta_{\hat{g}_{b}} G_{\hat{g}_{b}}}(0) f=0$ instead of (9.5), then the integration by parts in

$$
\begin{equation*}
0=\left\langle\widehat{\delta_{\hat{g}_{b}} G_{\hat{g}_{b}}}(0) f, \omega\right\rangle=\left\langle f, \widehat{G_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}}(0) \omega\right\rangle \tag{9.6}
\end{equation*}
$$

is only justified when $\omega \in \mathcal{A}^{\beta}\left(\hat{X}_{b}\right)+\mathscr{E}^{\prime}\left(\hat{X}_{b}^{\circ}\right), \operatorname{supp} \omega \cap \hat{r}^{-1}(\mathfrak{m})=\emptyset$, with $\alpha+1+\beta>3$, i.e. $\beta>2-\alpha$, which for $\alpha=2$ requires $\beta>0$ and thus $\omega$ to decay (as a 3sc-1-form, i.e. when expressed in the frame $\mathrm{d} \hat{t}, \mathrm{~d} \hat{x}$ ) as $|\hat{x}| \rightarrow \infty$. But since the Kerr metric is asymptotically flat, it possesses approximate Killing 1 -forms $\omega$ which do not decay (i.e. $\beta \leq 0$ ) and nonetheless fit the assumptions of Lemma 9.1 since their symmetric gradients do decay, as we discuss below. Thus, the necessary condition (9.5) for solvability of $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) h=f$ with $h \in \mathcal{A}^{-1+\delta}$ is strictly stronger than $\widehat{\delta_{\hat{g}_{b}} G_{\hat{g}_{b}}}(0) f=0 .{ }^{56}$
Definition 9.2 (Approximate Killing 1-forms). On $\mathbb{R}^{4}=\mathbb{R}_{\hat{t}} \times \mathbb{R}_{\hat{x}}^{3}$, $\hat{x}=\left(\hat{x}^{1}, \hat{x}^{2}, \hat{x}^{3}\right)$, we define the 1 -forms

$$
\omega_{0}:=\mathrm{d} \hat{t}, \quad \omega_{j}:=\mathrm{d} \hat{x}^{j}, \quad \omega_{j k}:=\hat{x}^{j} \mathrm{~d} \hat{x}^{k}-\hat{x}^{k} \mathrm{~d} \hat{x}^{j},
$$

where $j, k=1,2,3$ and $j \neq k$.
Thus, $\omega_{\mu} \in \mathcal{C}^{\infty}\left(\hat{X}_{b} ;{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ for $\mu=0, \ldots, 3$, and $\omega_{j k} \in \rho_{o}^{-1} \mathcal{C}^{\infty}\left(\hat{X}_{b} ;{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$. Moreover, $\omega_{0}$ is of scalar type $0, \omega_{j}$ is of scalar type 1 , and $\omega_{j k}$ is of vector type 1 .
Lemma 9.3 (Deformation tensors). For $\omega=\omega_{0}, \omega_{j}, \omega_{j k}$, we have

$$
\begin{equation*}
\delta_{\hat{g}_{b}}^{*} \omega \in \rho_{\circ}^{2} \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{2}{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right) . \tag{9.7}
\end{equation*}
$$

Proof. First, note that $\widehat{\delta_{\hat{g}_{b}}^{*}}(0) \in \rho_{o} \operatorname{Diff}_{\mathrm{b}}^{1}\left(\hat{X}_{b} ;{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}, S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ differs from $\widehat{\delta_{g}^{*}}(0)$ by a term of class $\rho_{\mathrm{o}}^{2}$ Diff ${ }_{\mathrm{b}}^{0}$ and from $\widehat{\delta_{\hat{g}_{0}}^{*}}(0)$ by a term of class $\rho_{\mathrm{o}}^{3}$ Diff $_{\mathrm{b}}^{0}$ since the metrics $\hat{g}_{b}$ and $\underline{g}$, resp. $\hat{g}_{b_{0}}$ differ by $\rho_{\circ} \mathcal{C}^{\infty}$, resp. $\rho_{\circ}^{2} \mathcal{C}^{\infty}$ as sections of $S^{2 \text { 3sc }} T_{\hat{X}_{b}}^{*} \hat{M}_{b}$, see (3.40). (Indeed, this implies that the Christoffel symbols in the $(\hat{t}, \hat{x})$-coordinates differ by $\rho_{\circ}^{2} \mathcal{C}^{\infty}$, resp. $\rho_{\circ}^{3} \mathcal{C}^{\infty}$.)

[^39]Since $\omega \in \operatorname{ker} \delta_{\underline{g}}^{*}$, the membership (9.7) follows directly for $\omega=\omega_{0}, \omega_{j}$, while for the more growing 1-forms $\omega=\omega_{j k}$ one notes the stronger vanishing $\delta_{\hat{g}_{b_{0}}}^{*} \omega=0$.

Lemma 9.3 provides us with a 7 -dimensional space of 1 -forms to which Lemma 9.1 applies, but not (9.6) when $f \in \mathcal{A}^{2}$; in this sense, the cokernel has (at least) 7 dimensions more than what the condition $\widehat{\delta_{\hat{g}_{b}} \mathrm{G}_{\hat{g}_{b}}}(0) f=0$ imposes.

We next discuss Lorentz boosts. Rather than considering $\hat{t} \mathrm{~d} \hat{x}^{j}-\hat{x}^{j} \mathrm{~d} \hat{t}$, we will use 1 -forms which are better adapted to the Kerr metric:
Definition 9.4 (Translations and boosts on Kerr). Set ${ }^{57}$

$$
\omega_{b, j}:=\partial_{\hat{x}^{j}}^{b}=\hat{g}_{b}\left(\partial_{\hat{x}^{j}},-\right) .
$$

We define $h_{b, j}, \breve{h}_{b, j}$, and $\breve{h}_{*, b, j}$ using the $\hat{t}_{*}$-coordinate from (9.2) by ${ }^{58}$

$$
h_{b, j}:=\delta_{\hat{g}_{b}}^{*} \omega_{b, j}, \quad \delta_{\hat{g}_{b}}^{*}\left(\hat{t} \partial_{\hat{x}^{j}}^{b}+\hat{x}^{j} \partial_{\hat{t}}^{b}\right)=\hat{t} h_{b, j}+\breve{h}_{b, j}=\hat{t}_{*} h_{b, j}+\breve{h}_{*, b, j} .
$$

For $\hat{c} \in \mathbb{R}^{3}$, we moreover let

$$
\omega_{b, \hat{c}}=\sum_{j=1}^{3} \hat{c}_{j} \omega_{b, j}, \quad h_{b, \hat{c}}=\sum_{j=1}^{3} \hat{c}_{j} h_{b, j}, \quad \breve{h}_{b, \hat{c}}=\sum_{j=1}^{3} \hat{c}_{j} \breve{h}_{b, j}, \quad \breve{h}_{*, b, \hat{c}}=\sum_{j=1}^{3} \hat{c}_{j} \breve{h}_{*, b, j} .
$$

Writing $e_{1}=(1,0,0)^{T}, e_{2}=(0,1,0)^{T}, e_{3}=(0,0,1)^{T}$ for the standard basis of $\mathbb{R}^{3}$, we have

$$
\begin{equation*}
h_{b, j}=\frac{1}{2} \mathcal{L}_{\hat{\partial}_{\hat{x}} j} \hat{g}_{b}, \quad h_{b, \hat{c}}=\frac{1}{2} \mathcal{L}_{\hat{c} \cdot \partial_{\hat{x}}} \hat{g}_{b} . \tag{9.8}
\end{equation*}
$$

Lemma 9.5 (Leading order terms of boosts). For $\hat{c} \in \mathbb{R}^{3}$, set $\mathrm{S}(\hat{c}):=\hat{c} \cdot \frac{\hat{x}}{|\hat{x}|} \in \mathbf{S}_{1} \subset \mathcal{C}^{\infty}\left(\mathbb{S}^{2}\right)$. We have $h_{b, \hat{c}} \in \rho_{o}^{2} \mathcal{C}^{\infty}\left(\hat{X}_{b} ;{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ and $\breve{h}_{b, \hat{c}}, \breve{h}_{*, b, \hat{c}} \in \rho_{\circ} \mathcal{C}^{\infty}\left(\hat{X}_{b} ;{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$, and

$$
\begin{align*}
& h_{b, \hat{c}} \equiv \frac{\mathfrak{m}}{\hat{r}^{2}}\left(-\mathrm{S}(\hat{c})\left(\mathrm{d} \hat{t}^{2}+\mathrm{d} \hat{r}^{2}\right)+2 \mathrm{~d} \hat{r} \otimes_{s} \hat{r} \not \mathrm{~S}(\hat{c})\right)  \tag{9.9}\\
& \breve{h}_{*, b, \hat{c}} \equiv \frac{\operatorname{m}}{\hat{r}}\left(\mathrm{~S}(\hat{c})\left(-\mathrm{d} \hat{t}^{2}+4 \mathrm{~d} \hat{t} \mathrm{~d} \hat{r}-\mathrm{d} \hat{r}^{2}\right)+2(\mathrm{~d} \hat{t}+\mathrm{d} \hat{r}) \otimes_{s}^{3} \hat{C^{\infty}},\right.  \tag{9.10}\\
&\$ \mathrm{~S}(\hat{c})) \bmod \rho_{\circ}^{2} \mathcal{C}^{\infty} .
\end{align*}
$$

Proof. In the computation of $h_{b, j}=\frac{1}{2} \mathcal{L}_{\partial_{\hat{x} j} j} \hat{g}_{b}$ modulo $\rho_{\circ}^{3} \mathcal{C}^{\infty}$, contributions to $\hat{g}_{b}$ of class $\rho_{\circ}^{2} \mathcal{C}^{\infty}$ do not matter since $\partial_{\hat{x}^{j}} \in \mathcal{V}_{\mathrm{sc}}\left(\hat{X}_{b}\right)=\rho_{\circ} \mathcal{V}_{\mathrm{b}}\left(\hat{X}_{b}\right)$. Since $\hat{g}=-\mathrm{d} \hat{t}^{2}+\mathrm{d} \hat{x}^{2}$ (see Definition 3.25) is translation-invariant, we thus conclude from (3.41) that

$$
h_{b, j} \equiv \frac{1}{2} \mathcal{L}_{\partial_{\hat{x}} j}\left(\frac{2 \mathfrak{m}}{\hat{r}}\left(\mathrm{~d} \hat{t}^{2}+\mathrm{d} \hat{r}^{2}\right)\right)=\frac{\mathfrak{m}}{\hat{r}^{2}}\left(-\left(\partial_{\hat{x}^{j}} \hat{r}\right)\left(\mathrm{d} \hat{t}^{2}+\mathrm{d} \hat{r}^{2}\right)+2 \mathrm{~d} \hat{r} \otimes_{s}\left(\hat{r} \mathcal{L}_{\partial_{\hat{x} j}} \mathrm{~d} \hat{r}\right)\right)
$$

modulo $\rho_{o}^{3} \mathcal{C}^{\infty}$. Since $\mathcal{L}_{\hat{x}^{j}} \mathrm{~d} \hat{r}=\mathrm{d}\left(\partial_{\hat{x}^{j}} \hat{r}\right)=\mathrm{d} \frac{\hat{x}^{j}}{\hat{r}}$, this gives (9.9).
For the computation of $\breve{h}_{b, j}$ and $\breve{h}_{*, b, j}$, we use the formula

$$
\begin{equation*}
\delta_{\hat{g}_{b}}^{*}\left(\hat{t} \partial_{\hat{x}^{j}}^{b}+\hat{x}^{j} \partial_{\hat{t}}^{b}\right)=\hat{t} h_{b, j}+\breve{h}_{b, j}, \quad \breve{h}_{b, j}=\mathrm{d} \hat{t} \otimes_{s}\left(\omega_{b, j}-\mathrm{d} \hat{x}^{j}\right)+\left(\partial_{\hat{t}}^{b}+\mathrm{d} \hat{t}\right) \otimes_{s} \mathrm{~d} \hat{x}^{j} ; \tag{9.11}
\end{equation*}
$$

the $\hat{t}$-independent term $\breve{h}_{b, j}$ thus lies in $\rho_{\circ} \mathcal{C}^{\infty}$. Using the $\hat{t}_{*}$-coordinate, we similarly have

$$
\begin{equation*}
\breve{h}_{*, b, j}=T_{*} h_{b, j}+\breve{h}_{b, j} \in \rho_{\circ} \mathcal{C}^{\infty} ; \tag{9.12}
\end{equation*}
$$

[^40]recall then that $T_{*}=\hat{r}$ for large $\hat{r}$. More precisely,
$$
\omega_{b, j}-\mathrm{d} \hat{x}^{j} \equiv \iota_{\partial_{\hat{x}} j}\left(\frac{2 \mathfrak{m}}{\hat{r}}\left(\mathrm{~d} \hat{t}^{2}+\mathrm{d} \hat{r}^{2}\right)\right)=\frac{2 \mathfrak{m}}{\hat{r}} \frac{\hat{x}^{j}}{\hat{r}} \mathrm{~d} \hat{r}
$$
modulo $\rho_{\circ}^{2} \mathcal{C}^{\infty}$, further
\[

$$
\begin{equation*}
-\partial_{\hat{t}}^{b} \equiv\left(1-\frac{2 \mathfrak{m}}{\hat{r}}\right) \mathrm{d} \hat{t} \tag{9.13}
\end{equation*}
$$

\]

modulo $\rho_{\circ}^{2} \mathcal{C}^{\infty}$ by (3.41), and thus $\partial_{\hat{t}}^{b}+\mathrm{d} \hat{t} \equiv \frac{2 \mathfrak{m}}{\hat{r}} \mathrm{~d} \hat{t}$. Plugging this into (9.11)-(9.12) gives (9.10).

The next result demonstrates that there is indeed a 7 -dimensional space of obstructions for the solvability of $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) h=f \in \mathcal{A}^{2} \cap \operatorname{ker} \widehat{\delta_{\hat{g}_{b}} G_{\hat{g}_{b}}}(0)$, and at the same time gives us the means to project off this 7 -dimensional space (which is thus a subspace of the quotient of $\operatorname{ker}_{\mathcal{A}^{\alpha}} \widehat{\delta_{\hat{g}_{b}} G_{\hat{g}_{b}}}(0), \alpha \geq 2$, by the subspace of elements in the range of $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)$ on $\left.\mathcal{A}^{-1+\delta}\right)$ via modulation of the Kerr and center of mass parameters. Write ${ }^{59}$

$$
\begin{equation*}
\mathrm{V}(\mathfrak{q}):=\left(\mathfrak{q} \times \frac{\hat{x}}{|\hat{x}|}\right) \cdot \frac{\mathrm{d} \hat{x}}{|\hat{x}|} \in \mathbf{V}_{1}, \quad \mathfrak{q} \in \mathbb{R}^{3}, \tag{9.14}
\end{equation*}
$$

and recall $S(\mathfrak{q})=\mathfrak{q} \cdot \frac{\hat{x}}{|\hat{x}|} \in \mathbf{S}_{1}$ from Lemma 9.5.
Theorem 9.6 (Eliminating the cokernel). Suppose $\omega_{0}^{*}, \omega_{j}^{*}, \omega_{j k}^{*}$ are stationary 1-forms on $\hat{M}_{b}$ so that, for some $\delta>0$, the differences $\tilde{\omega}_{\mu}=\omega_{\mu}^{*}-\omega_{\mu}, \mu=0,1,2,3$, and $\tilde{\omega}_{j k}=\omega_{j k}^{*}-\omega_{j k}$, $1 \leq j \neq k \leq 3$, lie in the space $\mathcal{A}^{\delta}\left(\hat{X}_{b} ;{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)+\mathscr{E}^{\prime}\left(\hat{X}_{b}^{\circ} ; T_{\hat{X}_{b}^{\circ}} \hat{M}_{b}^{\circ}\right)$, and so that supp $\omega_{\mu}^{*}$, $\operatorname{supp} \omega_{j k}^{*}$ are disjoint from $\hat{r}^{-1}(\mathfrak{m}) \subset \hat{X}_{b}$. Let

$$
\begin{aligned}
\mathcal{K}_{b, \mathrm{COM}}^{*} & :=\operatorname{span}\left\{\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega_{j}^{*}: j=1,2,3\right\}, \\
\mathcal{K}_{b, \text { Kerr }}^{*} & :=\operatorname{span}\left\{\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega_{0}^{*}, \quad \mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega_{j k}: 1 \leq j<k \leq 3\right\}, \\
\mathcal{K}_{b, \text { tot }}^{*} & :=\mathcal{K}_{b, \mathrm{COM}}^{*} \oplus \mathcal{K}_{b, \text { Kerr }}^{*} .
\end{aligned}
$$

For $\bullet \in\{\mathrm{COM}, \mathrm{Kerr}$, tot $\}$, write $\left(\mathcal{K}_{b, \bullet}^{*}\right)^{*}:=\mathcal{L}\left(\mathcal{K}_{b, \bullet}^{*}, \mathbb{R}\right)$ for the dual space. Define the linear maps ${ }^{60}$

$$
\begin{align*}
\ell_{b, \mathrm{COM}}: \mathbb{R}^{3} \rightarrow\left(\mathcal{K}_{b, \text { tot }}^{*}\right)^{*}, & \ell_{b, \mathrm{COM}}(\hat{c}): h^{*} \mapsto\left\langle D_{\hat{g}_{b}} \operatorname{Ric}\left(\frac{\hat{t}_{*}^{2}}{2} h_{b, \hat{c}}+\hat{t}_{*} \breve{h}_{*, b, \hat{c}}\right), h^{*}\right\rangle,  \tag{9.15}\\
\ell_{b, \mathrm{Kerr}}: \mathbb{R}^{4} \rightarrow\left(\mathcal{K}_{b, \text { tot }}^{*}\right)^{*}, & \ell_{b, \operatorname{Kerr}}(\dot{b}): h^{*} \mapsto\left\langle D_{\hat{g}_{b}} \operatorname{Ric}\left(\hat{t}_{*} \hat{g}_{b}(\dot{b})\right), h^{*}\right\rangle . \tag{9.16}
\end{align*}
$$

Denote by $\pi_{b, \mathrm{COM}}:\left(\mathcal{K}_{b, \text { tot }}^{*}\right)^{*} \rightarrow\left(\mathcal{K}_{b, \mathrm{COM}}^{*}\right)^{*}$ and $\pi_{b, \mathrm{Kerr}}:\left(\mathcal{K}_{b, \text { tot }}^{*}\right)^{*} \rightarrow\left(\mathcal{K}_{b, \mathrm{Kerr}}^{*}\right)^{*}$ the projection maps. ${ }^{61}$ Then:
(1) the maps $\ell_{b, \mathrm{COM}}$ and $\ell_{b, \text { Kerr }}$ are independent of the lower order terms $\tilde{\omega}_{\mu}, \tilde{\omega}_{j k}$;
(2) $\pi_{b, \text { Kerr }} \circ \ell_{b, \text { Kerr }}: \mathbb{R}^{4} \rightarrow\left(\mathcal{K}_{b, \text { Kerr }}^{*}\right)^{*}$ is an isomorphism;
(3) $\pi_{b, \mathrm{COM}} \circ \ell_{b, \text { Kerr }}=0$;
(4) $\pi_{b, \mathrm{COM}} \circ \ell_{b, \mathrm{COM}}: \mathbb{R}^{3} \rightarrow\left(\mathcal{K}_{b, \mathrm{COM}}^{*}\right)^{*}$ is an isomorphism.

[^41](5) $\pi_{b, \text { Kerr }} \circ \ell_{b, \mathrm{COM}}=0$.

Explicitly, writing ${ }^{62} \mathrm{~d} \hat{t}, \hat{r}^{2} \mathrm{~V}(\mathfrak{q}), \notin(\hat{r} S(\mathfrak{q}))$ for the 1-form in $\operatorname{span}\left\{\omega_{\mu}^{*}, \omega_{j k}^{*}\right\}$ with leading order term $\mathrm{d} \hat{t}, \hat{r}^{2} \vee(\mathfrak{q}), \not(\hat{r} \mathrm{~S}(\mathfrak{q}))=\mathfrak{q} \cdot \mathrm{d} \hat{x}$, respectively, we have, with $b=(\mathfrak{m}, \mathfrak{a})$,


Finally:
(6) $\left\langle D_{\hat{g}_{b}} \operatorname{Ric}\left(\hat{t}_{*} h_{b, \hat{c}}\right), h^{*}\right\rangle=0$ for all $h^{*} \in \mathcal{K}_{b, \text { tot }}^{*}$;
(7) the map $\ell_{b, \text { Kerr }}$ is unchanged when replacing $\hat{t}_{*}$ by $\hat{t}$, or indeed by any function $\hat{t}^{\prime}$ for which $\hat{t}_{*}-\hat{t}^{\prime} \in \mathcal{A}^{-1}\left(\hat{X}_{b}\right)$. The same is true for the map $\ell_{b, \mathrm{COM}}$ if in addition one replaces $\breve{h}_{*, b, \hat{c}}$ by $\breve{h}_{b, \hat{c}}^{\prime}=\breve{h}_{*, b, \hat{c}}+\left(\hat{t}_{*}-\hat{t}^{\prime}\right) h_{b, \hat{c}}$ (so that $\hat{t}_{*} h_{b, \hat{c}}+\breve{h}_{*, b, \hat{c}}=\hat{t}^{\prime} h_{b, \hat{c}}+\breve{h}_{b, \hat{c}}^{\prime}$ ), so in particular when using $\hat{t}$ and $\breve{h}_{b, \hat{c}}$ in place of $\hat{t}_{*}$ and $\breve{h}_{*, b, \hat{c}}$.
Lemma 9.7 (Modulation terms). We have

$$
\begin{equation*}
D_{\hat{g}_{b}} \operatorname{Ric}\left(\frac{\hat{t}_{*}^{2}}{2} h_{b, \hat{c}}+\hat{t}_{*} \breve{h}_{*, b, \hat{c}}\right), \quad D_{\hat{g}_{b}} \operatorname{Ric}\left(\hat{t}_{*} \hat{g}_{b}^{\prime}(\dot{b})\right) \in \rho_{\circ}^{2} \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right) . \tag{9.17}
\end{equation*}
$$

Proof. Since $h_{b, \hat{c}}$ and $\hat{t}_{*} h_{b, \hat{c}}+\breve{h}_{*, b, \hat{c}}$ lie in ker $D_{\hat{g}_{b}}$ Ric, we have

$$
\begin{align*}
& D_{\hat{g}_{b}} \operatorname{Ric}\left(\frac{t_{*}^{2}}{2} h_{b, \hat{c}}+\hat{t}_{*} \breve{h}_{*, b, \hat{c}}\right)= \frac{\hat{t}_{*}^{2}}{2} D_{\hat{g}_{b}} \operatorname{Ric}\left(h_{b, \hat{c}}\right)+\frac{1}{2} \hat{t}_{*}\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right] h_{b, \hat{c}}+\frac{1}{2}\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right]\left(\hat{t}_{*} h_{b, \hat{c}}\right) \\
& \quad+\hat{t}_{*} D_{\hat{g}_{b}} \operatorname{Ric}\left(\breve{h}_{*, b, \hat{c}}\right)+\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right] \breve{h}_{*, b, \hat{c}} \\
&= \hat{t}_{*}([ \\
&\left.\left.D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right] h_{b, \hat{c}}+D_{\hat{g}_{b}} \operatorname{Ric}\left(\breve{h}_{*, b, \hat{c}}\right)\right)+\frac{1}{2}\left[\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right], \hat{t}_{*}\right] h_{b, \hat{c}} \\
& \quad+\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right] \breve{h}_{*, b, \hat{c}}  \tag{9.18}\\
&= \frac{1}{2}\left[\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right], \hat{t}_{*}\right] h_{b, \hat{c}}+\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right] \breve{h}_{*, b, \hat{c}} .
\end{align*}
$$

Since $h_{b, \hat{c}}$ and $\breve{h}_{*, b, \hat{c}}$ are stationary, we can replace the operators acting on them by their zero energy operators. Since $\hat{t}_{*} \equiv \hat{t} \bmod \rho_{\circ}^{-1} \mathcal{C}^{\infty}$, the (zero energy operator of the) double commutator lies in $\operatorname{Diff}_{\mathrm{b}}^{0}\left(\hat{X}_{b}\right)$ and the zero energy operator of the commutator lies in $\rho_{\circ}$ Diff $_{\mathrm{b}}^{1}$; this uses (3.24). Since $h_{b, \hat{c}} \in \rho_{\circ}^{2} \mathcal{C}^{\infty}$ and $\breve{h}_{*, b, \hat{c}} \in \rho_{\circ} \mathcal{C}^{\infty}$ by Lemma 9.5, this verifies the first membership in (9.17).

Similarly, in view of (3.42) we have

$$
\begin{equation*}
D_{\hat{g}_{b}} \operatorname{Ric}\left(\hat{t}_{*} \hat{g}_{b}^{\prime}(\dot{b})\right)=\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right] \hat{g}_{b}^{\prime}(\dot{b}) \in \rho_{o}^{2} \mathcal{C}^{\infty} . \tag{9.19}
\end{equation*}
$$

[^42]Proof of Theorem 9.6. Since the first argument in the pairing in (9.15) lies in $\rho_{\circ}^{2} \mathcal{C}^{\infty}$ by Lemma 9.7, its inner product with the tensors in $\mathcal{K}_{b, \mathrm{COM}}^{*}$, which have at least inverse quadratic decay as $\hat{r} \rightarrow \infty$, are well-defined; this shows that $\ell_{b, \mathrm{COM}}$ is well-defined. Similarly, the well-definedness of $\ell_{b, \text { Kerr }}$ follows from the second membership in (9.17).

- Part (1) will be proved in the course of the computations for parts (2)-(5), and will be seen to be due to the fact that all pairings can be rewritten as boundary pairings (i.e. $L^{2}$-inner products only involving the leading order terms of various tensors at $\partial \hat{X}_{b}$ ).
- Parts (2)-(3): computation of $\ell_{b, \mathrm{Kerr}}$. For each $h^{*}$, we will rewrite the inner product (9.16) as a boundary pairing. We begin with preliminary computations. Let $\chi \in$ $\mathcal{C}^{\infty}([0, \infty))$ be identically 0 on $[0,1]$ and identically 1 on $[2, \infty)$, and let $\chi_{\epsilon}=\chi\left(\rho_{\circ} / \epsilon\right)$, $\rho_{\circ}=\langle\hat{x}\rangle^{-1}$. Then, by (9.19), writing $h^{*}=\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*}$, and recalling (4.5), we have

$$
\begin{align*}
\left\langle D_{\hat{g}_{b}} \operatorname{Ric}\left(\hat{t}_{*} \hat{g}_{b}^{\prime}(\dot{b})\right), h^{*}\right\rangle & =\left\langle\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right] \hat{g}_{b}^{\prime}(\dot{b}), h^{*}\right\rangle \\
& =-\left\langle\hat{g}_{b}^{\prime}(\dot{b}),\left[\left(D_{\hat{g}_{b}} \operatorname{Ric}\right)^{*}, \hat{t}_{*}\right] \mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*}\right\rangle \\
& =-\left\langle\hat{g}_{b}^{\prime}(\dot{b}), \mathrm{G}_{\hat{g}_{b}}\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right] \delta_{\hat{g}_{b}}^{*} \omega^{*}\right\rangle \tag{9.20}
\end{align*}
$$

The integration by parts does not produce any boundary terms: at infinity, this is due to the sufficient decay of the terms involved (namely, $\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right]^{\wedge}(0) \in \rho_{\circ} \operatorname{Diff}_{b}^{1}, \hat{g}_{b}^{\prime}(\dot{b}) \in \rho_{\circ} \mathcal{C}^{\infty}$, and $h^{*} \in \rho_{\circ}^{2} \mathcal{C}^{\infty}\left(\hat{X}_{b}\right)+\mathcal{E}^{\prime}\left(\hat{X}_{b}^{\circ}\right)$, while near the inner boundary $\hat{r}=\hat{\mathfrak{m}}$ of $\hat{X}_{b}$, we use the vanishing of $\omega^{*}$. Since $D_{\hat{g}_{b}} \operatorname{Ric} \circ \delta_{\hat{g}_{b}}^{*}=0$, we further have

$$
\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right] \delta_{\hat{g}_{b}}^{*} \omega^{*}=D_{\hat{g}_{b}} \operatorname{Ric}\left(\hat{t}_{*} \delta_{\hat{g}_{b}}^{*} \omega^{*}\right)=-D_{\hat{g}_{b}} \operatorname{Ric}\left(\left[\delta_{\hat{g}_{b}}^{*}, \hat{t}_{*}\right] \omega^{*}\right)=-D_{\hat{g}_{b}} \operatorname{Ric}\left(\mathrm{~d} \hat{t}_{*} \otimes_{s} \omega^{*}\right)
$$

We can thus further rewrite (9.20) as

$$
\begin{equation*}
\left\langle\hat{g}_{b}^{\prime}(\dot{b}), \mathrm{G}_{\hat{g}_{b}} \widehat{\left.{\widehat{\hat{g}_{b}}}^{\operatorname{Ric}}(0)\left(\mathrm{d} \hat{t}_{*} \otimes_{s} \omega^{*}\right)\right\rangle=\left\langle\hat{g}_{b}^{\prime}(\dot{b}), \widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)^{*} \mathrm{G}_{\hat{g}_{b}}\left(\mathrm{~d} \hat{t}_{*} \otimes_{s} \omega^{*}\right)\right\rangle . . . . . . . .}\right. \tag{9.21}
\end{equation*}
$$

(Retracing the calculations thus far back to (9.20), the second argument here has $\mathcal{O}\left(\rho_{\mathrm{o}}^{3}\right)$ decay, and thus the inner product is well-defined.) Inserting $\chi_{\epsilon}$ in the left factor and taking the limit $\epsilon \searrow 0$, we can integrate by parts and obtain

$$
\begin{align*}
\ell_{b, \operatorname{Kerr}}(\dot{b})\left(h^{*}\right) & =\lim _{\epsilon \searrow 0}\left\langle\chi_{\epsilon} \hat{g}_{b}^{\prime}(\dot{b}), \widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)^{*} \mathrm{G}_{\hat{g}_{b}}\left(\mathrm{~d} \hat{t}_{*} \otimes_{s} \omega^{*}\right)\right\rangle \\
& =\lim _{\epsilon \searrow 0}\left\langle\left[\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0), \chi_{\epsilon}\right] \hat{g}_{b}^{\prime}(\dot{b}), \mathrm{G}_{\hat{g}_{b}}\left(\mathrm{~d} \hat{t}_{*} \otimes_{s} \omega^{*}\right)\right\rangle . \tag{9.22}
\end{align*}
$$

(i) Pairings with deformation tensors of (approximate) spacetime translations $\omega_{0}^{*}, \omega_{j}^{*}$. If $\hat{g}_{b}^{\prime}(\dot{b}) \in \rho_{\circ}^{2} \mathcal{C}^{\infty}$ —which is the case if and only if $\dot{b}=(0, \dot{\mathfrak{a}})$-and $\omega^{*}=\mathcal{O}(1)$-which holds for $\omega_{\mu}^{*}, \mu=0,1,2,3$ - then we can integrate by parts directly in (9.21) (cf. the discussion following (9.1)), and thus the inner product evaluates to 0 . This shows that

$$
\begin{equation*}
\ell_{b, \mathrm{Kerr}}(0, \dot{\mathfrak{a}})\left(h^{*}\right)=0, \quad \dot{\mathfrak{a}} \in \mathbb{R}^{3}, h^{*} \in \mathcal{K}_{b, \mathrm{COM}}^{*} \oplus \operatorname{span}\left\{\mathrm{G}_{\hat{\mathrm{g}}_{b}} \delta_{\hat{g}_{b}}^{*} \omega_{0}^{*}\right\} \tag{9.23}
\end{equation*}
$$

For all other combinations of $\dot{b}$ and $h^{*}$, we use the expression (9.22). Modifications of $\omega^{*}$ which have compact support or lie in $\mathcal{A}^{\delta}, \delta>0$, do not affect the limit (since they do not affect (9.21)), and therefore we may now replace $\omega^{*}$ by one of the 1 -forms $\omega_{0}, \omega_{j}$, $\omega_{j k}$. Consider first $h^{*}=\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*}$ with $\omega^{*} \in \operatorname{span}\left\{\omega_{\mu}^{*}: \mu=0,1,2,3\right\}$ as in (9.23) and $\dot{b}=(\dot{\mathfrak{m}}, 0)$, thus $\omega^{*} \in \mathcal{C}^{\infty}$ and $\hat{g}_{b}^{\prime}(\dot{b}) \in \rho_{\circ} \mathcal{C}^{\infty}$. Then we may replace $\hat{g}_{b}$ by the Minkowski
metric $\underline{\hat{g}} \equiv \hat{g}_{b} \bmod \rho_{o} \mathcal{C}^{\infty}$, and Lemma 2.5 thus gives

$$
\begin{align*}
& \ell_{b, \operatorname{Kerr}}(\dot{\mathfrak{m}}, 0)\left(h^{*}\right)=\left\langle\partial_{\lambda} N\left(\rho_{\circ}^{-2} \widehat{D_{\hat{g}} \operatorname{Ric}}(0), 1\right) h_{(1)}, h_{(0)}^{*}\right\rangle_{L^{2}\left(\partial \hat{X}_{b}\right)}, \\
& \quad h_{(1)}:=\left.\left(\rho_{\circ}^{-1} \hat{g}_{b}^{\prime}(\dot{\mathfrak{m}}, 0)\right)\right|_{\partial \hat{X}_{b}}=2 \dot{\mathfrak{m}}\left(\mathrm{~d} \hat{t}^{2}+\mathrm{d} \hat{r}^{2}\right), \quad h_{(0)}^{*}:=\left.\left(\mathrm{G}_{\underline{\underline{g}}}\left(\mathrm{~d} \hat{t}_{*} \otimes_{s} \omega^{*}\right)\right)\right|_{\partial \hat{X}_{b}} . \tag{9.24}
\end{align*}
$$

Here, we use the standard volume density on $\partial \hat{X}_{b} \cong \mathbb{S}^{2}$ and the fiber inner product on $S^{2} 3 \mathrm{sc} T_{\partial \hat{X}_{b}}^{*} \hat{M}_{b}$ induced by $\underline{\underline{g}}$; and we used (3.41). Note that $h_{(1)}$ is of scalar type 0 . Thus, if $\omega^{*}=\omega_{j}$ for $j=1,2,3$, then $\omega^{*}$ is of scalar type 1 , and thus so is $h_{(0)}^{*}$; therefore, $\ell_{b, \mathrm{Kerr}}(\dot{b})\left(h^{*}\right)=0$ in this case. Together with (9.23), this proves part (3). In the remaining case $\omega^{*}=\omega_{0}=\mathrm{d} \hat{t}$, we need to perform a calculation. Write $\hat{x}^{0}=\hat{t}+\hat{r}$ and $\hat{x}^{1}=\hat{t}-\hat{r}$ (which equals $\hat{t}_{*}$ near $\hat{r}=\infty$ ); in the bundle splittings (6.14) and using Lemma 6.6, we then find

$$
\begin{array}{ll}
h_{(1)}=\dot{\mathfrak{m}}\left(\left(\mathrm{d} \hat{x}^{0}\right)^{2}+\left(\mathrm{d} \hat{x}^{1}\right)^{2}\right) & =\dot{\mathfrak{m}}(1,0,0,1,0,0)^{T}, \\
h_{(0)}^{*}=\mathrm{G}_{\underline{\hat{g}}}\left(\mathrm{~d} \hat{x}^{1} \otimes_{s} \frac{1}{2}\left(\mathrm{~d} \hat{x}^{0}+\mathrm{d} \hat{x}^{1}\right)\right) & =\frac{1}{2}(0,0,0,1,0, g)^{T} .
\end{array}
$$

Corollary 6.7 with $\lambda=1$ gives $\partial_{\lambda} N\left(\rho_{\circ}^{-2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0), 1\right) h_{(1)}=\dot{\mathfrak{m}}\left(0,-\frac{1}{2}, 0,0,0,-2 \not g\right)^{T} .{ }^{63}$ Upon using (6.7), we finally obtain from (9.24) the result

$$
\ell_{b, \operatorname{Kerr}}(\dot{\mathfrak{m}}, 0)\left(\mathrm{G}_{\hat{g}_{b}} \delta_{g_{b}}^{*} \omega_{0}^{*}\right)=-4 \pi \dot{\mathfrak{m}}\langle\phi,, g\rangle_{\dot{g}_{2}^{-1}}=-8 \pi \dot{\mathfrak{m}}
$$

(ii) Pairings with deformation tensors of (approximate) spatial rotations $\omega_{j k}^{*}$. We now consider $\omega^{*} \in \operatorname{span}\left\{\omega_{j k}^{*}\right\}$ and $h^{*}=\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*}$. We first evaluate (9.22) for $\dot{b}=(0, \dot{\mathfrak{a}})$. Since $g_{b}^{\prime}(\dot{b}) \in \rho_{\circ}^{2} \mathcal{C}^{\infty}$ and $\omega^{*} \in \rho_{\circ}^{-1} \mathcal{C}^{\infty}$ near $\hat{r}=\infty$, this can again be written as a boundary pairing; thus, only the leading order term of $\omega^{*}$ at $\partial \hat{X}_{b}$ matters. Recalling (9.14), let $\mathfrak{q} \in \mathbb{R}^{3}$ be such that

$$
\begin{equation*}
\omega^{*}-\hat{r}^{2} V(\mathfrak{q}) \in \mathcal{A}^{\delta}\left(\hat{X}_{b}\right)+\mathscr{E}^{\prime}\left(\hat{X}_{b}^{\circ}\right) \tag{9.25}
\end{equation*}
$$

Then

$$
\begin{equation*}
\ell_{b, \operatorname{Kerr}}(0, \dot{\mathfrak{a}})\left(h^{*}\right)=\left\langle\partial_{\lambda} N\left(\rho_{\circ}^{-2} \widehat{D_{\underline{\hat{g}}} \operatorname{Ric}}(0), 2\right) h_{(2)}, h_{(-1)}^{*}\right\rangle_{L^{2}\left(\partial \hat{X}_{b}\right)}, \tag{9.26}
\end{equation*}
$$

where now

$$
\begin{aligned}
h_{(2)} & :=\left.\left(\rho_{o}^{-2} \hat{g}_{b}^{\prime}(0, \dot{\mathfrak{a}})\right)\right|_{\partial \hat{X}_{b}}, \\
h_{(-1)}^{*} & :=\left.\left(\rho_{\circ} \mathrm{G}_{\underline{\underline{g}}}\left(\mathrm{~d} \hat{t}_{*} \otimes_{s} \omega^{*}\right)\right)\right|_{\partial \hat{X}_{b}}=\mathrm{d} \hat{x}^{1} \otimes_{s} \hat{r} \vee(\mathfrak{q})=\frac{1}{2}(0,0,0,0, \mathrm{~V}(\mathfrak{q}), 0)^{T}
\end{aligned}
$$

in the splitting (6.6). One can compute $h_{(2)}$ using (3.41). Since $h_{(-1)}^{*}$ is of vector type 1 , we may replace $h_{(2)}$ by its vector type 1 part $h_{(2), \mathrm{v} 1}$. Now, $\mathfrak{a} \cdot \frac{\hat{x}}{|\hat{x}|}=\mathrm{S}(\mathfrak{a})$ is a function of scalar type 1 , and hence its square is a sum of scalar type 0 and 2 functions; therefore, the same is true for its linearization in $\mathfrak{a}$. Similarly, $\left(\mathfrak{a} \times \frac{\hat{x}}{|\hat{x}|}\right) \cdot \mathrm{d} \hat{x}=\hat{r} \bigvee(\mathfrak{a})$ is a 1 -form of vector type

[^43]1, and hence (the linearization of) its symmetric square is a sum of symmetric 2-tensors of scalar types 0 and 2 , as discussed around (6.1). Thus, only the final term in the large square brackets in (3.41) contributes to $h_{(2), \mathrm{v} 1}$; we therefore obtain

$$
\begin{aligned}
h_{(2), \mathrm{v} 1} & =-4 \mathfrak{m} \mathrm{~d} \hat{t} \otimes_{s}\left(\left(\dot{\mathfrak{a}} \times \frac{\hat{x}}{|\hat{x}|}\right) \cdot \mathrm{d} \hat{x}\right)=-2 \mathfrak{m}\left(\mathrm{~d} \hat{x}^{0}+\mathrm{d} \hat{x}^{1}\right) \otimes_{s} \hat{r} \vee(\dot{\mathfrak{a}}) \\
& =-\mathfrak{m}(0,0, \mathrm{~V}(\dot{\mathfrak{a}}), 0, \mathrm{~V}(\dot{\mathfrak{a}}), 0)^{T} .
\end{aligned}
$$

Corollary 6.7 gives $\partial_{\lambda} N\left(\rho_{\circ}^{-2} \widehat{D_{\underline{\underline{g}}} \operatorname{Ric}}(0), 2\right) h_{(2), \mathrm{v} 1}=\frac{3 \mathfrak{m}}{2}(0,0, \mathrm{~V}(\dot{\mathfrak{a}}), 0, \mathrm{~V}(\dot{\mathfrak{a}}), 0)^{T}$, and therefore ${ }^{64}$

$$
\ell_{b, \operatorname{Kerr}}(0, \dot{\mathfrak{a}})\left(\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*}\right)=\int_{\mathbb{S}^{2}}-4\left\langle\frac{3 \mathfrak{m}}{2} \mathrm{~V}(\dot{\mathfrak{a}}), \frac{1}{2} \mathrm{~V}(\mathfrak{q})\right\rangle_{\phi^{-1}} \mathrm{~d} \mathfrak{g}=-8 \pi \mathfrak{m}(\mathfrak{q} \cdot \dot{\mathfrak{a}}) .
$$

The computations thus far already imply part (2). In order to finish the proof of part (1) (and to finish the evaluation of the first two rows of the table in the statement of the Theorem), we still need to compute $\ell_{b, \operatorname{Kerr}}(\dot{\mathfrak{m}}, 0)\left(h^{*}\right)$ for $h^{*}=\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*}$, with $\omega^{*}$ as in (9.25). In (9.22), we may replace $\omega^{*}$ by $\hat{r}^{2} \vee(\mathfrak{q})$; since $\hat{g}_{b}^{\prime}(\dot{\mathfrak{m}}, 0) \in \rho_{\circ} \mathcal{C}^{\infty}$ and $\hat{r}^{2} \vee(\mathfrak{q}) \in \rho_{\circ}^{-1} \mathcal{C}^{\infty}$, the limit (9.22) is sensitive also to subleading order terms. We may thus only replace $\mathrm{G}_{\hat{g}_{b}}$ by $\mathrm{G}_{\hat{g}_{b_{0}}}\left(\right.$ see (9.3)), and $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)$ by $\widehat{D_{\hat{g}_{b_{0}}} \operatorname{Ric}}(0)$. But then $\mathrm{G}_{\hat{g}_{b_{0}}}\left(\mathrm{~d} \hat{t}_{*} \otimes \hat{r}^{2} \mathrm{~V}(\mathfrak{q})\right)$ is of vector type 1 , and therefore we only need to compute the vector type 1 part of $\hat{g}_{b}^{\prime}(\dot{\mathfrak{m}}, 0)$ modulo $\rho_{\circ}^{3} \mathcal{C}^{\infty}$, which in view of (3.41) is given by

$$
-4 \hat{r}^{-2} \dot{\mathfrak{m}} \mathrm{~d} \hat{t} \otimes_{s} \hat{r} \bigvee(\mathfrak{a}),
$$

and in particular has an additional order of vanishing relative to $\hat{g}_{b}^{\prime}((\dot{\mathfrak{m}}, 0))$ itself. The calculation is now the same as the one above, with $\mathfrak{m}, \dot{\mathfrak{a}}$ replaced by $\mathfrak{\mathfrak { m }}, \mathfrak{a}$. Therefore,

$$
\ell_{b, \operatorname{Kerr}}(\dot{\mathfrak{m}}, 0)\left(\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*}\right)=-8 \pi \dot{\mathfrak{m}(\mathfrak{q} \cdot \mathfrak{a}) .}
$$

- Part (4): computation of $\pi_{b, \mathrm{COM}} \circ \ell_{b, \mathrm{COM}}$. We record the identity

$$
\begin{aligned}
\frac{1}{2}\left[\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right], \hat{t}_{*}\right] \circ \delta_{\hat{g}_{b}}^{*} & =\frac{1}{2} D_{\hat{g}_{b}} \operatorname{Ric} \circ \hat{t}_{*}^{2} \circ \delta_{\hat{g}_{b}}^{*}-\hat{t}_{*} D_{\hat{g}_{b}} \operatorname{Ric} \circ \hat{t}_{*} \circ \delta_{\hat{g}_{b}}^{*} \\
& =-\frac{1}{2} D_{\hat{g}_{b}} \operatorname{Ric} \circ\left[\delta_{\hat{g}_{b}}^{*}, \hat{t}_{*}^{2}\right]+\hat{t}_{*} D_{\hat{g}_{b}} \operatorname{Ric} \circ\left[\delta_{\hat{g}_{b}}^{*}, \hat{t}_{*}\right] \\
& =-D_{\hat{g}_{b}} \operatorname{Ric} \circ \hat{t}_{*} \circ\left[\delta_{\hat{g}_{g_{2}}}^{*}, \hat{t}_{*}\right]+\hat{t}_{*} D_{\hat{g}_{b}} \operatorname{Ric} \circ\left[\delta_{\hat{g}_{b}}^{*}, \hat{t}_{*}\right] \\
& =-\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right] \circ\left[\delta_{\hat{g}_{b}}^{*}, \hat{t}_{*}\right] .
\end{aligned}
$$

For $h_{b, \hat{c}}$ and $\breve{h}_{*, b, \hat{c}}$ as in Lemma 9.5, and for $h^{*}=\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*}$ with $\omega^{*}=\sum_{j=1}^{3} \mathfrak{q}_{j} \omega_{j}^{*}, \mathfrak{q} \in \mathbb{R}^{3}$, we then compute, using $\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right]^{\wedge}(0)^{*}=-\left[\left(D_{\hat{g}_{b}} \operatorname{Ric}\right)^{*}, \hat{t}_{*}\right]^{\wedge}(0)=-\mathrm{G}_{\hat{g}_{b}}\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right]^{\wedge}(0) \mathrm{G}_{\hat{g}_{b}}$ :

$$
\begin{aligned}
& \ell_{b, \operatorname{COM}}(\hat{c})\left(h^{*}\right) \\
& \quad=\left\langle\frac{1}{2}\left[\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right], \hat{t}_{*}\right] h_{b, \hat{c}}+\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right]^{\wedge}(0) \breve{h}_{*, b, \hat{c}}, \mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*}\right\rangle \\
& \quad=\left\langle h_{b, \hat{c}}, \frac{1}{2} \mathrm{G}_{\hat{g}_{b}}\left[\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right], \hat{t}_{*}\right] \delta_{\hat{g}_{b}}^{*} \omega^{*}\right\rangle-\left\langle\breve{h}_{*, b, \hat{c}}, \mathrm{G}_{\hat{g}_{b}}\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right]^{\wedge}(0) \delta_{\hat{g}_{b}}^{*} \omega^{*}\right\rangle \\
& \quad=-\left\langle h_{b, \hat{c}, \mathrm{c}_{\hat{g}_{b}}}\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right]^{\wedge}(0)\left(\left[\delta_{\hat{g}_{b}}^{*}, \hat{t}_{*}\right] \omega^{*}\right)\right\rangle+\left\langle\breve{h}_{*, b, \hat{c},}, \mathrm{G}_{\hat{g}_{b}} \widehat{\hat{L}_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\left[\delta_{\hat{g}_{b}}^{*}, \hat{t}_{*}\right] \omega^{*}\right)\right\rangle
\end{aligned}
$$

[^44]\[

$$
\begin{aligned}
& =\lim _{\epsilon \searrow 0}\left\langle\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right]^{\wedge}(0)\left(\chi_{\epsilon} h_{b, \hat{c}}\right)+\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\chi_{\epsilon} \breve{h}_{*, b, \hat{c}}\right), \mathrm{G}_{\hat{g}_{b}}\left[\delta_{\hat{g}_{b}}^{*}, \hat{t}_{*}\right] \omega^{*}\right\rangle \\
& =\lim _{\epsilon \searrow 0}\left\langle\left[\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right]^{\wedge}(0), \chi_{\epsilon}\right] h_{b, \hat{c}}+\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0), \chi_{\epsilon} \breve{h}_{*, b, \hat{c}}, \mathrm{G}_{\hat{g}_{b}}\left(\mathrm{~d} \hat{t}_{*} \otimes_{s} \omega^{*}\right)\right\rangle .
\end{aligned}
$$
\]

Here, we used that $0=D_{\hat{g}_{b}} \operatorname{Ric}\left(\hat{t}_{*} h_{b, \hat{c}}+\breve{h}_{*, b, \hat{c}}\right)=\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right] h_{b, \hat{c}}+D_{\hat{g}_{b}} \operatorname{Ric}\left(\breve{h}_{*, b, \hat{c}}\right)$ to obtain the final expression. Since the second argument in this pairing lies in $\mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{2}{ }^{3 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$, whereas $h_{b, \hat{c}}, \widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)$ have weight $\rho_{\circ}^{2}$ and $\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}_{*}\right]^{\wedge}(0), \breve{h}_{*, b, \hat{c}}$ have weight $\rho_{\circ}$, this is a boundary pairing which only depends on the leading order terms of the operators and tensors involved; thus, we can replace $\hat{g}_{b}$ and $\omega^{*}$ by $\underline{\hat{g}}$ and $d(\hat{r} S(\mathfrak{q}))=\left(\frac{1}{2} S(\mathfrak{q}),-\frac{1}{2} S(\mathfrak{q}), \phi S(\mathfrak{q})\right)^{T}$ in the splitting (6.6). By Lemma 9.5 and using Lemma 6.6, we then have

$$
\begin{align*}
h_{(2)}:=\left.\left(\rho_{\circ}^{-2} h_{b, \hat{c}}\right)\right|_{\partial \hat{X}_{b}} & =\frac{\mathfrak{m}}{2}(-\mathrm{S}(\hat{c}), 0, \not \mathrm{~S}(\hat{c}),-\mathrm{S}(\hat{c}),-\not \mathrm{S}(\hat{c}), 0)^{T},  \tag{9.27}\\
\breve{h}_{(1)}:=\left(\left.\rho_{\circ}^{-1} \breve{h}_{*, b, \hat{c})}\right|_{\partial \hat{X}_{b}}\right. & =\frac{\mathfrak{m}}{2}(\mathrm{~S}(\hat{c}), 0,2 \not \mathrm{~S}(\hat{c}),-3 \mathrm{~S}(\hat{c}), 0,0)^{T}, \\
h_{(0)}^{*}:=\left.\left(\mathrm{G}_{\hat{g}_{b}}\left(\mathrm{~d} \hat{t}_{*} \otimes_{s} \omega^{*}\right)\right)\right|_{\partial \hat{X}_{b}} & =\left(0,0,0,-\frac{1}{2} \mathrm{~S}(\mathfrak{q}), \frac{1}{2} \not \mathrm{C}(\mathfrak{q}), \frac{1}{2} \mathrm{~S}(\mathfrak{q}) \notin\right)^{T} .
\end{align*}
$$

Using Corollary 6.7 and Lemma 6.4 as well as the fiber inner product (6.7), we thus find (again using $\langle\mathrm{S}(\hat{c}), \mathrm{S}(\mathfrak{q})\rangle=\frac{4 \pi}{3}(\hat{c} \cdot \mathfrak{q})$ )

$$
\begin{aligned}
& \ell_{b, \mathrm{COM}}(\hat{c})\left(\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*}\right) \\
& =\left\langle\partial_{\lambda} N\left(\rho_{\circ}^{-1}\left[D_{\underline{\hat{g}}} \operatorname{Ric}, \hat{t}_{*}\right]^{\wedge}(0), 2\right) h_{(2)}+\partial_{\lambda} N\left(\rho_{\circ}^{-2} \widehat{D_{\underline{\hat{g}}} \operatorname{Ric}}(0), 1\right) \breve{h}_{(1)}, h_{(0)}^{*}\right\rangle_{L^{2}\left(\partial \hat{X}_{b}\right)} \\
& =\frac{\mathfrak{m}}{2}\left\langle\left(0, S(\hat{c}),-\frac{1}{2} \not d S(\hat{c}), 0,-\frac{1}{2} d S(\hat{c}), 0\right)^{T}\right. \\
& +\left(2 S(\hat{c}),-\frac{1}{2} S(\hat{c}),-\not \subset S(\hat{c}), 0,-2 \not d S(\hat{c}), 4 S(\hat{c}), g\right)^{T}, \\
& \left.\left(0,0,0,-\frac{1}{2} S(\mathfrak{q}), \frac{1}{2} \phi \mathrm{~S}(\mathfrak{q}), \frac{1}{2} \mathrm{~S}(\mathfrak{q}) \mathfrak{q}\right)^{T}\right\rangle_{L^{2}\left(\mathbb{S}^{2}\right)} \\
& =\frac{\mathfrak{m}}{2}(-4\langle\mathrm{~S}(\hat{c}), \mathrm{S}(\mathfrak{q})\rangle+3\langle\phi \mathrm{~S}(\hat{c}), \phi \mathrm{S}(\hat{q})\rangle+2\langle\mathrm{~S}(\hat{c}), \mathfrak{q}, \mathrm{S}(\mathfrak{q}), \mathfrak{q}\rangle) \\
& =4 \pi \mathfrak{m}(\hat{c} \cdot \mathfrak{q}) \text {. }
\end{aligned}
$$

- Part (5). When $\omega^{*}=\omega_{0}^{*}$, then the above calculation shows that $\ell_{b, \mathrm{COM}}\left(\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*}\right)=0$ since the leading order term of $\omega_{0}^{*}$ is of scalar type 0 and thus orthogonal to scalar type 1 tensors on $\partial \hat{X}_{b}$. An alternative argument proceeds as follows. Write

$$
\begin{equation*}
\widetilde{\mathcal{L}}(V):=\mathcal{L}_{V}(\cdot) \tag{9.28}
\end{equation*}
$$

acting on a fixed tensor, this is a first order differential operator acting on $V$. We have $2 h_{b, j}=\widetilde{\mathcal{L}}\left(\partial_{\hat{x}^{j}}\right) \hat{g}_{b}$ and $2 \breve{h}_{*, b, j}=\left(\left[\widetilde{\mathcal{L}}, \hat{t}_{*}\right]\left(\partial_{\hat{x}^{j}}\right)+\widetilde{\mathcal{L}}\left(\hat{x}^{j} \partial_{\hat{t}_{*}}\right)\right) \hat{g}_{b}$ (so that $\widetilde{\mathcal{L}}\left(\hat{t}_{*} \partial_{\hat{x}_{j}}+\hat{x}^{j} \partial_{\hat{t}_{*}}\right)=$ $\left.2\left(\hat{t}_{*} h_{b, j}+\breve{h}_{*, b, j}\right)\right)$. We then compute

$$
\begin{gathered}
\widetilde{\mathcal{L}}\left(\frac{\hat{t}_{*}^{2}}{2} \partial_{\hat{x}^{j}}+\hat{t}_{*} \hat{x}^{j} \partial_{\hat{t}_{*}}\right)=\frac{\hat{t}_{*}^{2}}{2} \widetilde{\mathcal{L}}\left(\partial_{\hat{x}^{j}}\right)+\hat{t}_{*}\left[\widetilde{\mathcal{L}}, \hat{t}_{*}\right]\left(\partial_{\hat{x}^{j}}\right)+\frac{1}{2}\left[\left[\widetilde{\mathcal{L}}, \hat{t}_{*}\right], \hat{t}_{*}\right]\left(\partial_{\hat{x}^{j}}\right) \\
+\hat{t}_{*} \widetilde{\mathcal{L}}\left(\hat{x}^{j} \partial_{\hat{t}_{*}}\right)+\left[\widetilde{\mathcal{L}}, \hat{t}_{*}\right]\left(\hat{x}^{j} \partial_{\hat{t}_{*}}\right) ;
\end{gathered}
$$

the third term is a double commutator and thus vanishes. Applying this operator to $\hat{g}_{b}$ gives

$$
\mathcal{L}_{\frac{t_{2}^{2}}{2}} \partial_{\hat{x}^{j}}+\hat{t}_{*} \hat{x}^{j} \partial_{\hat{t}_{*}} \hat{g}_{b}=2\left(\frac{\hat{t}_{*}^{2}}{2} h_{b, j}+\hat{t}_{*} \breve{h}_{b, j}\right)+\left[\widetilde{\mathcal{L}}, \hat{t}_{*}\right]\left(\hat{x}^{j} \partial_{\hat{t}_{*}}\right) \hat{g}_{b},
$$

and therefore

$$
\begin{aligned}
& D_{\hat{g}_{b}} \operatorname{Ric}\left(\frac{\hat{t}_{*}^{2}}{2} h_{b, j}+\hat{t}_{*} \breve{h}_{b, j}\right)=\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) \grave{h}_{b, j}, \\
& \quad \stackrel{\circ}{h}_{b, j}:=-\frac{1}{2}\left[\widetilde{\mathcal{L}}, \hat{t}_{*}\right]\left(\hat{x}^{j} \partial_{\hat{t}_{*}} \hat{g}_{b}=-\hat{g}_{b}\left(\hat{x}^{j} \partial_{\hat{t}_{*}},-\right) \otimes_{s} \mathrm{~d} \hat{t}_{*} \in \rho_{\circ}^{-1} \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right) .\right.
\end{aligned}
$$

Here, we use that $[\widetilde{\mathcal{L}}, f](V) h=2 h(V,-) \otimes_{s} \mathrm{~d} f$ when $f$ is a smooth function, $V$ a vector field, and $h$ a symmetric 2-tensor; and since $\grave{h}_{b, j}$ is stationary, the action of $D_{\hat{g}_{b}}$ Ric on it is given by $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) \circ_{b, j}$ indeed. Thus for $h^{*} \in \operatorname{ker} \widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)^{*}$ which near $\partial \hat{X}_{b}$ lie in $\mathcal{A}^{2+\delta}$ where $\delta>0$, integration by parts shows that

$$
\begin{equation*}
\left\langle\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) \stackrel{\circ}{h, j}, h^{*}\right\rangle_{L^{2}\left(\hat{X}_{b}\right)} \tag{9.29}
\end{equation*}
$$

vanishes. This applies in particular to $h^{*}=\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}} \omega^{*}$ when $\omega^{*}=\omega_{0}^{*}$ and also when $\omega^{*}$ has leading order term $\hat{r}^{2} \vee(\mathfrak{q})$ where $\mathfrak{q} \in \mathbb{R}^{3}$, with the restriction $\mathfrak{q} \in \mathbb{R} \mathfrak{a}$ when $\mathfrak{a} \neq 0$, since in these cases $h^{*}$ is compactly supported in $\hat{X}_{b}^{\circ}$; thus $\ell_{b, \mathrm{COM}}\left(h^{*}\right)=0$.

When $h^{*}$ has a $\rho_{\circ}^{2}$ leading order term, then the inner product (9.29) can instead be rewritten as a boundary pairing in the usual manner; since the leading order term of ${ }_{b}{ }_{b, j}$ is of scalar type 1 , this pairing only involves the scalar type 1 part of the $\rho_{\circ}^{2}$ leading order term of $h^{*}$. (When $h^{*} \in \mathcal{K}_{b, \mathrm{COM}}^{*}$, one can use this to compute $\pi_{b, \mathrm{COM}} \circ \ell_{b, \mathrm{COM}}$ again.) For $h^{*}=\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*} \in \mathcal{K}_{b, \text { Kerr }}^{*}$ where $\omega^{*}$ has leading order term $\hat{r}^{2} \vee(\mathfrak{q})$, we claim that the scalar type 1 part of $\left(\rho_{\circ}^{-2} h^{*}\right)_{\partial \hat{X}_{b}}$ vanishes. Since $h^{*}$ now depends linearly on $\mathfrak{q}$, we only need to consider the case $\mathfrak{q} \perp \mathfrak{a} \neq 0$ (the cases $\mathfrak{a}=0$ or $\mathfrak{a} \neq 0, \mathfrak{q} \in \mathbb{R} \mathfrak{a}$ having been discussed above). In this case, $\delta_{\hat{g}_{b}}^{*}\left(\hat{r}^{2} \vee(\mathfrak{q})\right)$ is the Lie derivative of $\hat{g}_{b}$ along a rotation vector field along an axis perpendicular to $\mathfrak{a}$, and thus it is a linearized Kerr metric $\hat{g}_{b}^{\prime}(0, \dot{\mathfrak{a}})$ for some $\dot{\mathfrak{a}}$. (See also Lemma 10.10 below.) But the $\hat{r}^{-2}$ part of (3.41) is the sum of scalar type 0 and 2 and vector type 1 tensors; its scalar type 1 part vanishes. Thus, (9.29) vanishes also in this case.

- Part (6). Repeating the calculations leading to (9.22) for $h_{b, \hat{c}} \in \rho_{o}^{2} \mathcal{C}^{\infty}$ in place of $g_{b}^{\prime}(\dot{b})$, the conclusion is clear when $\omega^{*} \in \mathcal{C}^{\infty}$ near infinity (as in this case one can drop the regularizer $\chi_{\epsilon}$ in (9.22)). When $\omega^{*}$ is an asymptotic rotation, then the limit in (9.22) is a boundary pairing which evaluates to 0 since the $\rho_{\circ}^{2}$ leading order term of $h_{b, \hat{c}}$ is of scalar type 1 , whereas the $\rho_{\circ}^{-1}$ leading order term of $\omega^{*}$ is of vector type 1 .
- Part (7). Recall that $h^{*}$, near $\partial \hat{X}_{b}$, is conormal with weight 2 at $\partial \hat{X}_{b}$. If we set $T^{\prime}:=\hat{t}_{*}-\hat{t}^{\prime} \in \mathcal{A}^{-1}$, then $T^{\prime} \hat{g}_{b}^{\prime}(\dot{b}) \in \mathcal{A}^{0}$, and hence we can integrate by parts to conclude that

$$
\left\langle D_{\hat{g}_{b}} \operatorname{Ric}\left(T^{\prime} \hat{g}_{b}^{\prime}(\dot{b})\right), h^{*}\right\rangle=\left\langle\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(T^{\prime} \hat{g}_{b}^{\prime}(\dot{b})\right), h^{*}\right\rangle=\left\langle T^{\prime} \hat{g}_{b}^{\prime}(\dot{b}), \widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)^{*} h^{*}\right\rangle=0 .
$$

Similarly, setting $\breve{h}_{b, \hat{c}}^{\prime}=T^{\prime} h_{b, \hat{c}}+\breve{h}_{*, b, \hat{c}}$ and using $\hat{t}_{*}=\hat{t}^{\prime}+T^{\prime}$, we have

$$
\frac{\hat{t}_{*}^{2}}{2} h_{b, \hat{c}}+\hat{t}_{*} \breve{h}_{*, b, \hat{c}}=\frac{\hat{t}^{\prime 2}}{2} h_{b, \hat{c}}+\hat{t}^{\prime} \breve{h}_{b, \hat{c}}^{\prime}+\breve{h}^{\prime \prime}, \quad \breve{h^{\prime \prime}}:=\frac{T^{\prime 2}}{2} h_{b, \hat{c}}+T^{\prime} \breve{h}_{*, b, \hat{c}} \in \mathcal{A}^{0}
$$

Thus, $\left\langle D_{\hat{g}_{b}} \operatorname{Ric}\left(h^{\prime \prime}\right), h^{*}\right\rangle=0$ as before. This completes the proof.
9.2. Polyhomogeneous solutions of the zero energy problem. The necessary condition for the solvability of the zero energy problem for the linearized Ricci operator of Lemma 9.1 is also sufficient:

Theorem 9.8 (Polyhomogeneous solutions of the zero energy problem). Let $\omega_{0}^{*}, \omega_{j}^{*}, \omega_{j k}^{*}$ be stationary 1-forms on $\hat{M}_{b}$ as in Theorem 9.6, i.e. their supports are disjoint from $\hat{r}^{-1}(\mathfrak{m}) \subset \hat{X}_{b}$ and $\omega_{\mu}^{*}-\omega_{\mu}, \omega_{j k}^{*}-\omega_{j k} \in \mathcal{A}^{\delta}\left(\hat{X}_{b} ;{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)+\mathcal{E}^{\prime}\left(\hat{X}_{b}^{\circ} ; T_{\hat{X}_{b}^{\circ}} \hat{M}_{b}^{\circ}\right)$ in the notation of Definition 9.2. Let $\mathcal{F} \subset \mathbb{C} \times \mathbb{N}_{0}$ be an index set with $\operatorname{Re} \mathcal{F}>1$. Set

$$
\mathcal{E}=\left\{(z+j-2, l):(z, k) \in \mathcal{F}, j \in \mathbb{N}_{0}, l \leq k+j+1\right\} .
$$

Suppose $f \in \mathcal{A}_{\mathrm{phg}}^{\mathcal{F}}\left(\hat{X}_{b} ; S^{2}{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ satisfies $\widehat{\delta_{\hat{g}_{b}} \mathrm{G}_{\hat{g}_{b}}}(0) f=0$ and

$$
\begin{equation*}
\left\langle f, \widehat{G_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}}(0) \omega^{*}\right\rangle_{L^{2}\left(\hat{X}_{b}\right)}=0, \quad \omega^{*} \in\left\{\omega_{\mu}^{*}, \omega_{j k}^{*}: 0 \leq \mu \leq 3,1 \leq j \neq k \leq 3\right\} . \tag{9.30}
\end{equation*}
$$

Then there exists a solution $h \in \mathcal{A}_{\text {phg }}^{\mathcal{E}}\left(\hat{X}_{b} ; S^{2}{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ of

$$
\begin{equation*}
\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)(h)=f . \tag{9.31}
\end{equation*}
$$

In the notation of Theorem 9.6, condition (9.30) is equivalent to the requirement that

$$
\begin{equation*}
\langle f,-\rangle_{L^{2}\left(\hat{X}_{b}\right)} \in\left(\mathcal{K}_{b, \text { tot }}^{*}\right)^{*} \tag{9.32}
\end{equation*}
$$

be equal to 0 , or equivalently $\langle f,-\rangle \in\left(\mathcal{K}_{b, \mathrm{COM}}^{*}\right)^{*}=0$ and $\langle f,-\rangle_{L^{2}\left(\hat{X}_{b}\right)} \in\left(\mathcal{K}_{b, \mathrm{Kerr}}^{*}\right)^{*}=0$.
Remark 9.9 (Non-uniqueness). One can of course add to $h$ any pure gauge solution $\widehat{\delta_{\hat{g}_{b}}}(0) \omega$ without invalidating (9.31). In our gluing construction, we will only exploit the existence of a 7 -dimensional kernel spanned by

$$
\hat{g}_{b}^{\prime}(\dot{b}), \quad \dot{b}=(\dot{\mathfrak{m}}, \dot{\mathfrak{a}}) \in \mathbb{R} \times \mathbb{R}^{3} ; \quad h_{b, \hat{c}}, \quad \hat{c} \in \mathbb{R}^{3} .
$$

The proof of Theorem 9.8 proceeds in two steps: the construction of a formal solution near infinity, and solving away the remaining error.

Lemma 9.10 (Step 1: formal solution at infinity). Under the assumptions and using the notation of Theorem 9.8, there exists $h \in \mathcal{A}_{\mathrm{phg}}^{\mathcal{E}}\left(\hat{X}_{b} ; S^{2}{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ so that

$$
\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) h=f+f_{b}, \quad f_{b} \in \dot{\mathcal{C}}^{\infty}\left(\hat{X}_{b} ; S^{2} 3 \mathrm{sc} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right) .
$$

If $f$ depends smoothly on a parameter lying in an open subset of $\mathbb{R}^{k}, k \in \mathbb{N}$, ${ }^{65}$ then we can find $h$ depending smoothly on this parameter as well.

Proof. Fix $\chi_{\circ} \in \mathcal{C}^{\infty}\left(\hat{X}_{b}\right)$ to be equal to 1 near $\partial \hat{X}_{b}$ and 0 near $\hat{r}=\mathfrak{m}$. Let $(2-z, k) \in \mathcal{F}$ be such that $\operatorname{Re}(2-z)=\min \operatorname{Re} \mathcal{F}$ and $(2-z, k+1) \notin \mathcal{F}$. (Since $\operatorname{Re}(2-z)>1$, we have $\operatorname{Re} z<1$.) Then for some $f_{j} \in \mathcal{C}^{\infty}\left(\partial \hat{X}_{b} ; S^{2} 3 \mathrm{sc} T_{\partial \hat{X}_{b}}^{*} \hat{M}_{b}\right), j=0, \ldots, k$,

$$
f-\chi_{\circ} \sum_{j=0}^{k} \hat{r}^{z-2}(\log \hat{r})^{j} f_{j}(\omega) \in \mathcal{A}_{\mathrm{phg}}^{\mathcal{F}^{\prime}}\left(\hat{X}_{b}\right), \quad \mathcal{F}^{\prime}:=\mathcal{F} \backslash\{(2-z, j): j=0, \ldots, k\},
$$

[^45]where $\hat{r}=|\hat{x}|$ and $\omega=\frac{\hat{x}}{\mid \hat{x}}$. Applying the operator
$$
\widehat{\delta_{\hat{g}_{b}} G_{\hat{g}_{b}}}(0) \equiv \widehat{\delta_{\underline{\underline{g}}} G_{\hat{g}}}(0) \bmod \langle\hat{\gamma}\rangle^{-2} \operatorname{Diff}_{\mathrm{b}}^{1}\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b},{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)
$$
to this equation, and identifying $f_{j}$ with an element of $\mathcal{C}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right)$ in the notation of Theorem 7.13 (where we recall that $\mathrm{ff}=\mathbb{S}^{2}$ is the front face of $\left[\mathbb{R}^{3} ;\{0\}\right]$ ), we obtain
$$
\widehat{\widehat{G}}(0) \underline{f}=0, \quad \underline{f}=\underline{f}(r, \omega):=\sum_{j=0}^{k} r^{z-2}(\log r)^{j} f_{j}(\omega) .
$$

Consider assumption (9.30). Let $\chi \in \mathcal{C}^{\infty}([0, \infty))$ be equal to 0 on $[0,1]$ and equal to 1 near $\infty$, and set $\chi_{\epsilon}=\chi\left(\frac{\hat{r}^{-1}}{\epsilon}\right)$ for $0<\epsilon \ll 1$. Then

$$
\left\langle f, \widehat{\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}}(0) \omega^{*}\right\rangle=\lim _{\epsilon \searrow 0}\left\langle\left[\widehat{\delta_{\hat{g}_{b}} \mathrm{G}_{\hat{g}_{b}}}(0), \chi_{\epsilon}\right] f, \omega^{*}\right\rangle .
$$

When $z=0$ and $\omega^{*}=\omega_{\mu}^{*}$, or $z=-1$ and $\omega^{*}=\omega_{j k}^{*}$, we get a nontrivial boundary pairing, and indeed we may replace $\hat{g}_{b}$ by $\underline{\hat{g}}$, and $f$ and $\omega^{*}$ by their respective leading order terms $\sum_{j=0}^{k} \hat{r}^{z-2}(\log \hat{r})^{j} f_{j}$ and $\omega_{\mu}$ or $\omega_{j k}$. We thus deduce that when $z=-1$, resp. $z=0$, then (7.36), resp. (7.37)-(7.38) holds for $\underline{f}$ in place of $f$. We now distinguish four cases:
(1) If $z \notin \mathbb{Z}$, then Theorem 7.13 produces $h_{0}, \ldots, h_{k} \in \mathcal{C}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right)$ so that

$$
\widehat{D_{\underline{g}} \operatorname{Ric}}(0)\left(\sum_{j=0}^{k} r^{z}(\log r)^{j} h_{j}\right)=\underline{f},
$$

and therefore

$$
\begin{equation*}
f^{\prime}:=f-\widehat{D_{g_{b}} \operatorname{Ric}}(0)\left(\chi_{\circ} \sum_{j=0}^{k} \hat{r}^{z}(\log \hat{r})^{j} h_{j}\right) \in \mathcal{A}_{\mathrm{phg}}^{\mathcal{F}^{\prime}}\left(\hat{X}_{b}\right) . \tag{9.33}
\end{equation*}
$$

Furthermore, $f^{\prime}$ satisfies the same assumptions as $f$, with (9.30) following via integration by parts as in (9.6).
(2) When $z=0$, then as argued above, Theorem 7.13(4) applies and produces $h_{0}$, $\ldots, h_{k+1} \in \mathcal{C}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} S^{2} T_{(0,0)}^{*} \mathbb{R}^{4}\right)$ with $\widehat{D_{\underline{g}} \operatorname{Ric}}(0) \sum_{j=0}^{k+1} r^{z}(\log r)^{j} h_{j}=\underline{f}$; analogously to (9.33), we can use this to solve away the term in the asymptotic expansion of $f$ corresponding to $(2-z, f) \in \mathcal{F}$.
(3) The case $z=-1$ is analogous to the case $z=0$ : we now use Theorem 7.13(3).
(4) Finally, when $z \in \mathbb{Z}, z \leq-2$, we can solve away the term in the asymptotic expansion of $f$ corresponding to $(2-z, f) \in \mathcal{F}$ using Theorem 7.13(2).

Repeating this procedure a finite number of times, we can, for any $N$, find $h_{(N)} \in$ $\mathcal{A}_{\mathrm{phg}}^{\mathcal{E}}\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ so that $h_{(N+1)}-h_{(N)} \in \mathcal{A}^{N-1}$ and

$$
\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) h_{(N)}=f+f_{b,(N)}, \quad f_{b,(N)} \in\left(\mathcal{A}_{\mathrm{phg}}^{\mathcal{F}} \cap \mathcal{A}^{N}\right)\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)
$$

Taking $h$ to be an asymptotic sum $h \sim h_{(1)}+\sum_{N \in \mathbb{N}}\left(h_{(N+1)}-h_{(N)}\right)$ near $\partial \hat{X}_{b}$ finishes the proof for a single $f$.

When $f=f(q)$ depends smoothly on a parameter $q \in U \subset \mathbb{R}^{k}$, then the above construction produces $h_{(N)}$ which depend smoothly on $q$ (due to the linear and continuous dependence of the solutions in Theorem 7.13, see also the analogous arguments around (8.9)). Asymptotically summing $h_{(1)}+\sum_{N \in \mathbb{N}}\left(h_{(N+1)}-h_{(N)}\right)$ on $U \times \hat{X}_{b}$ produces the desired $h=h(q)$.

Lemma 9.11 (Step 2: polyhomogeneous solutions for Schwartz forcing). For all $f_{b} \in$ $\dot{\mathcal{C}}^{\infty}\left(\hat{X}_{b} ; S^{2}{ }^{3 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ with $\widehat{\delta_{\hat{g}_{b}} G_{\hat{g}_{b}}}(0) f_{b}=0$, there exists $h_{b} \in \rho_{\circ} \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{2} 3 \mathrm{sc} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ (where $\left.\rho_{\circ}=\langle\hat{x}\rangle^{-1}\right)$ solving $\widehat{\hat{D}_{\hat{g}_{b}} \operatorname{Ric}}(0) h_{b}=f_{b}$. If $f_{b}$ depends smoothly on a finite-dimensional parameter, then we can find $h_{b}$ depending smoothly on this parameter as well.

Note that for $f_{b}$ as in this Lemma, condition (9.30) follows from $\widehat{{\hat{\hat{g}_{b}}}_{b} G_{\hat{g}_{b}}}(0) f_{b}=0$. We will deduce Lemma 9.11 from the existence of a solution $h_{b}$ which is conormal at $\hat{X}_{b}$ and decays at some positive rate; the latter is a nontrivial statement about the perturbation theory of subextremal Kerr black holes.
Theorem 9.12 (Solvability on spaces of conormal tensors). Recall $b=(\mathfrak{m}, \mathfrak{a})$. There exists $\eta>0$ so that the following statements hold.
(1) (Linearized Einstein equation.) If $f^{66} f \in \dot{\mathcal{C}}^{\infty}\left(\hat{X}_{b} ; S^{23 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ satisfies $\delta_{\hat{g}_{b}} G_{\hat{g}_{b}} f=0$, then there exists a solution $h \in \mathcal{A}^{\eta}\left(\hat{X}_{b} ; S^{23 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$, of ${ }^{67} \widehat{\widehat{D}_{\hat{g}_{b}} \operatorname{Ric}}(0)(h)=f$; and $h$ can be taken to depend continuously and linearly on $f$.
(2) (Gauge potential wave operator.) There exists ${ }^{68}$

$$
E^{\Upsilon} \in \rho_{\circ} \mathcal{C}^{\infty}\left(\hat{X}_{b} ; \operatorname{Hom}\left(S^{2}{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b},{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)\right)
$$

so that for all $\theta \in \mathcal{A}^{1+\eta}\left(\hat{X}_{b} ;{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ there exists $\omega \in \mathcal{A}^{-1+\eta^{\prime}}\left(\hat{X}_{b} ;{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$, $\eta^{\prime} \in(0, \eta)$, depending linearly and continuously on $\theta$, with

$$
\left(\delta_{\hat{g}_{b}}+E^{\Upsilon}\right) \mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega=\theta
$$

Proof. Define weighted b-Sobolev spaces $H_{\mathrm{b}}^{s, \alpha}\left(\overline{\mathbb{R}^{3}}\right)=\langle\hat{x}\rangle^{-\alpha} H_{\mathrm{b}}^{s}\left(\overline{\mathbb{R}^{3}}\right)$ on $\overline{\mathbb{R}_{\hat{x}}^{3}}$ using the Euclidean volume density $|\mathrm{d} \hat{x}|$, and write $\bar{H}_{\mathrm{b}}^{s, \alpha}\left(\hat{X}_{b}\right)$ for the space of restrictions of elements of $H_{\mathrm{b}}^{s, \alpha}\left(\overline{\mathbb{R}^{3}}\right)$ to $\hat{X}_{b}$. We have $\bar{H}_{\mathrm{b}}^{\infty,-\frac{3}{2}+\alpha}\left(\hat{X}_{b}\right) \subset \mathcal{A}^{\alpha}\left(\hat{X}_{b}\right) \subset \bigcap_{\alpha^{\prime}<\alpha} \bar{H}_{\mathrm{b}}^{\infty,-\frac{3}{2}+\alpha^{\prime}}\left(\hat{X}_{b}\right)$.

Part (2) is stated in [HHV21, Remark 10.14] in the slowly rotating case $\left|\frac{\mathfrak{a}}{\mathfrak{m}}\right| \ll 1$; using [AHW22, Theorem 5.1], the same argument applies in the general subextremal range. In brief, for $E^{\Upsilon}=0$, the zero energy operator of the tensor wave operator $2 \delta_{\hat{g}_{b}} G_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}=\square_{\hat{g}_{b}}$ acting on 1 -forms is Fredholm of index 0 as a map

$$
\begin{align*}
\widehat{\square_{\hat{g}}^{b}}
\end{align*}(0):\left\{\omega \in \bar{H}_{\mathrm{b}}^{s, \ell}\left(\hat{X}_{b} ;{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right): \widehat{\square_{\hat{g}}^{b}} \mid ~(0) \omega\left(\bar{H}_{\mathrm{b}}^{s-1, \ell+2}\left(\hat{X}_{b} ;{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)\right\}\right.
$$

[^46]for all sufficiently large $s$ and for $\ell \in\left(-\frac{3}{2},-\frac{1}{2}\right)$, with 1 -dimensional kernel and cokernel spanned by explicit 1-forms $\omega_{b}, \omega_{b}^{*}=\delta\left(\hat{r}-\hat{r}_{\mathfrak{m}, \mathfrak{a}}\right) \mathrm{d} \hat{r}$, respectively; see [HHV21, Theorem 7.1] for the very slowly rotating case $\left|\frac{\mathfrak{a}}{\mathfrak{m}}\right| \ll 1$ and [AHW22, Theorem 5.1] for the full subextremal range. Since, by inspection, $\omega_{b}$ is not a linear combination of the 1 -forms dual to time translations and rotations (around the axis of symmetry when $\mathfrak{a} \neq 0$ ), we have $\omega_{b} \notin \operatorname{ker} \delta_{\hat{g}_{b}}^{*}$. Therefore, we can select $E_{1}^{\Upsilon}$ so that $\left\langle E_{1}^{\Upsilon} G_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega_{b}, \omega_{b}^{*}\right\rangle_{L^{2}\left(\hat{X}_{b}\right)} \neq 0$. For the choice $E^{\Upsilon}:=c E_{1}^{\Upsilon}$ then, with $c \neq 0$ sufficiently small, the operator $\left(\left(\delta_{\hat{g}_{b}}+E^{\Upsilon}\right) \mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}\right)^{\wedge}(0)$ is invertible between the spaces in (9.34). By elliptic b-theory near $\partial \hat{X}_{b}$, this operator remains surjective for all $\ell \leq-\frac{3}{2}$ which avoid a discrete set.

We now turn to part (1). Define the gauge-fixed linearized Einstein operator

$$
L_{b}:=2\left(D_{\hat{g}_{b}} \operatorname{Ric}+\delta_{\hat{g}_{b}}^{*} \delta_{\hat{g}_{b}} G_{\hat{g}_{b}}\right),
$$

which is equal to $\square_{\hat{g}_{b}}$ modulo lower order terms. By [AHW22, Theorem 7.5] (see [HHV21, Proposition 9.1] and the description [HHV21, (9.3a)-(9.3c)] for the slowly rotating case), all elements of the cokernel of $\widehat{L_{b}}(0)$ are of the form $\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*}$ where $\omega^{*}$ is stationary, conormal of class $\mathcal{A}^{-1}$ near $\partial \hat{X}_{b}$, and vanishes in the black hole interior (so in particular near $\hat{r}=\mathfrak{m}$ ). Since $f$ is rapidly vanishing, we have

$$
\left\langle f, \widehat{\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}}(0) \omega^{*}\right\rangle=\left\langle\widehat{\delta_{\hat{g}_{b}} G_{\hat{g}_{b}}}(0) f, \omega^{*}\right\rangle=0
$$

via integration by parts. Therefore, there exists

$$
h \in \bigcap_{s \in \mathbb{R}, \ell \in\left(-\frac{3}{2},-\frac{1}{2}\right)} \bar{H}_{\mathrm{b}}^{s, \ell}\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right) \subset \bigcap_{\alpha<1} \mathcal{A}^{\alpha}\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)
$$

solving $\widehat{L_{b}}(0) h=f$. Applying $\widehat{\delta_{\hat{g}_{b}} G_{\hat{g}_{b}}}(0)$ to this implies

$$
\widehat{\square_{\hat{g}_{b}}}(0) \theta=0, \quad \theta:=\widehat{\delta_{\hat{g}_{b}} G_{\hat{g}_{b}}}(0) h \in \bigcap_{\alpha<1} \mathcal{A}^{\alpha+1}\left(\hat{X}_{b} ;{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right) .
$$

The description of the kernel of $\widehat{\square_{\hat{g}_{b}}}(0)$ in [AHW22, Theorem 5.1] - concretely, the fact that $\omega_{b}$, having a nonzero $\hat{r}^{-1}$ leading order term at $\hat{r}=\infty$, does not lie in $\mathcal{A}^{\alpha+1}\left(\hat{X}_{b} ;{ }^{3 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ for $\alpha>0$-implies that $\theta=0$, and therefore we in fact have $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) h=f$, as desired.

Proof of Lemma 9.11. Let $h \in \mathcal{A}^{\eta}\left(\hat{X}_{b} ; S^{2}{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right), \eta>0$, be the solution provided by Theorem 9.12(1). We first find $\omega \in \mathcal{A}^{-1+\eta / 2}\left(\hat{X}_{b} ;{ }^{3 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ to arrange the gauge condition

$$
h+\delta_{\hat{g}_{b}}^{*} \omega \in \operatorname{ker}\left(\left(\delta_{\hat{g}_{b}}+E^{\Upsilon}\right) \mathrm{G}_{\hat{g}_{b}}\right) ;
$$

this is possible by Theorem 9.12(2). Replacing $h$ by $h+\delta_{\hat{g}_{b}}^{*} \omega$, we therefore have

$$
\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) h=f_{b}, \quad\left(\delta_{\hat{g}_{b}}+E^{\Upsilon}\right) \mathrm{G}_{\hat{g}_{b}} h=0,
$$

and therefore

$$
\hat{L}(0) h=0, \quad L:=2\left(D_{\hat{g}_{b}} \operatorname{Ric}+\delta_{\hat{g}_{b}}^{*}\left(\delta_{\hat{g}_{b}}+E^{\Upsilon}\right) \mathrm{G}_{\hat{g}_{b}}\right) .
$$

But $L \in \rho_{\circ}^{2} \operatorname{Diff}_{3 \mathrm{~b}}^{2}\left(\hat{M}_{b} ; S^{2}{ }^{3 \mathrm{sc}} T^{*} \hat{M}_{b}\right)$ is equal to $\square_{\hat{g}_{b}}$ modulo $\rho_{\circ}^{3} \operatorname{Diff}_{3 \mathrm{~b}}^{2}$, and therefore $\hat{L}(0) \in$ $\rho_{\mathrm{o}}^{2} \operatorname{Diff}_{\mathrm{b}}^{2}\left(\hat{X}_{b} ; S^{2}{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ is elliptic near $\partial \hat{X}_{b}$ as a b-differential operator. By standard elliptic b-theory (locally near $\partial \hat{X}_{b}$ ), $h$ is necessarily polyhomogeneous with some index set $\mathcal{E}^{\prime} \subset \mathbb{C} \times \mathbb{N}_{0}$ satisfying $\operatorname{Re} \mathcal{E}^{\prime}>0$.

We now show how to add to $h \in \mathcal{A}_{\text {phg }}^{\mathcal{E}}\left(\hat{X}_{b} ; S^{2}\right.$ 3sc $\left.T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ a further pure gauge solution $\delta_{\hat{g}_{b}}^{*} \omega$, with $\omega=o(|\hat{x}|)$ stationary and polyhomogeneous, so as to obtain the desired solution $h_{b}=h+\delta_{\hat{g}_{b}}^{*} \omega \in \rho_{\circ} \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{23 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$. To this end, consider $(z, k) \in \mathcal{E}^{\prime}$ with $\operatorname{Re} z=$ $\min \operatorname{Re} \mathcal{E}^{\prime}$ and $(z, k+1) \notin \mathcal{E}^{\prime}$; then the term

$$
\sum_{j=0}^{k} \hat{r}^{-z}(\log \hat{r})^{j} h_{j}
$$

in the polyhomogeneous expansion of $h$ at $\partial \hat{X}_{b}=\left\{\hat{r}^{-1}=0\right\}$ lies in ker $\widehat{D_{\hat{g}} \operatorname{Ric}}(0)$. Theorem 7.12 thus produces a stationary 1 -form

$$
\omega_{(z)}=\chi_{\circ} \sum_{j=0}^{k+k^{\prime}} \hat{r}^{-z}(\log \hat{r})^{j} \omega_{j}, \quad k^{\prime} \in\{0,1\}, \quad \omega_{j} \in \mathcal{C}^{\infty}\left(\partial \hat{X}_{b} ;{ }^{3 s \mathrm{sc}} T_{\partial \hat{X}_{b}}^{*} \hat{M}_{b}\right)
$$

so that the only term in the polyhomogeneous expansion of $h-\delta_{\hat{g}_{b}}^{*} \omega_{(z)}$ involving $\hat{r}^{-z}$ is $\hat{r}^{-z} h^{\prime}$ where, in fact, $h^{\prime}=0$ when $z \notin \mathbb{Z}$. An asymptotic summation argument as in the proof of Lemma 9.10 produces the desired $\omega$.

Proof of Theorem 9.8. Apply Lemma 9.10 to $f$ to get a formal solution $h_{\sharp}$. Then apply Lemma 9.11 to $-f_{b}$ to produce $h_{b}$. The desired solution is $h=h_{\sharp}+h_{b}$.
9.3. Necessary conditions for gluing: II. A result of D'Eath revisited. In this supplementary section, we show how the results of $\S 9.1$ imply additional necessary conditions, beyond those of $\S 8.3$, for a total spacetime family with Kerr models along $\mathcal{C}$ to solve the Einstein vacuum equations.

Proposition 9.13 (Necessary conditions on $\mathcal{C}$ and the Kerr parameters). Suppose that $\widetilde{g}$ is a $(\hat{\mathcal{E}}, \mathcal{E})$-smooth total family (relative to $(M, g, \mathcal{C})$ ) with $\operatorname{Re} \hat{\mathcal{E}}>1$, and the $\hat{M}_{p}$-model of $\widetilde{g}$ is a Kerr metric with parameters $b=(\mathfrak{m}, \mathfrak{a}) \in \mathcal{C}^{\infty}\left(I ; \mathbb{R} \times \mathbb{R}^{3}\right)$ so that $|\mathfrak{a}(p)|<\mathfrak{m}(p)$ for all $p \in \mathcal{C}$, where $\mathfrak{a}$ is defined relative to a fixed choice of Fermi normal coordinates along $\mathcal{C}$. If $\operatorname{Ric}(\widetilde{g})-\Lambda \widetilde{g}$ vanishes to leading and subleading order at $\hat{M}$ (i.e. has weight $>-1$ at $\hat{M}$ as a conormal section of $S^{2} \widetilde{T^{*}} \widetilde{M}$ ), then
$\mathcal{C}$ is a geodesic, $\mathfrak{m}$ is constant, and $\mathfrak{a}$ is parallel along $\mathcal{C}$ (i.e. constant).
This explains why in Lemma 3.28 we do not need to consider maps of the form $\Phi_{p}(\hat{t}, \hat{x})=$ $(\hat{t}, A(p) \hat{x})$ where $A(p) \in O(3)$ is not the identity. The essence of the statement of Proposition 9.13 appears already in work of D'Eath [D'E75].

Proof of Proposition 9.13. Let $\delta>0$ be such that $\min \operatorname{Re} \hat{\mathcal{E}}>1+\delta$ and $\min \operatorname{Re} \mathcal{E}>\delta$. We denote the Fermi normal coordinates around $\mathcal{C}$ by $(t, x)$, and denote by $I \ni t \mapsto c(t) \in \mathcal{C}$ an arc-length parameterization of $\mathcal{C}$. Regarding a neighborhood of $\hat{M} \subset \widetilde{M}$ as a subset of the lift of $\epsilon=0$ in $[[0,1) \times \hat{M} ;\{0\} \times \partial \hat{M}]$ via Lemma 3.2, and using the fiber coordinates $\hat{t}=\mathrm{d} t(-)$ and $\hat{x}=\mathrm{d} x(-)$ on $T_{\mathcal{C}} M$, we thus have

$$
\begin{equation*}
(\mathrm{e} \widetilde{g})(\epsilon, t, \hat{x})=\hat{g}_{b(t)}(\hat{x})+\epsilon \hat{h}(t, \hat{x})+\mathcal{O}\left(\epsilon^{1+\delta}\right) \tag{9.35}
\end{equation*}
$$

for bounded $\hat{x}$, where we regard $\hat{g}_{b(t)}$ and $\hat{h}$ as symmetric 2 -tensors in $\mathrm{d} \hat{t}, \mathrm{~d} \hat{x}$, and the $\mathcal{O}\left(\epsilon^{1+\delta}\right)$ error term is such a symmetric 2 -tensor whose coefficients are conormal on $\widetilde{M}$ with
weight $1+\delta$ at $\hat{M}$ (and with weight 0 at $M_{\circ}$ ); here, writing $\rho_{\circ}=\langle\hat{x}\rangle^{-1}$, the subleading term is

$$
\begin{equation*}
\hat{h} \in \mathcal{A}_{\mathrm{phg}, \mathrm{I}}^{(\mathbb{N} \cup \mathcal{E})-1}\left(\breve{T}_{\mathcal{C}} M ; S^{23 \mathrm{sc}, \vee} T^{*} \breve{T}_{\mathcal{C}} M\right) \tag{9.36}
\end{equation*}
$$

in the notation of Lemma 3.5, i.e. its coefficients lie in $\mathcal{C}^{\infty}\left(I ; \mathcal{A}_{\mathrm{phg}, \mathrm{I}}^{(\mathbb{N} \cup \mathcal{E})-1}\left(\overline{\mathbb{R}_{\hat{x}}^{3}}\right)\right)$. Moreover, since $\frac{\rho_{\circ}}{\epsilon}=\hat{\rho}^{-1}$ on $\widetilde{M}$, with $\left.\hat{\rho}\right|_{M_{\circ}}=r$, we have

$$
\begin{equation*}
\hat{h}_{(-1)}:=\left.\left(\rho_{\circ} \hat{h}\right)\right|_{\partial \hat{M}}=\left.\mathrm{e}\left(\hat{\rho}^{-1}\left(\widetilde{g}-\hat{g}_{b(t)}\right)\right)\right|_{\partial M_{\circ}}=-2 \sum_{j=1}^{3} \Gamma_{j 00}(t, 0) \frac{\hat{x}^{j}}{|\hat{x}|} \mathrm{d} \hat{t}^{2} \tag{9.37}
\end{equation*}
$$

by Lemma 3.14. Therefore, $\hat{h}_{(-1)}=0$ if and only if $\mathcal{C}$ is a geodesic.
We now expand (9.35) around $t=t_{0}$, and identify $\hat{t}=\frac{t-t_{0}}{\epsilon}$ at $T_{c\left(t_{0}\right)} M$; this gives

$$
\begin{equation*}
\hat{g}_{b}(\hat{x})+\epsilon\left(\hat{t} \hat{g}_{b}^{\prime}(\dot{b})+\hat{h}(\hat{x})\right)+\mathcal{O}\left(\epsilon^{2}\right), \quad b=b\left(t_{0}\right), \dot{b}=b^{\prime}\left(t_{0}\right), \hat{h}(\hat{x})=\hat{h}\left(t_{0}, \hat{x}\right) . \tag{9.38}
\end{equation*}
$$

Since the cosmological constant $\Lambda$ only gives a $\mathcal{O}\left(\epsilon^{2}\right)$ contribution to e $\left(\epsilon^{2}(\operatorname{Ric}(\widetilde{g})-\Lambda \widetilde{g})\right)=$ $\operatorname{Ric}(\hat{g})+\mathcal{O}(\epsilon)$ at $\hat{M}$, the validity of the Einstein vacuum equations $\operatorname{Ric}(\widetilde{g})-\Lambda \widetilde{g}$ also to subleading order at $\hat{M}$ is equivalent to (9.38) being Ricci-flat modulo $\mathcal{O}\left(\epsilon^{1+\delta}\right)$ errors, and thus to the validity of the equation

$$
\begin{equation*}
D_{\hat{g}_{b}} \operatorname{Ric}\left(\hat{t} \hat{g}_{b}^{\prime}(\dot{b})+\hat{h}\right)=\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}\right] \hat{g}_{b}^{\prime}(\dot{b})+\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) \hat{h}=0 \tag{9.39}
\end{equation*}
$$

for $\hat{h}\left(t_{0}, \hat{x}\right)$ with (9.36)-(9.37). Since $\hat{x}^{j} \mathrm{~d} \hat{t}^{2} \in \operatorname{ker} D_{\hat{g}} \operatorname{Ric}$, we have $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)(\hat{h}) \in \mathcal{A}^{1+\delta}$.
Let $\psi \in \mathcal{C}^{\infty}\left(\hat{X}_{b}\right)$ be equal to 1 near $\partial \hat{X}_{b}$ and equal to 0 near $\hat{r}^{-1}(\mathfrak{m})$. For $\hat{c} \in \mathbb{R}^{3}$, set $\omega^{*}=\psi \omega_{b, \hat{c}}$ in the notation of Definition 9.4. We then integrate (9.39) against the tensor

$$
h^{*}=\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*} \in \rho_{o}^{2} \mathcal{C}^{\infty}
$$

the leading order term of $h^{*}$ at $\partial \hat{X}_{b}$ is $\hat{r}^{-2} h_{(2)}$, where $h_{(2)}$ is given by (9.27). The contribution of $\hat{g}_{b}^{\prime}(\dot{b})$ vanishes by Theorem 9.6(3). Furthermore, since for $\hat{h}^{\prime} \in \mathcal{A}^{-1+\delta}, \delta>0$, we can integrate in parts to obtain $\left\langle\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) \hat{h}^{\prime}, h^{*}\right\rangle=0$, only the leading order term $\hat{r} \hat{h}_{(-1)}$ of $\hat{h}$ enters in the calculation of $\left\langle\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) \hat{h}, h^{*}\right\rangle$. In the splitting (6.6), we have

$$
\hat{h}_{(-1)}=(\mathrm{S}(\mathfrak{q}), \mathrm{S}(\mathfrak{q}), 0, \mathrm{~S}(\mathfrak{q}), 0,0)^{T}
$$

where $\mathfrak{q}:=-\frac{1}{2}\left(\Gamma_{j 00}\left(t_{0}, 0\right)\right)_{j=1,2,3}$. Therefore, inserting a localizer $\chi_{\epsilon}=\chi\left(\frac{\rho_{\rho}}{\epsilon}\right)$, where $\chi \in$ $\mathcal{C}^{\infty}([0, \infty))$ vanishes near 0 and is equal to 1 on $[1, \infty)$, we have, using Corollary 6.7, formula (6.7), equation (9.27), and $h^{*} \in \operatorname{ker} \widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)^{*}$,

$$
\begin{aligned}
& \left\langle\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) \hat{h}, h^{*}\right\rangle=-\lim _{\epsilon \searrow 0}\left\langle\left[\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0), \chi_{\epsilon}\right] \hat{h}, h^{*}\right\rangle \\
& =-\left\langle\partial_{\lambda} N\left(\rho_{\circ}^{-2} \widehat{D_{\underline{\hat{g}}} \operatorname{Ric}}(0),-1\right) \hat{h}_{(-1)}, h_{(2)}\right\rangle_{L^{2}\left(\mathbb{S}^{2}\right)} \\
& =-\frac{\mathfrak{m}}{2}\left\langle(S(\mathfrak{q}), 2 S(\mathfrak{q}),-\not \subset S(\mathfrak{q}), S(\mathfrak{q}), \phi S(\mathfrak{q}),-2 S(\mathfrak{q}), \mathfrak{q})^{T},\right. \\
& \left.(-\mathrm{S}(\hat{c}), 0, \not \mathrm{~S}(\hat{c}),-\mathrm{S}(\hat{c}),-\not \mathrm{S}(\hat{c}), 0)^{T}\right\rangle \\
& =16 \pi \mathfrak{m}(\mathfrak{q} \cdot \hat{c}) .
\end{aligned}
$$

We conclude that equation (9.39) can hold only if this pairing vanishes for all $\hat{c}$, which forces $\mathfrak{q}=0$ and thus $\Gamma_{j 00}\left(t_{0}, 0\right)=0$. Since $t_{0} \in I$ was arbitrary, we conclude that $\hat{h}_{(-1)}=0$,
and thus $\mathcal{C}$ must be a geodesic; this re-proves, from the perspective of $\hat{M}$, what we had demonstrated already in $\S 8.3$ following [GW08].

Next, from equation (9.39), where we now have $\hat{h} \in \mathcal{A}^{-1+\delta}$ for $0<\delta<\min \operatorname{Re} \mathcal{E}$, we can extract information also about the derivative

$$
\dot{b}=(\dot{\mathfrak{m}}, \dot{\mathfrak{a}})
$$

of the Kerr parameters along $\mathcal{C}$. First, we integrate against $\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*}$ with $\omega^{*}=\psi \mathrm{d} t$; the contribution from $\hat{h}$ vanishes upon integrating by parts, whereas by Theorem 9.6, the term involving $\hat{g}_{b}^{\prime}(\dot{b})$ contributes $-8 \pi \dot{m}$. Therefore, $\dot{\mathfrak{m}}=0$, and we conclude that the black hole mass must be constant along $\mathcal{C}$; we had previously deduced this from the perspective of $M_{\circ}$ using Corollary 8.11.

Finally, we constrain $\dot{\mathfrak{a}}$ by integrating (9.39) against $h^{*}(\mathfrak{q})=\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*} \in \rho_{0}^{2} \mathcal{C}^{\infty}$ where $\omega^{*}(\mathfrak{q})=\psi \hat{r}^{2} \mathrm{~V}(\mathfrak{q})$ in the notation of (9.14). By Theorem 9.6, the contribution from $\hat{g}_{b}^{\prime}(\dot{b})$ is $-8 \pi \mathfrak{m}(\mathfrak{q} \cdot \dot{\mathfrak{a}})$. On the other hand, we can integrate by parts to conclude that $\left\langle\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) \hat{h}, h^{*}(\mathfrak{q})\right\rangle=0$ (see Lemma 9.1). Therefore, we must have $\mathfrak{q} \cdot \dot{\mathfrak{a}}=0$ for all $\mathfrak{q} \in \mathbb{R}^{3}$, and thus $\dot{\mathfrak{a}}=0$, as claimed.

## 10. Construction of the formal solution at $\epsilon=0$

In this section, we complete step (I) of the proof of Theorem 5.4. We use the notation of the Theorem as introduced in Definition 5.1 and the constructions following it. In particular, $(M, g)$ is globally hyperbolic, the metric $g$ solves the Einstein vacuum equations

$$
\begin{equation*}
\operatorname{Ric}(g)=\Lambda g \tag{10.1}
\end{equation*}
$$

the curve $\mathcal{C} \subset M$ is a timelike geodesic arc-length parameterized by $c: I \subset \mathbb{R} \rightarrow M$, and we fix subextremal black hole parameters

$$
b=(\mathfrak{m}, \mathfrak{a}), \quad \mathfrak{m}>0
$$

Without loss of generality (due to the $O(3)$ freedom in Lemma 3.14), we may assume that

$$
\begin{equation*}
\mathfrak{a}=a e_{3}, \quad a:=|\mathfrak{a}|, \tag{10.2}
\end{equation*}
$$

where $e_{3} \in \mathbb{R}^{3}$ is the third standard basis vector. We fix Fermi normal coordinates $(t, x)$ around $\mathcal{C}$, and write $r=|x|$. We moreover set $\hat{t}=\mathrm{d} t, \hat{x}=\mathrm{d} x$ on $T_{\mathcal{C}} M$, which we moreover identify with the coordinates $\hat{t}=\frac{t-t_{0}}{\epsilon}$ and $\hat{x}=\frac{x}{\epsilon}$ on the front face of $\left[\widetilde{M} ; \hat{M}_{p}\right]$. Fix cutoff functions

$$
\begin{equation*}
\hat{\chi}, \chi_{\circ} \in \mathcal{C}^{\infty}(\widetilde{M}) \tag{10.3}
\end{equation*}
$$

to collar neighborhoods of $\hat{M}, M_{\circ}$, respectively, as in (3.5); we demand that supp $\hat{\chi}$ is contained in the domain of influence of a compact subset of $\mathcal{U}^{\circ}$.

With $\widetilde{K}$ defined near $\hat{M}$ by $\widetilde{K}=\left\{(\epsilon, t, x):\left|\frac{x}{\epsilon}\right| \leq \mathfrak{m}\right\}$ (cf. item (8) in §5), recall the $\left(\emptyset, \mathbb{N}_{0}+1\right)$-smooth total family

$$
\widetilde{g}_{0} \in \widetilde{\beta}^{*} \mathcal{C}^{\infty}\left(M ; S^{2} T^{*} M\right)+\mathcal{A}_{\mathrm{phg}}^{\mathbb{N}_{0}, \mathbb{N}_{0}+1}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$

defined by Lemma 3.28(2). Concretely, we define $\widetilde{g}$ near $\mathcal{C}$ as in the proof of Lemma 3.28 (albeit using slightly different notation here) by

$$
\begin{equation*}
\widetilde{g}_{0}\left(t_{0}, x\right)=-\mathrm{d} t^{2}+\mathrm{d} x^{2}+\widetilde{\beta}^{*} g^{\prime}\left(t_{0}, x ; \mathrm{d} t, \mathrm{~d} x\right)+\hat{\chi}\left(t_{0}, x\right) \hat{g}_{1, b}\left(\frac{|x|}{\epsilon}, \omega ; \mathrm{d} t, \mathrm{~d} x\right) \tag{10.4}
\end{equation*}
$$

where $g^{\prime} \in \mathcal{C}^{\infty}\left(M ; S^{2} T^{*} M\right)$ vanishes quadratically at $x=0$, and $\hat{g}_{1, b}=\hat{g}_{b}-\underline{g}$ in the notation of Definition 3.25, so

$$
\begin{equation*}
\hat{g}_{1, b}(\hat{r}, \omega ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x})=\frac{2 \mathfrak{m}}{\hat{r}}\left(\mathrm{~d} \hat{t}^{2}+\mathrm{d} \hat{r}^{2}\right)+\mathcal{O}\left(\hat{r}^{-2}\right) . \tag{10.5}
\end{equation*}
$$

By Corollary 3.20, we have

$$
\begin{equation*}
\operatorname{Err}_{0}:=\operatorname{Ric}\left(\widetilde{g}_{0}\right)-\Lambda \widetilde{g}_{0} \in \hat{\rho}^{-1} \rho_{\circ} \mathcal{C}^{\infty}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right), \tag{10.6}
\end{equation*}
$$

and supp $\operatorname{Err}_{0}$ is contained in the domain of influence of a compact subset of $\mathcal{U}^{\circ}$. In fact, Erro has an additional order of vanishing at $\hat{M}$, as we proceed to show; that is, $\operatorname{Err}_{0} \in \rho_{\circ} \mathcal{C}^{\infty}$. The following result is well-known, see e.g. [Poi04, §8.5]; we phrase it in general spacetime dimension $1+n$ and give a proof for completeness. (We do not need to require $g$ to solve the Einstein equations for this result.)

Lemma 10.1 (Metric in Fermi normal coordinates). Use Fermi normal coordinates $(t, x)=$ $z=\left(z^{0}, \ldots, z^{n}\right)$ around the timelike geodesic $\mathcal{C} \subset M$; write $i, j, k, l$ for indices between 1 and $n$. Then the metric $g$ on $M$ takes the form $g=-\mathrm{d} t^{2}+\mathrm{d} x^{2}+r^{2} g_{(2)}+\mathcal{O}\left(|x|^{3}\right)$, where $\mathcal{O}\left(|x|^{3}\right)$ stands for a smooth symmetric 2-tensors whose coefficients in the frame $\partial_{t}, \partial_{x^{j}}$ $(j=1, \ldots, n)$ vanish cubically at $x=0$, and where

$$
\begin{aligned}
& \left(g_{(2)}\right)_{00}=-\left.R_{0 \ell 0 m}\right|_{(t, 0)} \frac{x^{\ell}}{r} \frac{x^{m}}{r} \\
& \left(g_{(2)}\right)_{j 0}=-\left.\frac{2}{3} R_{j \ell 0 m}\right|_{(t, 0)} \frac{x^{\ell}}{r} \frac{x^{m}}{r} \\
& \left(g_{(2)}\right)_{j k}=-\left.\frac{1}{3} R_{j \ell k m}\right|_{(t, 0)} \frac{x^{\ell}}{r} \frac{x^{m}}{r}
\end{aligned}
$$

Here, $\left.R_{\kappa \lambda \mu \nu}\right|_{(t, 0)}$ denotes the coefficients of the Riemann curvature tensor of $g$ at $(t, 0) \in \mathcal{C}$. That is,

$$
\begin{equation*}
g_{(2)}=-\frac{x^{\ell}}{r} \frac{x^{m}}{r}\left(R_{0 \ell 0 m} \mathrm{~d} t^{2}+\frac{4}{3} R_{j \ell 0 m} \mathrm{~d} t \mathrm{~d} x^{j}+\frac{1}{3} R_{j \ell k m} \mathrm{~d} x^{j} \mathrm{~d} x^{k}\right) . \tag{10.7}
\end{equation*}
$$

Proof. Consider a Jacobi field $J=J(s)$ along a geodesic $\gamma: s \mapsto \gamma(s)$. Denoting by $R$ the endomorphism of $T_{\gamma} M$ given by $R V=\operatorname{Riem}(g)\left(\gamma^{\prime}, V\right) \gamma^{\prime}$, the Jacobi equation reads $J^{\prime \prime}=$ $R J$, where we denote covariant differentiation along $\gamma$ by a prime. Note that $\langle R V, W\rangle=$ $\langle V, R W\rangle$ for all $V, W$, and therefore $R$ and all its derivatives along $\gamma$ are symmetric. Define now the function $f(s)=\langle J(s), J(s)\rangle$, where $\langle-,-\rangle$ is the inner product given by $g(\gamma(s))$. Then

$$
\begin{aligned}
f & =|J|^{2}, \\
f^{\prime} & =2\left\langle J, J^{\prime}\right\rangle, \\
f^{\prime \prime} & =2\left|J^{\prime}\right|^{2}+2\langle J, R J\rangle, \\
f^{\prime \prime \prime} & =8\left\langle J^{\prime}, R J\right\rangle+2\left\langle J, R^{\prime} J\right\rangle, \\
f^{\prime \prime \prime \prime} & =8|R J|^{2}+12\left\langle J^{\prime}, R^{\prime} J\right\rangle+8\left\langle J^{\prime}, R J^{\prime}\right\rangle+2\left\langle J, R^{\prime \prime} J\right\rangle .
\end{aligned}
$$

If $J(0)=0$ and $J^{\prime}(0)=v \in T_{c(t)} M$, we have

$$
f(0)=f^{\prime}(0)=0, \quad f^{\prime \prime}(0)=2|v|^{2}, \quad f^{\prime \prime \prime}(0)=0, \quad f^{\prime \prime \prime \prime}(0)=8\langle v, R v\rangle,
$$

which implies $f(s)=s^{2}|v|^{2}+\frac{1}{3}\left\langle\operatorname{Riem}(g)\left(\gamma^{\prime}, v\right) \gamma^{\prime}, v\right\rangle s^{4}+\mathcal{O}\left(s^{5}\right)$. In Fermi normal coordinates $(t, x)$, the curves $\gamma_{q}(s)=\left(t, s(x+q v)\right.$ ) (for fixed $t \in \mathbb{R}$ and $x \in \mathbb{R}^{n}$, and defined for small $s$ ) are geodesics for all $q$; therefore, $J(s)=\left.\partial_{q} \gamma_{q}(s)\right|_{q=0}=s v$ is a Jacobi field along $\gamma_{0}(s)=(t, s x)$, and we obtain

$$
g(t, s x)_{j k} v^{j} v^{k}=\delta_{j k} v^{j} v^{k}+\frac{s^{2}}{3}\left\langle\left.\operatorname{Riem}(g)\right|_{(t, 0)}\left(x^{m} \partial_{m}, v^{k} \partial_{k}\right) x^{\ell} \partial_{\ell}, v^{j} \partial_{j}\right\rangle+\mathcal{O}\left(s^{3}\right),
$$

which gives $r^{2}\left(g_{(2)}\right)_{j k}(t, x)=\left.\frac{1}{3} R_{j \ell m k}\right|_{(t, 0)} x^{\ell} x^{m}+\mathcal{O}\left(|x|^{3}\right)$.
Next, we consider the family of geodesics $\gamma_{q}(s)=(t+q, s x)$, whose variation vector field $J(s)=\partial_{t}$ satisfies $J(0)=\partial_{t}$ and $J^{\prime}(0)=\nabla_{\gamma_{0}^{\prime}(0)} \partial_{t}=0$. Therefore,

$$
f(0)=-1, \quad f^{\prime}(0)=0, \quad f^{\prime \prime}(0)=2\left\langle\partial_{t}, R \partial_{t}\right\rangle,
$$

which implies $f(s)=g(t, s x)_{00}=-1+s^{2}\left\langle\left.\operatorname{Riem}(g)\right|_{(t, 0)}\left(x^{m} \partial_{m}, \partial_{t}\right) x^{\ell} \partial_{\ell}, \partial_{t}\right\rangle+\mathcal{O}\left(s^{3}\right)$ and thus the stated expression for $\left(g_{(2)}\right)_{00}$.

Finally, for $\gamma_{q}(s)=(t+q, s(x+q v))$, we have $J(s)=\partial_{t}+s v$, so $J(0)=\partial_{t}$ and $J^{\prime}(0)=v$, and we compute

$$
f(0)=-1, \quad f^{\prime}(0)=0, \quad f^{\prime \prime}(0)=2|v|^{2}+2\left\langle\partial_{t}, R \partial_{t}\right\rangle, \quad f^{\prime \prime \prime}(0)=8\left\langle v, R \partial_{t}\right\rangle+2\left\langle\partial_{t}, R^{\prime} \partial_{t}\right\rangle .
$$

In the resulting Taylor expansion of $g(t, s x)\left(\partial_{t}+s v, \partial_{t}+s v\right)$, we consider the coefficient of $s^{3}$, which is the sum of a term of schematic form $x^{2} v$ and another term of the form $x^{3}$. The $x^{2} v$ term is $2 r^{2}\left(g_{(2)}\right)_{0 j} v^{j}$, which must equal the $x^{2} v$ term of the $s^{3}$-coefficient of $f(s)$; the latter is $\frac{8}{3!} 3^{3}\left\langle v, R \partial_{t}\right\rangle=\frac{4}{3} s^{3}\left\langle\left.\operatorname{Riem}(g)\right|_{(t, 0)}\left(x^{m} \partial_{m}, \partial_{t}\right) x^{\ell} \partial_{\ell}, v^{j} \partial_{j}\right\rangle$. This completes the proof.

The components of the tensor $g_{(2)}$ in (10.7) are dilation-invariant in $x$. In order to capture the fact that $g_{(2)}$ should rightfully live at $r=|x|=0$, we consider the blow-up

$$
\left[\mathbb{R}_{t} \times \mathbb{R}_{x}^{n} ; \mathbb{R}_{t} \times\{0\}\right]=\mathbb{R}_{t} \times\left([0, \infty)_{r} \times \mathbb{S}_{\omega}^{n-1}\right)
$$

with blow-down map $\beta:(t, r, \omega) \mapsto(t, r \omega)$, and identify $T_{(t, x)}^{*} \mathbb{R}^{4} \cong T_{(t, 0)}^{*} \mathbb{R}^{4}$ via the trivialization by coordinate differentials. Write ff := $\mathbb{R}_{t} \times\{0\} \times \mathbb{S}_{\omega}^{n-1} \subset \mathbb{R} \times[0, \infty) \times \mathbb{S}^{n-1}$ for the front face and $\mathcal{C}:=\mathbb{R}_{t} \times\{0\} \subset \mathbb{R} \times \mathbb{R}^{n}$ for the curve $x=0$. We can then regard

$$
\begin{equation*}
g_{(2)} \in \mathcal{C}^{\infty}\left(\mathrm{ff} ; \beta^{*} S^{2} T_{\mathcal{C}}^{*} \mathbb{R}^{n+1}\right) \tag{10.8}
\end{equation*}
$$

Specializing now the case $n=3$, we may split $\beta^{*} T_{(t, 0)} \mathbb{R}^{4}$ and its symmetric second tensor power as in (6.6), where $\mathrm{d} x^{0}=\mathrm{d} t+\mathrm{d} r$ and $\mathrm{d} x^{1}=\mathrm{d} t-\mathrm{d} r$. (Concretely, $g_{(2)}$ is now a smooth (in $t$ ) family of sections of a bundle over $\mathbb{S}^{2}$ which is isomorphic to $\mathbb{R} \oplus \mathbb{R} \oplus T^{*} \mathbb{S}^{2} \oplus \mathbb{R} \oplus$ $T^{*} \mathbb{S}^{2} \oplus S^{2} T^{*} \mathbb{S}^{2}$, equipped with the fiber inner product induced by the Minkowski metric.) In its spherical harmonic decomposition, we next determine the projections to various pure types. (The metric $g$ does not need to satisfy the Einstein equations in the following result either.)

Lemma 10.2 (Pure type components of $g_{(2)}$ ). We assume that $\operatorname{dim} M=n+1=4$ and define $g_{(2)}$ by (10.7), regarded as an element of (10.8). Defining curvature components in the coordinates $(t, x) \in \mathbb{R} \times \mathbb{R}^{3}$, we have

$$
\begin{align*}
\pi_{\mathrm{s} 1}\left(g_{(2)}\right) & =-\frac{2}{3} \operatorname{Ric}(g)_{0 j} \mathrm{~d} t r d \omega^{j} ;  \tag{10.9a}\\
\pi_{\mathrm{v} 1}\left(g_{(2)}\right) & =0 . \tag{10.9b}
\end{align*}
$$

Here $R_{g}=\operatorname{tr}_{g} \operatorname{Ric}(g)$ is the scalar curvature of $g$ at $(t, 0) \in \mathcal{C}$. In particular, if $\operatorname{Ric}(g)=\Lambda g$, then $\pi_{\mathrm{s} 1}\left(g_{(2)}\right)=0$.

Proof. Write $\omega^{j}=\frac{x^{j}}{r}, j=1,2,3$. Since $\omega^{j} \in \mathbf{S}_{1}$, we have $\omega^{j} \omega^{m} \in \mathbf{S}_{0} \oplus \mathbf{S}_{2}$ since the $O(3)$-representation $\mathbf{S}_{1} \otimes_{s} \mathbf{S}_{1}$ is isomorphic to $\mathbf{S}_{0} \oplus \mathbf{S}_{2}$. Furthermore, $\mathrm{d} t^{2}$ is of scalar type 0 , the 1 -form $\mathrm{d} x^{j}=r \nless \omega^{j}+\omega^{j} \mathrm{~d} r$ is of scalar type 1 , and $\mathrm{d} x^{j} \mathrm{~d} x^{k}$ is a sum of scalar type 0 and 2 tensors. Therefore, writing sland vl for tensors of scalar type $l$ and vector type $l$, respectively, the three terms in (10.7) are sums of tensors of the following pure types:

$$
\begin{align*}
-\omega^{\ell} \omega^{m} \mathrm{~d} t^{2}: & \mathrm{s} 0, \mathrm{~s} 2  \tag{10.10a}\\
-\frac{4}{3} \omega^{\ell} \omega^{m} \mathrm{~d} t \mathrm{~d}\left(r \omega^{j}\right): & \mathrm{s} 1, \mathrm{v} 2, \mathrm{~s} 3  \tag{10.10b}\\
-\frac{1}{3} \omega^{\ell} \omega^{m} \mathrm{~d}\left(r \omega^{j}\right) \mathrm{d}\left(r \omega^{k}\right): & \mathrm{s} 0, \mathrm{v} 1, \mathrm{~s} 2, \mathrm{v} 3, \mathrm{~s} 4 \tag{10.10c}
\end{align*}
$$

We use here isomorphisms of $O$ (3)-representations such as $\mathbf{S}_{2} \otimes \mathbf{S}_{2} \cong \mathbf{S}_{0} \oplus \mathbf{V}_{1} \oplus \mathbf{S}_{2} \oplus \mathbf{V}_{3} \oplus \mathbf{S}_{4}$.

- Scalar type 1 part. The only contribution comes from (10.10b). Expanding d $\left(r \omega^{j}\right)=$ $\omega^{j} \mathrm{~d} r+r d \omega^{j}$, we then note that the contraction of $\omega^{\ell} \omega^{m} \omega^{j} \mathrm{~d} r$ (which is symmetric in $j, \ell$ ) with $R_{j \ell 0 m}$ (which is antisymmetric in $j, \ell$ ) vanishes. Next, we shall need ${ }^{69}$

$$
\frac{1}{4 \pi} \int_{\mathbb{S}^{2}} \omega^{\ell} \omega^{m} \omega^{j} \omega^{k} \mathrm{~d} g=\frac{1}{15}\left(\delta^{\ell m} \delta^{j k}+\delta^{\ell j} \delta^{m k}+\delta^{\ell k} \delta^{m j}\right)
$$

and we moreover compute $g^{-1}\left(d \omega^{j}, d \omega^{k}\right)=\left\langle e_{j}-\left(e_{j} \cdot \omega\right) \omega, e_{k}-\left(e_{k} \cdot \omega\right) \omega\right\rangle_{\mathbb{R}^{3}}$ at $\omega \in$ $\mathbb{S}^{2} \subset \mathbb{R}^{3}$ (where $e_{1}, e_{2}, e_{3}$ is the standard basis of $\mathbb{R}^{3}$ ), which equals $\delta^{j k}-\omega^{j} \omega^{k}$. Since $\frac{1}{4 \pi} \int_{\mathbb{S}^{2}} \omega^{\ell} \omega^{m} \mathrm{~d} g=\frac{1}{3} \delta^{\ell m}$, the s1 part of $\omega^{\ell} \omega^{m} r \phi \omega^{j}$ is therefore

$$
\sum_{k=1}^{3}\left(\frac{1}{4 \pi} \int_{\mathbb{S}^{2}} \omega^{\ell} \omega^{m} \phi^{-1}\left(\phi \omega^{j}, \phi \omega^{k}\right) \mathrm{d} \phi\right) \frac{3}{2} r d \omega^{k}=\frac{1}{10}\left(4 \delta^{\ell m} r \phi \omega^{j}-\delta^{\ell j} r \not d \omega^{m}-\delta^{m j} r d \omega^{\ell}\right)
$$

cf. Example 6.3. Contracting with $-\frac{4}{3} R_{j \ell 0 m}$ gives the stated result.

- Vector type 1 part. The vector type 1 components of (10.10c) are necessarily of the form $\mathrm{d} r \otimes_{s} r \mathrm{~V}$ for $\mathrm{V} \in \mathbf{V}_{1}$, cf. (6.15d). Contracting

$$
\mathrm{d}\left(r \omega^{j}\right) \mathrm{d}\left(r \omega^{k}\right)=\omega^{j} \omega^{k} \mathrm{~d} r^{2}+\omega^{k} r \not \Delta \omega^{j} \mathrm{~d} r+\omega^{j} r \not d \omega^{k} \mathrm{~d} r+r \not d \omega^{j} r \not d \omega^{k}
$$

with $R_{j \ell k m}$, we must thus find the vector type 1 part of $R_{j \ell k m} \omega^{\ell} \omega^{m}\left(\omega^{k} \phi \omega^{j}+\omega^{j} \phi \omega^{k}\right)$. But this 1 -form vanishes since $R_{j \ell k m}$ is odd in $k, m$, resp. $j, \ell$ while $\omega^{\ell} \omega^{m} \cdot \omega^{k}$, resp. $\omega^{\ell} \omega^{m} \cdot \omega^{j}$ is even.

We now return to the specific setting of the black hole gluing problem.
Lemma 10.3 (Error term \#0). The total family $\widetilde{g}_{0}$, defined by (10.4), solves the Einstein vacuum equations to leading order at $M_{\circ}$ and to leading and subleading order at $\hat{M}$, in the sense that

$$
\operatorname{Err}_{0}:=\operatorname{Ric}\left(\widetilde{g}_{0}\right)-\Lambda \widetilde{g}_{0} \in \rho_{\circ} \mathcal{C}^{\infty}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$

[^47]Moreover, supp $\operatorname{Err}_{0}$ is contained in the domain of influence of a compact subset of $\mathcal{U}^{\circ}$, and

$$
\begin{align*}
& \mathrm{e}\left(\left.\operatorname{Err}_{0}\right|_{\hat{M}_{c(t)}}\right)=\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\hat{r}^{2} \mathrm{e} g_{(2)}(t)\right)-\Lambda \hat{g}_{b},  \tag{10.11}\\
& \left.\left(\epsilon^{-1} \operatorname{Err}_{0}\right)\right|_{M_{\circ}} \equiv\left(D_{g} \operatorname{Ric}-\Lambda\right)\left(\frac{2 \mathfrak{m}}{r}\left(\mathrm{~d} t^{2}+\mathrm{d} r^{2}\right)\right) \bmod \dot{\mathcal{C}}^{\infty}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right) \tag{10.12}
\end{align*}
$$

These leading order terms lie in $\rho_{\circ} \mathcal{C}^{\infty}\left(\hat{M} ; \hat{\beta}^{*} S^{2} \widetilde{T}^{*} M\right)$ and $\hat{\rho}^{-1} \mathcal{C}^{\infty}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right)$, respectively. Furthermore, the scalar type 1 and vector type 1 components of the common boundary values $\left.\left(\hat{r} \operatorname{Err}_{0}\right)\right|_{\partial \hat{M}}=\left.\left(r \epsilon^{-1} \operatorname{Err}_{0}\right)\right|_{\partial M_{\circ}} \in \mathcal{C}^{\infty}\left(\partial M_{\circ} ; \beta_{\circ}^{*} S^{2} T_{\mathcal{C}}^{*} M\right)$ vanish.

Proof. We need to show that the $\mathcal{O}(\epsilon)$ leading order term of $\epsilon^{2} \operatorname{Err}_{0}$ at $\hat{M}$ vanishes at $\hat{M}_{c\left(t_{0}\right)}^{\circ}$ for all $t_{0} \in I$. But since e $\left.\widetilde{g}_{0}\right|_{\left\{t=t_{0}\right\}}=\hat{g}_{b}+\mathcal{O}\left(\epsilon^{2}\right)$ (regarded as an $\epsilon$-dependent family of symmetric 2-tensors on $\left.T_{c\left(t_{0}\right)} M\right)$, the desired conclusion follows from e $\left(\epsilon^{2}\left(\operatorname{Ric}\left(\widetilde{g}_{0}\right)-\Lambda \widetilde{g}_{0}\right)\right)=$ $\operatorname{Ric}\left(\mathrm{e} \widetilde{g}_{0}\right)+\mathcal{O}\left(\epsilon^{2}\right)$ near $\hat{M}^{\circ}$.

In order to verify (10.11), we may replace $g^{\prime}$ in (10.4) by its leading order term $r^{2} g_{(2)}$, since the lower order terms of $g^{\prime}$ vanish cubically at $\hat{M}$ and thus do not contribute to $\left.\operatorname{Err}_{0}\right|_{\hat{M}}$. Working near $\hat{M}^{\circ}$ and in the coordinates $\hat{t}, \hat{x}$ and writing $\omega=\frac{\hat{x}}{|\hat{x}|}$, we have ${ }^{70}$

$$
\begin{aligned}
\mathrm{e}\left(\left.\operatorname{Err}_{0}\right|_{\hat{M}}\right) & =\left.\left(\epsilon^{-2} \operatorname{Ric}\left(\hat{g}_{b}+\epsilon^{2} \hat{r}^{2} g_{(2)}(t, \omega ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x})\right)\right)\right|_{\epsilon=0}-\Lambda \mathrm{e}\left(\left.\widetilde{g}_{0}\right|_{\hat{M}}\right) \\
& =\widehat{\hat{g}_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\hat{r}^{2} \mathrm{e} g_{(2)}\right)-\Lambda \hat{g}_{b} .
\end{aligned}
$$

Near $\left(M_{\circ}\right)^{\circ}$, we compute

$$
\operatorname{Ric}\left(\widetilde{g}_{0}\right)-\Lambda \widetilde{g}_{0} \equiv \epsilon\left(D_{g} \operatorname{Ric}-\Lambda\right)\left(\left.\left(\epsilon^{-1}\left(\widetilde{g}_{0}-\widetilde{\beta}^{*} g\right)\right)\right|_{M_{\circ}}\right)
$$

modulo $\epsilon^{2} \mathcal{C}^{\infty}\left(\widetilde{M} \backslash\left(\hat{M} \cup \widetilde{K}^{\circ}\right) ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$. This gives (10.12) upon using (10.5).
We prove the final claim by considering the $\rho_{\circ}$-leading order term of $e\left(\left.\operatorname{Err}_{0}\right|_{\hat{M}_{c(t)}}\right)$ at $\hat{M}_{c(t)}$. We need to use the expression (10.11) and the following facts: the scalar type 1 and vector type 1 components of $\hat{r}^{2} \mathrm{e} g_{(2)}(t)$ vanish (Lemma 10.2); the operator $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) \equiv$ $\widehat{{\hat{\hat{g}_{b_{0}}}} \operatorname{Ric}(0) \bmod \rho_{\mathrm{o}}^{4} \operatorname{Diff}_{\mathrm{b}}^{2} \text { maps } \hat{r}^{2} \mathrm{e} g_{(2)}(t) \text { into a tensor with vanishing scalar and vector type }}$ 1 components modulo $\rho_{o}^{4} \hat{r}^{2} \mathcal{C}^{\infty}=\rho_{o}^{2} \mathcal{C}^{\infty}$; and $\hat{g}_{b}$ is of scalar type 0 modulo $\rho_{o}^{2} \mathcal{C}^{\infty}$.

The plan for the remainder for this section is as follows.
(1) In $\S 10.1$, we solve away the leading order term of $\operatorname{Err}_{0}$ at $M_{\circ}$ using Theorem 8.1.
(2) In $\S 10.2$, we solve away the leading order term of the remaining error $\operatorname{Err}^{1}$ at $\hat{M}$. This involves the inversion of the zero energy operator $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)$, which however has a cokernel (see Theorem 9.8). We show, roughly speaking, that if one modulates the center of mass and the axis of rotation of the small black hole by amounts depending on the 'slow' time variable $t$ along $\mathcal{C}$, one can eliminate the cokernel. This is the most delicate part of the construction: an $\mathcal{O}\left(\epsilon^{k}\right)$ error at $\hat{M}$ requires a modulation of the center of mass, resp. axis of rotation of the small black hole by an amount of size $\mathcal{O}\left(\epsilon^{k}\right)$, resp. $\mathcal{O}\left(\epsilon^{k+1}\right)$. We subsequently show that by pulling back

[^48]the updated metric by a suitable diffeomorphism on the total gluing spacetime, one can re-normalize the center of mass and axis of rotation of the small black hole.
(3) In $\S 10.3$, we solve away the leading order term of the remaining error $\operatorname{Err}_{2}$ at $M_{\circ}$; we take care in keeping track of certain error terms produced at $\hat{M}$.
(4) In $\S 10.4$, we again turn to $\hat{M}$, where the remaining error has an additional order of vanishing at $\hat{M}$, and indeed is of size $\mathcal{O}(\epsilon \log \epsilon)$. By modulating the center of mass and axis of rotation, we again succeed in solving this error away, and afterwards re-center the black hole. Here it is important that the error terms from previous steps have a particular form, as this prevents modulations of the black hole mass or the magnitude of the angular momentum from becoming necessary at this stage.
(5) Following another solution step at $M_{\circ}$ in $\S 10.5$, we turn again to $\hat{M}$ in $\S 10.6$, where we now face an error of size $\mathcal{O}\left(\epsilon^{2}(\log \epsilon)^{m}\right)$; this can be solved away by modulating the center of mass of the small black hole by an amount of size $\mathcal{O}\left(\epsilon^{2}(\log \epsilon)^{m}\right)$, and by also modulating the black hole parameters by amounts of size $\mathcal{O}\left(\epsilon^{3}(\log \epsilon)^{m}\right)$ which is now better than $\epsilon^{2}$ and thus acceptable without the need for further re-centering.
(6) The remainder of the construction consists of solving away errors in turn at $M_{\circ}$ and $\hat{M}$; at this point no further care needs to be taken as regards the particular nature of error terms. See $\S 10.7$.

See Theorem 10.27 for the final result of this section.
10.1. First correction at $M_{\circ}$. We begin by solving away the error term $\operatorname{Err}_{0}$ from Lemma 10.3 at $M_{\circ}$. Recall the notation (2.3).

Proposition 10.4 (First correction at $M_{\circ}$ ). There exist

$$
h_{\sharp}^{1} \in \mathcal{A}_{\mathrm{phg}}^{(1,0)_{+}}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right), \quad h_{\mathrm{b}}^{1} \in \mathcal{C}^{\infty}\left(M ; S^{2} T^{*} M\right),
$$

with the following properties:
(1) using Fermi normal coordinates near $\partial M_{\circ}$, we have

$$
\begin{aligned}
h_{\sharp}^{1}= & \hat{\chi} r h_{\sharp,(1,0)}^{1}+\tilde{h}_{\sharp}^{1}, \\
& h_{\sharp,(1,0)}^{1} \in \mathcal{C}^{\infty}\left(\partial M_{\circ} ; \beta_{\circ}^{*} S^{2} T_{\mathcal{C}}^{*} M\right), \quad \tilde{h}_{\sharp}^{1} \in \mathcal{A}_{\mathrm{phg}}^{(2,1)_{+}}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right),
\end{aligned}
$$

where $h_{\sharp,(1,0)}^{1}$ has vanishing scalar type 1 and vector type 1 components (on each fiber $\hat{M}_{p} \cap \partial M_{\circ}=\mathbb{S}^{2}$ of $\left.\partial M_{\circ}\right)$;
(2) $h_{b}^{1}$ vanishes quadratically at $\mathcal{C}$;
(3) if we set

$$
\begin{equation*}
\widetilde{g}^{1}:=\widetilde{g}_{0}+\epsilon h^{1}, \quad h^{1}:=\chi_{\circ}\left(h_{\sharp}^{1}+\beta_{\circ}^{*} h_{b}^{1}\right), \tag{10.13}
\end{equation*}
$$

then we have

$$
\begin{equation*}
\operatorname{Err}{ }^{1}:=\operatorname{Ric}\left(\widetilde{g}^{1}\right)-\Lambda \widetilde{g}^{1} \in \mathcal{A}_{\mathrm{phg}}^{(0,0)_{+},(2,0)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) \tag{10.14}
\end{equation*}
$$

(4) we have $\widetilde{g}^{1}=g$ outside (the lift to $M_{\circ}$ of) the domain of influence $U$ of a compact subset of $\mathcal{U}^{\circ}$ in $X$, and thus also supp $\operatorname{Err}^{1} \cap M_{\circ} \subset \beta_{\circ}^{*} U$;
(5) the leading order term of $\operatorname{Err}^{1}$ at $\hat{M}$ is

$$
\begin{align*}
\mathrm{e}\left(\left.\operatorname{Err}^{1}\right|_{\hat{M}_{c(t)}}\right) & =\mathrm{e}\left(\left.\operatorname{Err}_{0}\right|_{\hat{M}_{c(t)}}\right)+\widehat{{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\chi_{\circ} \hat{r} \mathrm{e}\left(h_{\sharp,(1,0)}^{1}(t)\right)\right)  \tag{10.15}\\
& =\widehat{D_{\hat{g}_{b}} \operatorname{Ric}(0)}\left[\mathrm{e}\left(\hat{r}^{2} g_{(2)}(t)+\chi_{\circ} \hat{r} h_{\sharp,(1,0)}^{1}(t)\right)\right]-\Lambda \hat{g}_{b} ;
\end{align*}
$$

(6) the $\epsilon(\log \hat{\rho})$ term of $\operatorname{Err}^{1}$ at $\hat{M}$ is

$$
\begin{equation*}
\mathrm{e}^{-1}\left(\epsilon \log (\epsilon \hat{r}) \operatorname{Err}_{(1,1)}^{1}\right), \quad \operatorname{Err}_{(1,1)}^{1}:=\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\chi_{\circ} \hat{r}^{2} \mathrm{e}\left(h_{\sharp,(2,1)}^{1}\right)\right), \tag{10.16}
\end{equation*}
$$

and satisfies $\mathrm{e}^{-1} \operatorname{Err}_{(1,1)}^{1} \in \rho_{\circ} \mathcal{C}^{\infty}\left(\hat{M} ; S^{2} \widetilde{T^{*}} \widetilde{M}\right) ;$ here ${ }^{71} h_{\sharp,(2,1)}^{1} \in \mathcal{C}^{\infty}\left(\partial M_{\circ} ; \beta_{\circ}^{*} S^{2} T_{\mathcal{C}}^{*} M\right)$ is a sum of scalar and vector type 2 tensors, as is $\left.\left(\rho_{\circ}^{-1} \operatorname{Err}_{(1,1)}^{1}\right)\right|_{\partial \hat{M}}$. That is, if one extends $\operatorname{Err}_{(1,1)}^{1}$ to an $\epsilon$-independent tensor near $\hat{M}^{\circ}$ in the coordinates $t, \hat{x}$, then

$$
\operatorname{Err}^{1}-\hat{\chi} \mathrm{e}^{-1}\left(\epsilon \log (\epsilon \hat{r}) \operatorname{Err}_{(1,1)}^{1}\right) \in \mathcal{A}_{\mathrm{phg}}^{(0,0)+\backslash\{(1,1)\},(2,0)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$

Proof. We obtain $h^{1}$ as the solution of

$$
\begin{equation*}
\left(D_{g} \operatorname{Ric}-\Lambda\right) h^{1}=f_{0}:=-\left.\left(\epsilon^{-1} \operatorname{Err}_{0}\right)\right|_{M_{\circ}} \in \hat{\rho}^{-1} \mathcal{C}^{\infty}\left(M_{\circ} ; \beta^{*} S^{2} T^{*} M\right) \tag{10.17}
\end{equation*}
$$

by means of Theorem 8.1 with $\hat{\mathcal{F}}=\left(-1+\mathbb{N}_{0}\right) \times\{0\}$. We have $\delta_{g} \mathrm{G}_{g} f_{0}=0$ since the second Bianchi identity, away from $\hat{M}$, gives

$$
0=\delta_{\widetilde{g}_{0}} \mathrm{G}_{\tilde{g}_{0}} \operatorname{Err}_{0} \equiv \delta_{g} \mathrm{G}_{g}\left(\epsilon f_{0}\right) \bmod \epsilon^{2} \mathcal{C}^{\infty}\left(\widetilde{M} \backslash \hat{M} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$

We need to be a bit more precise (cf. Remark 8.5): near $\partial M_{\circ}$ and in Fermi normal coordinates, the forcing term is $f_{0}=r^{-1} f_{0,(-1,0)}+\tilde{f}_{0}$ where $f_{0,(-1,0)} \in \mathcal{C}^{\infty}\left(\partial M_{\circ} ; \beta_{0}^{*} S^{2} T_{\mathcal{C}}^{*} M\right)$ has vanishing scalar type 1 and vector type 1 components by Lemma 10.3 , and $\tilde{f}_{0} \in$ $\mathcal{C}^{\infty}\left(M_{\circ} ; \beta^{*} S^{2} T^{*} M\right)$. Theorem 7.13(2) then produces $h_{\sharp,(1,0)}^{1}$ with $\widehat{D_{\underline{g}} \operatorname{Ric}}(0) h_{\sharp,(1,0)}^{1}=f_{0,(-1,0)}$ (at each fiber of $\partial M_{\circ} \rightarrow \mathcal{C}$ ), and

$$
f_{0}-\left(D_{g} \operatorname{Ric}-\Lambda\right)\left(\hat{\chi} r h_{\sharp,(1,0)}^{1}\right) \in \mathcal{C}^{\infty}\left(M_{\circ} ; \beta^{*} S^{2} T^{*} M\right)
$$

is one order better at $\partial M_{\circ}$ than $f_{0}$ and still lies in $\operatorname{ker} \delta_{g} \mathrm{G}_{g}$. Applying Theorem 8.1 to this error term produces $\tilde{h}_{\sharp}^{1}$ and $h_{b}^{1}$ satisfying properties (1) and (2). In view of Theorem 7.13(2) with $z=l=2$, one does expect there to be a nontrivial leading order logarithmic term $r^{2}(\log r) h_{\sharp,(2,1)}^{1}$ in the expansion of $\tilde{h}_{\sharp}^{1}$, with $h_{\sharp,(2,1)}^{1}$ necessarily being the sum of scalar and vector type 2 tensors lying in ker $N\left(r^{2} \widehat{D_{g} \operatorname{Ric}}(0), 2\right)$.

Since $\epsilon h^{1} \in \mathcal{A}_{\mathrm{phg}}^{(2,0)_{+},(1,0)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$, with $(2,0)_{+}-2=(0,0)_{+}$nonlinearly closed, property (3) and the leading order description (10.15) at $\hat{M}$ follow from Proposition 4.3(2). The leading order logarithmic contribution to $\widetilde{g}^{1}$ at $\hat{M}$ comes from the term

$$
\begin{equation*}
\epsilon r^{2}(\log r) \chi_{\circ} h_{\sharp,(2,1)}^{1}=\epsilon^{3} \log (\epsilon \hat{r}) \chi_{\circ} \hat{r}^{2} h_{\sharp,(2,1)}^{1}, \tag{10.18}
\end{equation*}
$$

and thus, following the arguments following (4.16), the leading order logarithmic term of $E r r^{1}$ is given by

$$
\mathrm{e}^{-1} \epsilon^{-2} \widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\epsilon^{3}(\log \epsilon) \chi_{\circ} \hat{r}^{2} \mathrm{e}\left(h_{\sharp,(2,1)}^{1}\right)\right),
$$

as claimed in (10.16). The fact that $\mathrm{e}^{-1} \operatorname{Err}_{(1,1)}^{1} \in \rho_{\circ} \mathcal{C}^{\infty}$ follows from the earlier observation $h_{\sharp,(2,1)}^{1} \in \operatorname{ker} N\left(r^{2} \widehat{D_{\underline{g}} \operatorname{Ric}}(0), 2\right)$.

[^49]10.2. First correction at $\hat{M}:$ modulation and re-centering. From (10.14), we deduce that
$$
\mathrm{e}\left(\left.\operatorname{Err}^{1}\right|_{\hat{M}}\right) \in \rho_{\circ}^{2} \mathcal{C}_{\mathrm{I}}^{\infty}\left(\breve{T}_{\mathcal{C}} M \backslash \breve{K}^{\circ} ; S^{23 \mathrm{sc}, \vee} T\left(\breve{T}_{\mathcal{C}} M\right)\right)
$$
with the explicit expression given by (10.15); here we write $\breve{K}^{\circ}=\bigsqcup_{p \in \mathcal{C}} \breve{K}_{p}^{\circ}$ where $\breve{K}_{p} \subset \breve{T}_{p} M$ is the closure of $\{|\hat{x}| \leq \mathfrak{m}\}$. Restricted to a single fiber $\breve{T}_{p} M$ of $\breve{T}_{\mathcal{C}} M$, we can identify the stationary tensor e $\left(\left.\operatorname{Err}^{1}\right|_{\hat{M}}\right)$ with an element of $\rho_{o}^{2} \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{23 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$, and thus ${ }^{72}$
\[

$$
\begin{equation*}
f^{1}:=\mathrm{e}\left(\left.\operatorname{Err}^{1}\right|_{\hat{M}}\right) \in \mathcal{C}^{\infty}\left(I ; \rho_{o}^{2} \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{2}{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)\right) \tag{10.19}
\end{equation*}
$$

\]

Moreover, the identity $\delta_{\widetilde{g}^{1}} \mathrm{G}_{\widetilde{g}^{1}} \operatorname{Err}^{1}=0$ implies (in view of the stationarity of $f^{1}(t)$ for all $t \in I$ ) that

$$
\widehat{\delta_{\hat{g}_{b}} G_{\hat{g}_{b}}}(0) f^{1}(t)=0 \quad \text { for all } t \in I .
$$

We investigate the condition (9.32) required for an application of Theorem 9.8 and thus set

$$
\begin{aligned}
f_{\mathrm{Kerr}}^{1} & :=\left\langle f^{1},-\right\rangle_{L^{2}\left(\hat{X}_{b}\right)} \in \mathcal{C}^{\infty}\left(I ;\left(\mathcal{K}_{b, \mathrm{Kerr}}^{*}\right)^{*}\right), \\
f_{\mathrm{COM}}^{1}: & =\left\langle f^{1},-\right\rangle_{L^{2}\left(\hat{X}_{b}\right)} \in \mathcal{C}^{\infty}\left(I ;\left(\mathcal{K}_{b, \mathrm{COM}}^{*}\right)^{*}\right)
\end{aligned}
$$

in the notation of Theorem 9.6.
Lemma 10.5 ( $f^{1}$ and the cokernel of linearized Ricci). We use the notation of Theorem 9.8. For $\omega^{*}=\omega_{0}^{*}$ as well as for $\omega^{*}=\omega_{12}^{*}$ when $\mathfrak{a} \neq 0,^{73}$ and for $\omega^{*}=\omega_{j k}^{*}$ for all $1 \leq j<k \leq 3$ when $\mathfrak{a}=0$, we have

$$
\left\langle f^{1}(t), \widehat{\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}}(0) \omega^{*}\right\rangle_{L^{2}\left(\hat{X}_{b}\right)}=f_{\mathrm{Kerr}}^{1}\left(\widehat{\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}}(0) \omega^{*}\right)=0
$$

for all $t \in I$.
Proof. Let $\chi=\chi(\hat{r}) \in \mathcal{C}^{\infty}\left(\hat{X}_{b}\right)$ be a radial function which is equal to 1 near $\partial \hat{X}_{b}$ and supported in $\hat{r}=|\hat{x}|>\mathfrak{m}$. In view of the discussion around (9.6), we may take $\omega_{0}^{*}=\chi \partial_{\hat{t}}^{b}$ and $\omega_{12}^{*}=\chi V^{\mathrm{b}}$ where $V=(e \times \hat{x}) \cdot \partial_{\hat{x}}$ is the rotation vector field around the axis $e=(0,0,1)^{T}$, which is the axis of rotation of $\hat{g}_{b}$ when $\mathfrak{a} \neq 0$, or $e \in \mathbb{R}^{3}$ is an arbitrary unit vector when $\mathfrak{a}=0$. Note then that $W=\partial_{\hat{t}}, V$ is a Killing vector field, and therefore we have

$$
\widehat{\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}}(0) \omega^{*}=\mathrm{G}_{\hat{g}_{b}}\left[\delta_{\hat{g}_{b}}^{*}, \chi\right] W^{b} \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\hat{X}_{b}^{\circ} ;{ }^{\mathrm{ssc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)
$$

Since this moreover vanishes near $\hat{r}=\hat{\mathfrak{m}}$ by definition of $\chi$, we conclude that for any $h \in \mathscr{D}^{\prime}\left(\hat{X}_{b}^{\circ} ; S^{2} T_{\hat{X}_{b}^{\circ}}^{*} \hat{M}_{b}^{\circ}\right)$ we have

$$
\begin{equation*}
\left\langle\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0) h, \widehat{\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}}(0) \omega^{*}\right\rangle=\left\langle h, \widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)^{*} \widehat{\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}}(0) \omega^{*}\right\rangle=0 . \tag{10.20}
\end{equation*}
$$

Recalling the expression (10.15) for $f^{1}(t)$, it remains to note that

$$
\left\langle\hat{g}_{b}, \widehat{G_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*}}(0) \omega^{*}\right\rangle=\left.\int_{\hat{X}_{b}} \delta_{\hat{g}_{b}}\left(\omega^{*}\right) \mathrm{d} \hat{g}_{b}\right|_{\hat{X}_{b}}=0
$$

since, for $W=\partial_{\hat{t}}, V$, we have

$$
\delta_{\hat{g}_{b}}\left(\chi W^{b}\right)=-\chi^{\prime} W^{b}(\nabla \hat{r})=-\chi^{\prime} \hat{g}_{b}(W, \nabla \hat{r})=-\chi^{\prime} \mathrm{d} \hat{r}(W)=0 .
$$

[^50]Corollary 10.6 (Parameters for elimination of the cokernel). We use the notation of Theorem 9.6. There exist unique functions

$$
\hat{c}^{1} \in \mathcal{C}^{\infty}\left(I ; \mathbb{R}^{3}\right), \quad \begin{cases}\mathfrak{a}=0: & \dot{\mathfrak{a}}^{1}=0, \\ \mathfrak{a} \neq 0: & \dot{\mathfrak{a}}^{1} \in \mathcal{C}^{\infty}\left(I ;(\mathbb{R} \mathfrak{a})^{\perp}\right),\end{cases}
$$

so that

$$
f_{\mathrm{Kerr}}^{1}=\ell_{b, \mathrm{Kerr}}\left(0, \dot{\mathfrak{a}}^{1}\right), \quad f_{\mathrm{COM}}^{1}=\ell_{b, \mathrm{COM}}\left(\hat{c}^{1}\right) .
$$

Proof. The existence and uniqueness of $\hat{c}^{1}(t), t \in I$, follows from the fact that $\ell_{b, \mathrm{COM}}: \mathbb{R}^{3} \rightarrow$ $\left(\mathcal{K}_{b, \mathrm{COM}}^{*}\right)^{*}$ is an isomorphism. When $\mathfrak{a}=0$, then $f_{\text {Kerr }}^{1}=0$ by Lemma 10.5 , which thus equals $\ell_{b, \operatorname{Kerr}}(0,0)$ indeed. When $\mathfrak{a} \neq 0$ on the other hand, then the explicit expression for $\ell_{b, \text { Kerr }}$ in Theorem 9.6 shows that the space $\ell_{b, \text { Kerr }}\left(0,(\mathbb{R a})^{\perp}\right) \subset\left(\mathcal{K}_{b, \text { Kerr }}^{*}\right)^{*}$ consists of all linear functionals on $\mathcal{K}_{b, \text { Kerr }}^{*}$ which annihilate $\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega^{*}$ for $\omega^{*}=\omega_{0}^{*}$ and $\omega_{12}^{*}$; this space thus contains $f_{\text {Kerr }}^{1}(t)$ for each $t \in I$. The smoothness of $\hat{c}^{1}$ and $\dot{\mathfrak{a}}^{1}$ along $I$ follows from their uniqueness and the linearity of their construction.

We shall account for $\hat{c}^{1}$ by modulating the center of mass of the small black hole, and for $\dot{\mathfrak{a}}^{1}$ in the case $\mathfrak{a} \neq 0$ by modulating its axis of rotation. We first motivate our strategy for the two modulations separately in $\S \S 10.2 .1-10.2 .2$. In $\S 10.2 .3$, we combine the two modulations, and in $\S 10.2 .4$ we graft them into the total gluing spacetime.
10.2.1. Center of mass. In Fermi normal coordinates $(t, x)$, and with $\hat{x}=\frac{x}{\epsilon}$, and for $\hat{c} \in$ $\mathcal{C}^{\infty}\left(I ; \mathbb{R}^{3}\right)$, define for fixed $t \in I$ the diffeomorphism

$$
\Phi_{1, \hat{c}(t)}:(\epsilon, \hat{x}) \mapsto(\epsilon, \hat{x}+\hat{c}(t))
$$

on $[0,1)_{\epsilon} \times\{t\} \times \mathbb{R}_{\hat{x}}^{3}$. Here and in $\S 10.2 .2$ below, we consider a simplified setting in which instead of $\tilde{g}^{1}$ we work on

$$
[0,1)_{\epsilon} \times \hat{M}^{\circ}=[0,1)_{\epsilon} \times I_{t} \times \mathbb{R}_{\hat{x}}^{3}
$$

(which is diffeomorphic to a neighborhood of $\hat{M}^{\circ} \subset \widetilde{M}$ ) with a section of the pullback of $S^{2} T_{\mathcal{C}}^{*} M$ which on a level set of $t$ we define by $\Phi_{1, \hat{c}(t)}^{*} \hat{g}_{b}$; we denote this tensor by $\left(\Phi_{1, \hat{c}(t)}^{*} \hat{g}_{b}\right)_{t \in I}$. We emphasize that $\hat{g}_{b}=\hat{g}_{b}(\hat{x} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x})$; thus,

$$
\left(\Phi_{1, \hat{c}(t)}^{*} \hat{g}_{b}\right)_{t \in I}=\hat{g}_{b}(\hat{x}+\hat{c}(t) ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x}) .
$$

Working near the interior of the front face of $\left[\widetilde{M} ; \hat{M}_{c\left(t_{0}\right)}\right]$ (cf. (3.14)) with coordinates

$$
\begin{equation*}
\epsilon, \quad \hat{t}=\frac{t-t_{0}}{\epsilon}, \quad \hat{x}, \tag{10.21}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left(\Phi_{1, \hat{c}(t)}^{*} \hat{g}_{b}\right)_{t \in I}=\hat{g}_{b}\left(\hat{x}+\hat{c}\left(t_{0}+\epsilon \hat{t}\right) ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x}\right) . \tag{10.22}
\end{equation*}
$$

Taylor expanding $\hat{c}$ around $t_{0}$ gives $\hat{c}(t)=\hat{c}\left(t_{0}\right)+\left(t-t_{0}\right) \hat{c}^{\prime}\left(t_{0}\right)+\frac{\left(t-t_{0}\right)^{2}}{2} \hat{c}^{\prime \prime}\left(t_{0}\right)+\left(t-t_{0}\right)^{3} \mathcal{C}^{\infty}$ and thus (regarding $t$ as a parameter, and subsequently expressing it in terms of $\hat{t}$ ), defining $\Phi_{\hat{c}\left(t_{0}\right)}:(\hat{t}, \hat{x}) \mapsto\left(\hat{t}, \hat{x}+\hat{c}\left(t_{0}\right)\right)$,

$$
\begin{equation*}
\left(\Phi_{1, \hat{c}(t)}^{*} \hat{g}_{b}\right)_{t \in I} \equiv \Phi_{\hat{c}\left(t_{0}\right)}^{*}\left(\hat{g}_{b}+\epsilon \hat{t} \mathcal{L}_{\hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}+\frac{\epsilon^{2} \hat{t}^{2}}{2}\left(\mathcal{L}_{\hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}}^{2}+\mathcal{L}_{\hat{c}^{\prime \prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}}\right) \hat{g}_{b}\right) \bmod \epsilon^{3} \mathcal{C}^{\infty} \tag{10.23}
\end{equation*}
$$

for bounded $\hat{t}, \hat{x}$; here, we write $\mathcal{C}^{\infty}=\mathcal{C}^{\infty}\left([0,1)_{\epsilon} \times \mathbb{R}_{\hat{t}, \hat{x}}^{4} ; S^{2} T^{*} \mathbb{R}^{4}\right)$. This gives

$$
\begin{align*}
\operatorname{Ric}\left(\left(\Phi_{1, \hat{c}(t)}^{*} \hat{g}_{b}\right)_{t \in I}\right) & \equiv \Phi_{\hat{c}\left(t_{0}\right)}^{*}\left(\operatorname{Ric}\left(\hat{g}_{b}\right)+\epsilon D_{\hat{g}_{b}} \operatorname{Ric}\left(\hat{t} \mathcal{L}_{\hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}\right)\right)  \tag{10.24}\\
& \equiv 2 \epsilon \Phi_{\hat{c}\left(t_{0}\right)}^{*}\left(\left[D_{\hat{g}_{b}} \operatorname{Ric}, \hat{t}\right] h_{b, \hat{c}^{\prime}\left(t_{0}\right)}\right) \bmod \epsilon^{2} \mathcal{C}^{\infty},
\end{align*}
$$

where we used (9.8). (An explicit calculation using Corollary 6.7 shows that this does not vanish unless $\hat{c}^{\prime}\left(t_{0}\right)=0$.)

Remark 10.7 (Comparison with total pullback). The pullback of $(t, \hat{x}) \mapsto \hat{g}_{b}(\hat{x} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x})$ along

$$
\begin{equation*}
\Phi_{\hat{c}}:(\epsilon, t, \hat{x}) \mapsto(\epsilon, t, \hat{x}+\hat{c}(t)), \tag{10.25}
\end{equation*}
$$

which in the coordinates (10.21) is

$$
\begin{equation*}
\Phi_{\hat{c}}:(\epsilon, \hat{t}, \hat{x}) \mapsto\left(\epsilon, \hat{t}, \hat{x}+\hat{c}\left(t_{0}+\epsilon \hat{t}\right)\right)=\left(\epsilon, \hat{t}, \hat{x}+\hat{c}\left(t_{0}\right)+\epsilon \hat{t}^{\prime} \hat{c}^{\prime}\left(t_{0}\right)+\mathcal{O}\left(\epsilon^{2}\right)\right) \tag{10.26}
\end{equation*}
$$

is equal to

$$
\begin{equation*}
\Phi_{\hat{c}}^{*} \hat{g}_{b}=\hat{g}_{b}\left(\hat{x}+\hat{c}\left(t_{0}+\epsilon \hat{t}\right), \mathrm{d} \hat{t}, \mathrm{~d} \hat{x}+\epsilon \hat{c}^{\prime}\left(t_{0}+\epsilon \hat{t}\right) \mathrm{d} \hat{t}\right) . \tag{10.27}
\end{equation*}
$$

Since $\hat{g}_{b}$ is Ricci-flat, this pullback is also Ricci-flat. Note that this pullback metric differs from (10.22) when $\hat{c}^{\prime} \neq 0$. The Taylor expansion of $\Phi_{\hat{c}}^{*} \hat{g}_{b}$ in (10.27) at $\epsilon=0$ (and for bounded $\hat{t}$ ) is

$$
\Phi_{\hat{c}}^{*} \hat{g}_{b} \equiv \Phi_{\hat{c}\left(t_{0}\right)}^{*}\left(\hat{g}_{b}+\epsilon \mathcal{L}_{\hat{t} \hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}\right) \bmod \epsilon^{2} \mathcal{C}^{\infty} .
$$

Compared with (10.23), the factor $\hat{t}$ is in the argument of the Lie derivative here.
Returning to (10.24), recall now from Definition 9.4 that

$$
\begin{align*}
& \hat{t} h_{b, \hat{c}^{\prime}}\left(t_{0}\right)  \tag{10.28}\\
&+\breve{h}_{b, \hat{c}^{\prime}\left(t_{0}\right)} \\
&=\frac{1}{2} \mathcal{L}_{\hat{t} \hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}+\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{\hat{t}}} \hat{g}_{b} \in \operatorname{ker} D_{\hat{g}_{b}} R i c \\
& \Longrightarrow \breve{h}_{b, \hat{c}^{\prime}\left(t_{0}\right)}=\frac{1}{2}\left(\mathcal{L}_{\hat{t} \hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}}-\hat{t} \mathcal{L}_{\hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}}+\mathcal{L}_{\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{\hat{t}}}\right) \hat{g}_{b} .
\end{align*}
$$

We thus deduce that $\operatorname{Ric}\left(\left(\Phi_{1, \hat{c}(t)}^{*}\left(\hat{g}_{b}+2 \epsilon \breve{h}_{b, \hat{c}^{\prime}(t)}\right)\right)_{t \in I}\right) \in \epsilon^{2} \mathcal{C}^{\infty}$. We proceed to compute the $\epsilon^{2}$ leading order term, which is related to the tensors in (9.15) and (9.18). We first record the following general result:

Lemma 10.8 (Lie derivatives and the Taylor expansion of Ricci). If $(\mathcal{M}, g)$ is Ricci-flat and $V \in \mathcal{V}(\mathcal{M})$, then

$$
\begin{aligned}
D_{g}^{2} \operatorname{Ric}\left(\mathcal{L}_{V} g, \mathcal{L}_{V} g\right) & =-D_{g} \operatorname{Ric}\left(\mathcal{L}_{V}^{2} g\right) \\
D_{g}^{3} \operatorname{Ric}\left(\mathcal{L}_{V} g, \mathcal{L}_{V} g, \mathcal{L}_{V} g\right) & =-3 D_{g}^{2} \operatorname{Ric}\left(\mathcal{L}_{V} g, \mathcal{L}_{V}^{2} g\right)-D_{g} \operatorname{Ric}\left(\mathcal{L}_{V}^{3} g\right) .
\end{aligned}
$$

For $V, W \in \mathcal{V}(\mathcal{M})$, we furthermore have

$$
\begin{equation*}
D_{g}^{2} \operatorname{Ric}\left(\mathcal{L}_{V} g, \mathcal{L}_{W} g\right)=-\frac{1}{2}\left(D_{g} \operatorname{Ric}\left(\mathcal{L}_{V} \mathcal{L}_{W} g\right)+D_{g} \operatorname{Ric}\left(\mathcal{L}_{W} \mathcal{L}_{V} g\right)\right) \tag{10.29}
\end{equation*}
$$

Proof. Denote by $\Psi_{s}$ the time $s$ flow of $V$, which is defined on any fixed precompact open subset $U \subset \mathcal{M}$ when $s$ is sufficiently small (depending on $U$ ). We compute the Taylor expansion of $\operatorname{Ric}\left(\Psi_{s}^{*} g\right)=0$ around $s=0$ using

$$
\begin{equation*}
\Psi_{s}^{*} g=g+s \mathcal{L}_{V} g+\frac{s^{2}}{2} \mathcal{L}_{V}^{2} g+\frac{s^{3}}{6} \mathcal{L}_{V}^{3} g+\mathcal{O}\left(s^{4}\right) \tag{10.30}
\end{equation*}
$$

where $\mathcal{O}\left(s^{4}\right)$ denotes a smooth symmetric 2 -tensor on $U$ which depends smoothly on $s$ when $s$ is sufficiently small and vanishes to fourth order at $s=0$, to be

$$
\begin{aligned}
0= & \operatorname{Ric}(g)+s D_{g} \operatorname{Ric}\left(\mathcal{L}_{V} g\right)+\frac{s^{2}}{2}\left(D_{g} \operatorname{Ric}\left(\mathcal{L}_{V}^{2} g\right)+D_{g}^{2} \operatorname{Ric}\left(\mathcal{L}_{V} g, \mathcal{L}_{V} g\right)\right) \\
& +\frac{s^{3}}{6}\left(D_{g} \operatorname{Ric}\left(\mathcal{L}_{V}^{3} g\right)+3 D_{g}^{2} \operatorname{Ric}\left(\mathcal{L}_{V} g, \mathcal{L}_{V}^{2} g\right)+D_{g}^{3} \operatorname{Ric}\left(\mathcal{L}_{V} g, \mathcal{L}_{V} g, \mathcal{L}_{V} g\right)\right)+\mathcal{O}\left(s^{4}\right)
\end{aligned}
$$

The vanishing of the coefficients of $s^{2}$ and $s^{3}$ gives the desired result. The identity (10.29) follows by polarization.

Lemma 10.9 (Ricci tensor of fiberwise pullback: center of mass). Consider on $[0,1)_{\epsilon} \times \hat{M}^{\circ}$ the symmetric 2-tensor (in $\mathrm{d} \hat{t}$, $\mathrm{d} \hat{x}$, with smooth dependence on $\epsilon, t, \hat{x}$ ) which for fixed $t \in I$ is given by $\Phi_{1, \hat{c}(t)}^{*}\left(\hat{g}_{b}+2 \epsilon \breve{h}_{b, \hat{c}^{\prime}(t)}\right)$. For $t_{0} \in I$, set $V\left(t_{0}\right)=\hat{t} \hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}+\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{\hat{t}}$ (generator of a Lorentz boost). In terms of $t=t_{0}+\epsilon \hat{t}$, we then have

$$
\begin{equation*}
\left(\Phi_{1, \hat{c}(t)}^{*}\left(\hat{g}_{b}+2 \epsilon \breve{h}_{b, \hat{c}^{\prime}(t)}\right)\right) \equiv \Phi_{\hat{c}\left(t_{0}\right)}^{*}\left(\hat{g}_{b}+\epsilon \mathcal{L}_{V\left(t_{0}\right)} \hat{g}_{b}\right) \bmod \epsilon^{2} \mathcal{C}^{\infty} \tag{10.31}
\end{equation*}
$$

and furthermore

$$
\begin{align*}
& \operatorname{Ric}\left(\left(\Phi_{1, \hat{c}(t)}^{*}\left(\hat{g}_{b}+2 \epsilon \breve{h}_{b, \hat{c}^{\prime}(t)}\right)\right)_{t \in I}\right) \\
& \quad \equiv \epsilon^{2} \Phi_{\hat{c}\left(t_{0}\right)}^{*}\left[2 D_{\hat{g}_{b}} \operatorname{Ric}\left(\frac{\hat{t}^{2}}{2} h_{b, \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t} \breve{h}_{b, \hat{c}^{\prime \prime}\left(t_{0}\right)}\right)+D_{\hat{g}_{b}} \operatorname{Ric}\left(f\left(t_{0}\right)\right)\right] \bmod \epsilon^{3} \mathcal{C}^{\infty} \tag{10.32}
\end{align*}
$$

where $f \in \mathcal{C}^{\infty}\left(I ; \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{23 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)\right) .^{74}$
Proof. Using (10.23), we have, modulo $\epsilon^{3} \mathcal{C}^{\infty}$,

$$
\begin{align*}
& \left(\Phi_{1, \hat{c}(t)}^{*}\left(\hat{g}_{b}+2 \epsilon \breve{h}_{b, \hat{c}^{\prime}(t)}\right)\right)_{t \in I} \\
& \equiv \Phi_{\hat{c}\left(t_{0}\right)}^{*}\left[\hat{g}_{b}+\epsilon\left(\hat{t} \mathcal{L}_{\hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}+2 \breve{h}_{b, \hat{c}^{\prime}\left(t_{0}\right)}\right)\right. \\
& \left.+\epsilon^{2}\left(\frac{\hat{t}^{2}}{2} \mathcal{L}_{\hat{c}^{\prime \prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}+\frac{\hat{t}^{2}}{2} \mathcal{L}_{\hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}+2 \hat{t} \breve{h}_{b, \hat{c}^{\prime \prime}}\left(t_{0}\right)+2 \hat{t} \mathcal{L}_{\hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \breve{h}_{b, \hat{c}^{\prime}\left(t_{0}\right)}\right)\right] \\
& =\Phi_{\hat{c}\left(t_{0}\right)}^{*}\left[\hat{g}_{b}+\epsilon \mathcal{L}_{\hat{t} \hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}+\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{\hat{t}}} \hat{g}_{b}+2 \epsilon^{2}\left(\frac{\hat{t}^{2}}{2} h_{b, \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t} \breve{h}_{b, \hat{c}^{\prime \prime}\left(t_{0}\right)}\right)\right. \\
& \left.+\epsilon^{2}\left(\frac{\hat{t}^{2}}{2} \mathcal{L}_{\hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}}^{2} \hat{g}_{b}+\hat{t} \mathcal{L}_{\hat{c}^{\prime}}\left(t_{0}\right) \cdot \partial_{\hat{x}}\left(\mathcal{L}_{\hat{t} \hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}}-\hat{t} \mathcal{L}_{\hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}}+\mathcal{L}_{\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{t}}\right) \hat{g}_{b}\right)\right], \tag{10.33}
\end{align*}
$$

where we used (10.28) for the second equality. Motivated by Lemma 10.8, we rewrite the final line. To simplify the notation, we use the notation $\widetilde{\mathcal{L}}(V):=\mathcal{L}_{V}(\cdot)$ from (9.28). Writing $\hat{c}^{\prime}=\hat{c}^{\prime}\left(t_{0}\right)$, we then compute

$$
\begin{aligned}
& \frac{1}{2} \mathcal{L}_{\hat{t} \hat{c}^{\prime} \cdot \partial_{\hat{x}}+\left(\hat{c}^{\prime} \cdot \hat{x}\right) \partial_{\hat{t}}} \hat{g}_{b}=\frac{1}{2} \widetilde{\mathcal{L}}\left(\hat{t}^{\prime} \hat{c}^{\prime} \cdot \partial_{\hat{x}}+\left(\hat{c}^{\prime} \cdot \hat{x}\right) \partial_{\hat{t}}\right)^{2} \hat{g}_{b}=\frac{1}{2}\left(\hat{t} A_{1}+A_{0}\right)^{2} \hat{g}_{b}, \\
& A_{1}:=\widetilde{\mathcal{L}}\left(\hat{c}^{\prime} \cdot \partial_{\hat{x}}\right), \quad A_{0}:=[\widetilde{\mathcal{L}}, \hat{t}]\left(\hat{c}^{\prime} \cdot \partial_{\hat{x}}\right)+\widetilde{\mathcal{L}}\left(\left(\hat{c}^{\prime} \cdot \hat{x}\right) \partial_{\hat{t}}\right) .
\end{aligned}
$$

Since $\left[A_{1}, \hat{t}\right]=0$, this is further equal to

$$
\left(\frac{\hat{t}^{2}}{2} A_{1}^{2}+\hat{t} A_{1} A_{0}\right) \hat{g}_{b}+\left(\frac{1}{2}\left[A_{0}, \hat{t} A_{1}\right]+\frac{1}{2} A_{0}^{2}\right) \hat{g}_{b}
$$

[^51]The first parenthesis precisely matches the $\epsilon^{2}$-coefficient in the final line of (10.33). Furthermore, $\frac{1}{2} A_{0}^{2} \hat{g}_{b}=A_{0} \breve{h}_{b, \hat{c}^{\prime}} \in \rho_{\circ} \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{2}{ }^{3 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ (where $\rho_{\circ}=\langle\hat{x}\rangle^{-1}$ ) since $\breve{h}_{b, \hat{c}^{\prime}}$ is of this class (and stationary) and $[\widetilde{\mathcal{L}}, \hat{t}]\left(\hat{c}^{\prime} \cdot \partial_{\hat{x}}\right) \in \operatorname{Diff}_{\mathrm{b}}^{0}\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ is stationary as well, and $\widetilde{\mathcal{L}}\left(\left(\hat{c}^{\prime} \cdot \hat{x}\right) \partial_{\hat{t}}\right) \breve{h}_{b, \hat{c}^{\prime}}=\left[\widetilde{\mathcal{L}}, \hat{c}^{\prime} \cdot \hat{x}\right]\left(\partial_{\hat{t}}\right) \breve{h}_{b, \hat{c}^{\prime}}$ with $\left[\widetilde{\mathcal{L}}, \hat{c}^{\prime} \cdot \hat{x}\right]\left(\partial_{\hat{t}}\right) \in \operatorname{Diff}_{\mathrm{b}}^{0}\left(\hat{X}_{b} ; S^{23 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$.

We proceed to rewrite $\frac{1}{2}\left[A_{0}, \hat{t} A_{1}\right] \hat{g}_{b}$ : this is $\frac{1}{2}$ times

$$
\begin{aligned}
& {\left[[\widetilde{\mathcal{L}}, \hat{t}]\left(\hat{c}^{\prime} \cdot \partial_{\hat{x}}\right)+\widetilde{\mathcal{L}}\left(\left(\hat{c}^{\prime} \cdot \hat{x}\right) \partial_{\hat{t}}\right), \widetilde{\mathcal{L}}\left(\hat{t} \hat{c}^{\prime} \cdot \partial_{\hat{x}}\right)-[\widetilde{\mathcal{L}}, \hat{t}]\left(\hat{c}^{\prime} \cdot \partial_{\hat{x}}\right)\right] \hat{x}_{b}} \\
& =\left[\left[[\widetilde{\mathcal{L}}, \hat{t}]\left(\hat{c}^{\prime} \cdot \partial_{\hat{x}}\right), \widetilde{\mathcal{L}}\left(\hat{t} \hat{c}^{\prime} \cdot \partial_{\hat{x}}\right)\right] \hat{g}_{b}+\left[\widetilde{\mathcal{L}}\left(\left(\hat{c}^{\prime} \cdot \hat{x}\right) \partial_{\hat{t}}\right), \widetilde{\mathcal{L}}\left(\hat{t} \hat{c}^{\prime} \cdot \partial_{\hat{x}}\right)\right] \hat{g}_{b}\right. \\
& \left.\left.\quad-\left[\begin{array}{c}
\mathcal{L} \\
( \\
c^{\prime}
\end{array} \hat{x}\right) \partial_{\hat{t}}\right),[\widetilde{\mathcal{L}}, \hat{t}]\left(\hat{c}^{\prime} \cdot \partial_{\hat{x}}\right)\right] \hat{g}_{b} .
\end{aligned}
$$

The second term is the Lie derivative of $\hat{g}_{b}$ along $\left[\left(\hat{c}^{\prime} \cdot \hat{x}\right) \partial_{\hat{t}}, \hat{t} \hat{c}^{\prime} \cdot \partial_{x}\right]=\left(\hat{c}^{\prime} \cdot \hat{x}\right) \hat{c}^{\prime} \cdot \partial_{\hat{x}}-\left|\hat{c}^{\prime}\right|^{2} \hat{t} \partial_{\hat{t}}$; the third term is a stationary tensor which lies in $\mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{2}{ }^{3 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$. For $f=\hat{t}, V=\hat{c}^{\prime} \cdot \partial_{\hat{x}}$, the operator acting on $\hat{g}_{b}$ in the first term is

$$
\begin{aligned}
{[[\widetilde{\mathcal{L}}, f](V), \widetilde{\mathcal{L}}(f V)] } & =[\widetilde{\mathcal{L}}(f V)-f \widetilde{\mathcal{L}}(V), \widetilde{\mathcal{L}}(f V)]=\mathcal{L}_{f V} f \mathcal{L}_{V}-f \mathcal{L}_{V} \mathcal{L}_{f V} \\
& =f V(f) \mathcal{L}_{V}+f\left[\mathcal{L}_{f V}, \mathcal{L}_{V}\right]=f V(f) \mathcal{L}_{V}+f \mathcal{L}_{[f V, V]} \\
& =f V(f) \mathcal{L}_{V}-f \mathcal{L}_{V(f) V}=0
\end{aligned}
$$

since $V(f)=0$. In summary, we have shown that

$$
\begin{aligned}
& \left(\Phi_{1, \hat{c}(t)}^{*}\left(\hat{g}_{b}+2 \epsilon \breve{h}_{b, \hat{c}^{\prime}(t)}\right)\right)_{t \in I} \\
& \begin{aligned}
& \Phi_{\hat{c}\left(t_{0}\right)}^{*}\left[\hat{g}_{b}+\epsilon \mathcal{L}_{V\left(t_{0}\right)} \hat{g}_{b}+\frac{\epsilon^{2}}{2} \mathcal{L}_{V\left(t_{0}\right)}^{2} \hat{g}_{b}+2 \epsilon^{2}\left(\frac{\hat{t}^{2}}{2} h_{b, \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t} \breve{h}_{b, \hat{c}^{\prime \prime}\left(t_{0}\right)}\right)\right. \\
&\left.+\epsilon^{2}\left(\mathcal{L}_{W\left(t_{0}\right)} \hat{g}_{b}+f\left(t_{0}\right)\right)\right] \bmod \epsilon^{3} \mathcal{C}^{\infty},
\end{aligned}
\end{aligned}
$$

where $f \in \mathcal{C}^{\infty}\left(I ; \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)\right)$, and $W \in \mathcal{C}^{\infty}\left(I ; \mathcal{V}\left(\mathbb{R}_{\hat{t}, \hat{x}}^{1+3}\right)\right)$. (The proof gives $\left.W\left(t_{0}\right)=\frac{1}{2}\left(\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}-\left|\hat{c}^{\prime}\left(t_{0}\right)\right|^{2} \hat{t} \partial_{\hat{t}}\right).\right)$

Next, note that pullback of tensors along $\Phi_{\hat{c}\left(t_{0}\right)}^{*}$, regarded as a $t$-independent diffeomorphism of $t$-level sets coincides with pullback along $(\epsilon, t, \hat{x}) \mapsto\left(\epsilon, t, \hat{x}+\hat{c}\left(t_{0}\right)\right)$ (cf. Remark 10.7) and thus commutes with the computation of the Ricci tensor. We moreover have $\operatorname{Ric}\left(\hat{g}_{b}+\epsilon \mathcal{L}_{V\left(t_{0}\right)} \hat{g}_{b}+\frac{\epsilon^{2}}{2} \mathcal{L}_{V\left(t_{0}\right)}^{2} \hat{g}_{b}\right) \in \epsilon^{3} \mathcal{C}^{\infty}$ by (the proof of) Lemma 10.8. The expression (10.32) thus follows from the fact that $D_{\hat{g}_{b}} \operatorname{Ric}\left(\mathcal{L}_{W\left(t_{0}\right)} \hat{g}_{b}\right)=0$.
10.2.2. Axis of rotation. For this part, we shall assume

$$
\mathfrak{a} \neq 0 .
$$

(Otherwise, there is nothing to do by Corollary 10.6.) We need to modify the tensor $(\epsilon, t, \hat{x}) \mapsto \hat{g}_{b}(\hat{x} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x}), t=t_{0}+\epsilon \hat{t}$, in such a way as to produce a term $\hat{t} g_{b}^{\prime}\left(0, \dot{\mathfrak{a}}^{1}\right)$ in the $\epsilon^{2}$-coefficient of the Ricci tensor, similarly to (but in fact simpler than) (10.32). We define the rotation vector field

$$
\begin{equation*}
\Omega(\dot{\mathfrak{a}})=\Omega_{0}(\dot{\mathfrak{a}}, \hat{x}) \cdot \partial_{\hat{x}}, \quad \Omega_{0}(\dot{\mathfrak{a}}, \hat{x})=\left(\dot{\mathfrak{a}} \times \frac{\mathfrak{a}}{|\mathfrak{a}|^{2}}\right) \times \hat{x} \tag{10.34}
\end{equation*}
$$

Lemma 10.10 (Linearized Kerr metric as a Lie derivative). If $\mathbb{R}^{3} \ni \dot{\mathfrak{a}} \perp \mathfrak{a}$ (in terms of the Euclidean metric on $\mathbb{R}^{3}$ ), then

$$
g_{\mathfrak{m}, \mathfrak{a}}^{\prime}(0, \dot{\mathfrak{a}})=\mathcal{L}_{\Omega(\mathfrak{a})} \hat{g}_{b} .
$$

Proof. Denote the time $s$ flow of $\Omega(\dot{\mathfrak{a}})$ by $\phi_{s}$. Then the derivative at $s=0$ of $\phi_{s}^{*} \hat{g}_{\mathfrak{m}, \mathfrak{a}}=\hat{g}_{\mathfrak{m}, \phi_{s}^{-1} \mathfrak{a}}$ reads

$$
\mathcal{L}_{\Omega(\mathfrak{a})} \hat{g}_{\mathfrak{m}, \mathfrak{a}}=\hat{g}_{\mathfrak{m}, \mathfrak{a}}^{\prime}\left(0,-\Omega_{0}(\dot{\mathfrak{a}}, \mathfrak{a})\right) .
$$

But $\Omega_{0}(\dot{\mathfrak{a}}, \mathfrak{a})=-\left(\mathfrak{a} \cdot \frac{\mathfrak{a}}{|\mathfrak{a}|^{2}}\right) \dot{\mathfrak{a}}=-\dot{\mathfrak{a}}$ since $\dot{\mathfrak{a}} \cdot \mathfrak{a}=0$.
The analogue of Lemma 10.9 is then:
Lemma 10.11 (Ricci tensor of fiberwise pullback: axis of rotation). Let $\dot{\mathfrak{a}} \in \mathcal{C}^{\infty}\left(I ;(\mathbb{R} \mathfrak{a})^{\perp}\right)$. Consider on $[0,1)_{\epsilon} \times \hat{M}^{\circ}$ the symmetric 2-tensor (in $\mathrm{d} \hat{t}$, $\mathrm{d} \hat{x}$, with smooth dependence on $\epsilon, t, \hat{x})$ which for fixed $t \in I$ is given by $\hat{g}_{b}+\epsilon \hat{g}_{b}^{\prime}(0, \dot{\mathfrak{a}}(t))$. Let $t_{0} \in I$. In terms of $t=t_{0}+\epsilon \hat{t}$, we then have

$$
\begin{equation*}
\left(\hat{g}_{b}+\epsilon \hat{g}_{b}^{\prime}(0, \dot{\mathfrak{a}}(t))\right)_{t \in I}=\hat{g}_{b}+\epsilon \mathcal{L}_{\Omega\left(\hat{\mathfrak{a}}\left(t_{0}\right)\right)} \hat{g}_{b} \bmod \epsilon^{2} \mathcal{C}^{\infty} . \tag{10.35}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\operatorname{Ric}\left(\left(\hat{g}_{b}+\epsilon \hat{g}_{b}^{\prime}(0, \dot{\mathfrak{a}}(t))\right)_{t \in I}\right) \equiv \epsilon^{2}\left[D_{\hat{g}_{b}} \operatorname{Ric}\left(\hat{t} \hat{g}_{b}^{\prime}\left(0, \dot{\mathfrak{a}}^{\prime}\left(t_{0}\right)\right)\right)+D_{\hat{g}_{b}} \operatorname{Ric}\left(f\left(t_{0}\right)\right)\right] \bmod \epsilon^{3} \mathcal{C}^{\infty} \tag{10.36}
\end{equation*}
$$ where $f=-\frac{1}{2} \mathcal{L}_{\Omega(\dot{\mathfrak{a}}(\cdot))}^{2} \hat{g}_{b} \in \mathcal{C}^{\infty}\left(I ; \rho_{\mathrm{o}}^{2} \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{2 \text { 3sc }} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)\right)\left(\right.$ where $\left.\rho_{\circ}=\langle\hat{x}\rangle^{-1}\right)$.

The first term in (10.36) is precisely the one appearing in (9.16).
Proof of Lemma 10.11. Taylor expanding $\dot{\mathfrak{a}}(t)=\dot{\mathfrak{a}}\left(t_{0}\right)+\left(t-t_{0}\right) \dot{\mathfrak{a}}^{\prime}\left(t_{0}\right)+\mathcal{O}\left(\left(t-t_{0}\right)^{2}\right)$ and then writing $t=t_{0}+\epsilon \hat{t}$ gives

$$
\begin{aligned}
\left(\hat{g}_{b}+\epsilon \hat{g}_{b}^{\prime}(0, \dot{\mathfrak{a}}(t))\right)_{t \in I} \equiv \hat{g}_{b}+ & \epsilon \mathcal{L}_{\Omega\left(\dot{\mathfrak{a}}\left(t_{0}\right)\right)} \hat{g}_{b}+\epsilon^{2} \hat{t}_{\underline{g}}^{b} \\
\equiv & \left(0, \dot{\mathfrak{a}}^{\prime}\left(t_{0}\right)\right) \\
& +\epsilon \mathcal{L}_{\Omega\left(\dot{\mathfrak{a}}\left(t_{0}\right)\right)} \hat{g}_{b}+\frac{\epsilon^{2}}{2} \mathcal{L}_{\Omega\left(\mathfrak{a}\left(t_{0}\right)\right)}^{2} \hat{g}_{b} \\
& +\epsilon^{2}\left(\hat{t} \hat{g}_{b}^{\prime}\left(0, \dot{\mathfrak{a}}^{\prime}\left(t_{0}\right)\right)-\frac{1}{2} \mathcal{L}_{\Omega\left(\dot{\mathfrak{a}}\left(t_{0}\right)\right)}^{2} \hat{g}_{b}\right) \bmod \epsilon^{3} \mathcal{C}^{\infty}
\end{aligned}
$$

in view of Lemma 10.10. Lemma 10.8 then gives (10.36).
10.2.3. Combination; total pullback. The combination of Lemmas 10.9 and 10.11 is:

Proposition 10.12 (Ricci tensor of fiberwise pullback: combination). Let $\hat{c} \in \mathcal{C}^{\infty}\left(I ; \mathbb{R}^{3}\right)$. If $\mathfrak{a} \neq 0$ and $\dot{\mathfrak{a}} \in \mathcal{C}^{\infty}\left(I ;(\mathbb{R} \mathfrak{a})^{\perp}\right)$, define

$$
\hat{g}_{1, b, \hat{c}, \hat{\mathbf{a}}}=\hat{g}_{1, b, \hat{c}, \hat{\mathbf{a}}}(\epsilon, t, \hat{x} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x})
$$

on $[0,1)_{\epsilon} \times \hat{M}^{\circ}$ to be equal to $\Phi_{1, \hat{c}(t)}^{*}\left(\hat{g}_{b}+2 \epsilon \breve{h}_{b, \hat{c}^{\prime}(t)}+\epsilon \hat{g}_{b}^{\prime}(0, \dot{\mathfrak{a}}(t))\right)$ for fixed $t \in I$, where $\Phi_{1, \hat{c}(t)}(\epsilon, \hat{x})=(\epsilon, \hat{x}+\hat{c}(t))$. Let $t_{0} \in I$ and set $V\left(t_{0}\right)=\hat{t} \hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}+\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{\hat{t}}+\Omega\left(\dot{\mathfrak{a}}\left(t_{0}\right)\right)$. Then, in terms of $t=t_{0}+\epsilon \hat{t}$, and writing $\Phi_{\hat{c}\left(t_{0}\right)}:(\hat{t}, \hat{x}) \mapsto\left(\hat{t}, \hat{x}+\hat{c}\left(t_{0}\right)\right)$,

$$
\begin{equation*}
\hat{g}_{1, b, \hat{c}, \hat{\mathbf{a}}}=\Phi_{\hat{c}\left(t_{0}\right)}^{*}\left(\hat{g}_{b}+\epsilon \mathcal{L}_{V\left(t_{0}\right)} \hat{g}_{b}\right) \bmod \epsilon^{2} \mathcal{C}^{\infty} . \tag{10.37}
\end{equation*}
$$

Furthermore,

$$
\begin{align*}
\operatorname{Ric}\left(\hat{g}_{1, b, \hat{c}, \hat{\mathfrak{a}}}\right) \equiv \epsilon^{2} \Phi_{\hat{c}\left(t_{0}\right)}^{*}\left[D _ { \hat { g } _ { b } } \operatorname { R i c } \left(\frac{\hat{t}^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\right.\right. & \left.+\hat{t} \breve{h}_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t} \hat{g}_{b}^{\prime}\left(0, \dot{\mathfrak{a}}^{\prime}\left(t_{0}\right)\right)\right)  \tag{10.38}\\
& \left.+D_{\hat{g}_{b}} \operatorname{Ric}\left(f\left(t_{0}\right)\right)\right] \bmod \epsilon^{3} \mathcal{C}^{\infty},
\end{align*}
$$

where $f \in \mathcal{C}^{\infty}\left(I ; \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{2}{ }^{3 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)\right)$. If $\mathfrak{a}=0$, define $\hat{g}_{b, \hat{c}}$ to be equal to $\Phi_{1, \hat{c}(t)}^{*}\left(\hat{g}_{b}+\right.$ $2 \epsilon \breve{h}_{b, \hat{c}^{\prime}}(t)$; then we have (10.37)-(10.38) for $\hat{g}_{b, \hat{c}}$ if we drop all terms involving $\dot{\mathfrak{a}}$.

Proof. When $\mathfrak{a}=0$, this is Lemma 10.9; when $\mathfrak{a} \neq 0$, then in the proof of Lemma 10.9, we merely need to replace every occurrence of $\breve{h}_{b, \hat{c}^{\prime}(t)}$ by $\breve{h}_{b, \hat{c}^{\prime}(t)}+\frac{1}{2} \hat{g}_{b}^{\prime}(0, \dot{\mathfrak{a}}(t))=\breve{h}_{b, \hat{c}^{\prime}(t)}+$ $\frac{1}{2} \mathcal{L}_{\Omega(\mathfrak{a})} \hat{g}_{b}$.

In order to prepare the grafting of $\hat{g}_{1, b, \hat{c}, \mathfrak{a}}$ into the total gluing spacetime $\widetilde{M}$, we record:
Lemma 10.13 (Further properties of $\hat{g}_{1, b, \hat{c}, \dot{\mathfrak{a}}}$ ). Define the space

$$
\begin{equation*}
\widetilde{\mathcal{M}}:=\left[[0,1)_{\epsilon} \times I_{t} \times \overline{\mathbb{R}_{\vec{x}}^{3}} ;\{0\} \times I \times \partial \overline{\mathbb{R}^{3}}\right] ; \tag{10.39}
\end{equation*}
$$

denote its front face by $\mathcal{M} \circ$ and the lift of $\{0\} \times I \times \overline{\mathbb{R}^{3}}$ by $\hat{\mathcal{M}}$, and write $\rho_{\circ}$, resp. $\hat{\rho} \in \mathcal{C}^{\infty}(\widetilde{\mathcal{M}})$ for defining functions of $\mathcal{M}_{0}$, resp. $\mathcal{M}$. Suppose first that $\mathfrak{a} \neq 0$.
(1) (Decay of coefficients.) In the coordinates $\hat{z}=(\hat{t}, \hat{x})$, the components of the tensor $\hat{g}_{1, b, \hat{c}, \hat{\mathfrak{a}}}(\epsilon, t, \hat{x} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x})$ (defined in Proposition 10.12), which are smooth functions on $[0,1)_{\epsilon} \times I_{t} \times \mathbb{R}_{\hat{x}}^{3}$, lift to smooth functions on ${ }^{75} \widetilde{\mathcal{M}}$ which differ from the corresponding components of $\hat{g}_{b}$ by terms in $\rho_{0}^{2} \mathcal{C}^{\infty}(\widetilde{M})$.
(2) (Total pullback.) In the notation of (10.34), set

$$
\Phi_{1, \hat{c}, \hat{\mathfrak{a}}}:(\epsilon, t, \hat{x}) \mapsto\left(\epsilon, t-\epsilon^{2}\left(\hat{c}^{\prime}(t) \cdot \hat{x}\right), e^{-\epsilon \Omega(\dot{\mathfrak{a}}(t))} \hat{x}-\hat{c}(t)\right),
$$

where $e^{-\epsilon \Omega(\dot{\mathfrak{a}}(t))}$ is the time $\epsilon$ flow of $-\Omega_{\dot{\mathfrak{a}}(t)}$ (i.e. a rotation). Then $\Phi_{1, \hat{c}, \dot{\mathfrak{a}}}$ lifts to a diffeomorphism of $\widetilde{M}$ which is the identity on $\mathcal{M}$ 。and the translation $(t, \hat{x}) \mapsto$ $(t, \hat{x}-\hat{c}(t))$ on $\hat{\mathcal{M}}^{\circ}$. Moreover, the components of

$$
\Phi_{1, \hat{c}, \mathbf{a}}^{*} \hat{g}_{1, b, \hat{c}, \dot{\mathfrak{a}}}-\hat{g}_{b}
$$

lie in $\hat{\rho}^{2} \rho_{\circ} \mathcal{C}^{\infty}(\widetilde{M})$.
If $\mathfrak{a}=0$, the same conclusions hold upon dropping all terms and subscripts involving $\dot{\mathfrak{a}}$.
Recalling the second part of Lemma 3.2, a neighborhood of $\hat{\mathcal{M}} \subset \widetilde{\mathcal{M}}$ is diffeomorphic to a neighborhood of $\hat{M} \subset \widetilde{M}$, with the diffeomorphism given by the identity map in the coordinates $(\epsilon, t, \hat{x})$ on $\widetilde{M}^{\circ}$ induced by the Fermi normal coordinates $(t, x)$.

Proof of Lemma 10.13. We only consider the case $\mathfrak{a} \neq 0$, as the case $\mathfrak{a}=0$ follows from the same arguments but with $\dot{\mathfrak{a}}$ dropped.

- Part (1). Lemma 9.5 gives

$$
\breve{h}_{b, \hat{c}^{\prime}(\cdot)} \in \mathcal{C}^{\infty}\left(I ; \rho_{o} \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)\right)
$$

and hence the coefficients of $\epsilon \breve{h}_{b, \hat{c}^{\prime}}(\cdot)$ are of class $\epsilon\langle\hat{x}\rangle^{-1} \mathcal{C}^{\infty}$ on (10.39). The same is true, a fortiori, for the coefficients of $\epsilon \hat{g}_{b}^{\prime}(0, \dot{\mathfrak{a}})$ in view of the even better (namely, quadratic) decay of the coefficients of $\hat{g}_{b}^{\prime}(0, \dot{\mathfrak{a}})$ as $|\hat{x}| \rightarrow \infty$, cf. (3.42). Since $\epsilon\langle\hat{x}\rangle^{-1}$ is a smooth function vanishing quadratically at the front face $\mathcal{M}$ 。 of (10.39), this shows that the coefficients of $\left(2 \epsilon \breve{h}_{b, \hat{c}^{\prime}}(t)+\epsilon \hat{g}_{b}^{\prime}(0, \dot{\mathfrak{a}}(t))\right)_{t \in I}$ vanish quadratically at $\mathcal{M}_{\circ}$.

To deal with the pullback, consider now the map $\Phi_{1, \hat{c}(t)}:(\epsilon, \hat{x}) \mapsto(\epsilon, \hat{x}+\hat{c}(t))$ from Proposition 10.12. Letting $x=\epsilon \hat{x}=\left(x^{1}, x^{2}, x^{3}\right)$, so $\Phi_{1, \hat{c}(t)}:(\epsilon, x) \mapsto(\epsilon, x+\epsilon \hat{c}(t))$, this is a

[^52]smooth family (in $t$ ) of invertible linear maps in $(\epsilon, x) \in \mathbb{R} \times \mathbb{R}^{3}$ which preserve $\{0\} \times \mathbb{R}^{3}$. Therefore, this lifts to a smooth family of diffeomorphisms of $\left[[0,1) \times \overline{\mathbb{R}^{3}} ;\{0\} \times \partial \overline{\mathbb{R}^{3}}\right]$ and hence to a diffeomorphism of $\widetilde{\mathcal{M}}$ which preserves all boundary hypersurfaces.

To conclude the proof of the first part, note then that $\Phi_{1, \hat{c}\left(t_{0}\right)}$ is the time 1 flow of $\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}$; but since $\mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}=2 h_{b, \hat{c}^{\prime}\left(t_{0}\right)} \in \rho_{0}^{2} \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$, we have $\left(\hat{g}_{b}-\Phi_{1, \hat{c}(t)}^{*} \hat{g}_{b}\right)_{t \in I} \in$ $\mathcal{C}^{\infty}\left(I ; \rho_{\circ}^{2} \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{2} 3 \mathrm{sc} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)\right)$, i.e. upon lifting to $\widetilde{\mathcal{M}}^{\text {its }}$ its coefficients vanish quadratically at $\mathcal{M}_{\circ}$.

- Part (2). The smoothness properties of $\Phi_{1, \hat{c}, \mathfrak{a}}$ are clear near the interior of $\hat{\mathcal{M}}$, and also near the interior of $\mathcal{M}_{\circ}$ where this map has the local coordinate expression

$$
(\epsilon, t, x) \mapsto\left(\epsilon, t-\epsilon\left(\hat{c}^{\prime}(t) \cdot x\right), e^{-\epsilon \Omega(\hat{a}(t))} x-\epsilon \hat{c}(t)\right) .
$$

At $\epsilon=0$, this is the identity map $(0, t, x) \mapsto(0, t, x)$. Furthermore, the projection of $\Phi_{1, \hat{c}, \dot{\mathbf{a}}}$ to $I$ is clearly smooth, and the projection to $\left[[0,1) \times \overline{\mathbb{R}^{3}} ;\{0\} \times \partial \overline{\mathbb{R}^{3}}\right]$ is a smooth family (in $t \in I$ ) of smooth maps as well, as follows from the same arguments as in the proof of part (1).

Let us now work near $t=t_{0} \in I$ and write $\hat{t}=\frac{t-t_{0}}{\epsilon}$; thus $\hat{t}, \hat{x}$ are linear coordinates in the interior of the front face of the blow-up of $\widetilde{\mathcal{M}}$ at the lift of $\{0\} \times\left\{t_{0}\right\} \times \overline{\mathbb{R}^{3}}$ (cf. (3.14)). The Taylor expansion of $\Phi_{\hat{c}\left(t_{0}\right)} \circ \Phi_{1, \hat{c}, \hat{\mathfrak{a}}}$ around $t=t_{0}$ expressed in the coordinates $\epsilon, \hat{t}, \hat{x}$ and truncated at order $\epsilon^{2}$ is

$$
\left(\Phi_{\hat{c}\left(t_{0}\right)} \circ \Phi_{1, \hat{c}, \dot{\mathfrak{a}}}\right)(\epsilon, \hat{t}, \hat{x}) \equiv\left(\epsilon, \hat{t}-\epsilon\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right), \hat{x}-\epsilon \hat{t} \hat{c}^{\prime}\left(t_{0}\right)-\epsilon \Omega_{0}\left(\dot{\mathfrak{a}}\left(t_{0}\right), \hat{x}\right)\right) \bmod \epsilon^{2} \mathcal{C}^{\infty} .
$$

The quadratic vanishing of $\Phi_{1, \hat{c}, \hat{\mathbf{a}}}^{*} \hat{g}_{1, b, \hat{c}, \dot{\mathfrak{a}}}-\hat{g}_{b}$ at $\hat{\mathcal{M}}^{\circ}$ then follows from

$$
\left(\Phi_{\hat{c}\left(t_{0}\right)} \circ \Phi_{1, \hat{c}, \hat{\mathfrak{a}}}\right)^{*}\left(\hat{g}_{b}+\epsilon \mathcal{L}_{V\left(t_{0}\right)} \hat{g}_{b}\right)-\hat{g}_{b} \equiv\left(\hat{g}_{b}+\epsilon \mathcal{L}_{V\left(t_{0}\right)} \hat{g}_{b}\right)-\epsilon \mathcal{L}_{V\left(t_{0}\right)}\left(\hat{g}_{b}+\epsilon \mathcal{L}_{V\left(t_{0}\right)} \hat{g}_{b}\right)-\hat{g}_{b} \equiv 0
$$

modulo terms vanishing quadratically at $\hat{\mathcal{M}}^{\circ}$. Since $\hat{g}_{1, b, \hat{c}, \dot{\mathfrak{a}}}$ and $\hat{g}_{b}$ are equal at $\mathcal{M}$ 。 and $\Phi_{1, \hat{c}, \hat{\mathfrak{a}}}$ is the identity there, the simple vanishing at $\mathcal{M}_{0}$ is immediate.
10.2.4. Full implementation. We shall only consider the case

$$
\mathfrak{a} \neq 0
$$

explicitly here; the treatment of the case $\mathfrak{a}=0$ is simpler, and obtained by omitting all terms involving $\dot{\mathfrak{a}}$.

We return to the total family $\widetilde{g}^{1}$ from Proposition 10.4 and its error $f^{1}$ from (10.19). Recall the functions $\hat{c}^{1} \in \mathcal{C}^{\infty}\left(I ; \mathbb{R}^{3}\right), \dot{\mathfrak{a}}^{1} \in \mathcal{C}^{\infty}\left(I ;(\mathbb{R} \mathfrak{a})^{\perp}\right)$ produced by Corollary 10.6. In light of Theorem 9.6, we can solve away $f^{1}$ to leading order at $\hat{M}$ only if we adjust $\widetilde{g}^{1}$ two orders (in powers of $\epsilon$ ) earlier. ${ }^{76}$ Theorem 9.6 and Proposition 10.12 suggest setting, for any fixed $\underline{t} \in I$,

$$
\begin{equation*}
\hat{c}(t)=-\frac{1}{2} \int_{\underline{t}}^{t} \int_{\underline{t}}^{s} \hat{c}^{1}(w) \mathrm{d} w \mathrm{~d} s, \quad \dot{\mathfrak{a}}(t)=-\int_{\underline{t}}^{t} \dot{\mathfrak{a}}^{1}(s) \mathrm{d} s, \tag{10.40}
\end{equation*}
$$

[^53]so that $2 \hat{c}^{\prime \prime}=-\hat{c}^{1}$ and $\dot{\mathfrak{a}}^{\prime}=-\dot{\mathfrak{a}}^{1}$. In view of Lemma 10.13(1), if we set
\[

$$
\begin{equation*}
\widetilde{g}_{1, \hat{c}, \mathfrak{a}}^{\prime}:=\widetilde{g}^{1}+\hat{\chi} \mathrm{e}^{-1}\left(\hat{g}_{1, b, \hat{c}, \hat{\mathfrak{a}}}-\hat{g}_{b}\right), \tag{10.41}
\end{equation*}
$$

\]

then $\widetilde{g}_{1, \hat{c}, \dot{\mathfrak{a}}}^{\prime}-\widetilde{g}^{1}$ is a smooth section of $S^{2} \widetilde{T}^{*} \widetilde{M}$ near $M_{\circ}$ which vanishes quadratically at $M_{\circ}$. Furthermore, by (10.4), Lemma 10.1 (so $g^{\prime}(t, x ; \mathrm{d} t, \mathrm{~d} x)=r^{2} g_{(2)}\left(t, \frac{x}{|x|} ; \mathrm{d} t, \mathrm{~d} x\right)$ plus a remainder with cubic decay at $r=0$ ), and (10.13), we have

$$
\mathrm{e} \widetilde{g}_{1, \hat{c}, \dot{\mathfrak{a}}}^{\prime} \equiv \hat{g}_{1, b, \hat{c}, \mathbf{a}}(\epsilon, t, \hat{x} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x})+\epsilon^{2}\left(\hat{r}^{2} g_{(2)}\left(t, \frac{x}{|x|} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x}\right)+\chi_{\circ} \mathrm{e}\left(\hat{r} h_{\sharp,(1,0)}^{1}\right)\right)
$$

modulo terms which vanish more than quadratically at $\hat{M}$; this expression also defines $\widetilde{g}_{1, \hat{c}, \dot{\mathfrak{a}}}^{\prime}$ on $\widetilde{M} \backslash \widetilde{K}_{\hat{c}}^{\circ}$, where $\widetilde{K}_{\hat{c}}^{\circ}=\left\{(\epsilon, t, \hat{x}):(\epsilon, t, \hat{x}+\hat{c}(t)) \in \widetilde{K}^{\circ}\right\}$ similarly to Proposition 10.4. The $\epsilon^{3}(\log \hat{\rho})$-term of $\widetilde{g}_{1, \hat{c}, \hat{\mathbf{a}}}^{\prime}$, which is the leading logarithmic term at $\hat{M}$, is moreover given by (10.18) still. We then have

$$
\begin{equation*}
\operatorname{Err}_{1, \hat{c}, \hat{\mathfrak{a}}}^{\prime}:=\operatorname{Ric}\left(\widetilde{g}_{1, \hat{c}, \dot{\mathfrak{a}}}^{\prime}\right)-\Lambda \widetilde{g}_{1, \hat{c}, \hat{\mathfrak{a}}}^{\prime} \in \mathcal{A}_{\mathrm{phg}}^{(0,0)_{+},(2,0)}\left(\widetilde{M} \backslash \widetilde{K}_{\hat{c}}^{0} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right), \tag{10.42}
\end{equation*}
$$

and indeed at $\hat{M}_{c(t)}$ we have

$$
\begin{aligned}
& f_{1, \hat{c}, \dot{\mathbf{a}}}(t):=\mathrm{e}\left(\left.\operatorname{Err}_{1, \hat{c}, \hat{\mathbf{a}}}^{\prime}\right|_{\hat{M}_{c(t)}}\right) \\
& =\left.\left(\epsilon^{-2}\left(\operatorname{Ric}\left(\mathrm{e} \widetilde{\mathrm{~g}}_{1, \hat{c}, \dot{\mathbf{a}}}^{\prime}\right)-\Lambda \epsilon^{2} \mathrm{e} \widetilde{g}_{1, \hat{c}, \mathbf{a}}^{\prime}\right)\right)\right|_{\epsilon=0} \\
& =\Phi_{\hat{c}(t)}^{*}\left(\widehat { D _ { \hat { g } _ { b } } \operatorname { R i c } } ( 0 ) \left[\mathrm{e}\left(\hat{r}^{2} g_{(2)}(t)+\chi_{\circ} \hat{r} h_{\sharp,(1,0)}^{1}(t)\right)\right.\right. \\
& \left.\left.-\left(\frac{\hat{t}^{2}}{2} h_{b, \hat{c}^{1}(t)}+\hat{t} \breve{h}_{b, \hat{c}^{1}(t)}+\hat{t} \hat{g}_{b}^{\prime}\left(0, \dot{\mathfrak{a}}^{1}(t)\right)\right)+\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)(f(t))\right]-\Lambda \hat{g}_{b}\right)
\end{aligned}
$$

(with smooth dependence on $t$ ) by Proposition 10.12 , where $\Phi_{\hat{c}(t)}:(\hat{t}, \hat{x}) \mapsto(\hat{t}, \hat{x}+\hat{c}(t))$ and $f(t) \in \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{23 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$. That is, compared to (10.15) we have the additional terms from (10.38). Furthermore, the $\epsilon(\log \hat{\rho})$-term of $\operatorname{Err}_{1, \hat{c}, \mathfrak{a}}$ is given on a $t$-level set by the pullback of (10.16) along $\Phi_{\hat{c}(t)}$.

By Theorem 9.6 and Corollary 10.6, and in view of the choices (10.40), the assumptions of Theorem 9.8 (cf. (9.32)) are satisfied for $\left(\Phi_{\hat{c}(t)}^{-1}\right)^{*} f_{1, \hat{c}, \dot{\mathbf{a}}}(t) \in \rho_{\circ}^{2} \mathcal{C}^{\infty}\left(\hat{X}_{b} ; S^{2}{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ for all $t \in I$, in that

$$
\left\langle\left(\Phi_{\hat{c}(t)}^{-1}\right)^{*} f_{1, \hat{c}, \mathbf{a}}(t),-\right\rangle_{L^{2}\left(\hat{X}_{b}\right)}=0 \in\left(\mathcal{K}_{b, \text { tot }}^{*}\right)^{*}
$$

Theorem 9.8 produces

$$
h \in \mathcal{A}_{\mathrm{phg}}^{(0,1)_{+}}\left(\hat{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}_{\hat{M}}^{*} \widetilde{M}\right),
$$

so eh $\in \mathcal{C}^{\infty}\left(I ; \mathcal{A}_{\mathrm{phg}}^{(0,1)_{+}}\left(\hat{X}_{b} ; S^{2}{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)\right)$, with $\Phi_{\hat{c}(t)}^{*}\left(\widehat{\hat{D}_{\hat{g}_{b}} \operatorname{Ric}}(0)(\mathrm{e} h(t))\right)=-f_{1, \hat{c}, \mathbf{i}}(t)$ for all $t \in I$. Since $\epsilon^{2} \hat{\chi} h \in \mathcal{A}_{\mathrm{phg}}^{(2,0),(2,1)_{+}}$, we therefore find that ${ }^{77}$

$$
\widetilde{g}_{1, \hat{c}, \mathfrak{a}}:=\widetilde{g}_{1, \hat{c}, \dot{\mathfrak{a}}}^{\prime}+\epsilon^{2} \hat{\chi} h \equiv \widetilde{\beta}^{*} g \bmod \left(\mathcal{A}_{\mathrm{phg}}^{(0,0) \cup(3,1)_{+},(1,0)}+\mathcal{A}_{\mathrm{phg}}^{\left.(2,0),(2,1)_{+}\right)}\left(\widetilde{M} \backslash \widetilde{K}_{\hat{c}}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)\right.
$$

[^54]satisfies
$$
\operatorname{Err}_{1, \hat{c}, \mathfrak{a}}:=\operatorname{Ric}\left(\widetilde{g}_{1, \hat{c}, \dot{\mathfrak{a}}}\right)-\Lambda \widetilde{g}_{1, \hat{c}, \dot{\mathfrak{a}}} \in \mathcal{A}_{\mathrm{phg}}^{(1,1)_{+},(2,1)_{+}}\left(\widetilde{M} \backslash \widetilde{K}_{\hat{c}}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$
(Thus, we have succeeded in solving away the leading order error at $\hat{M}$ at the expense of generating mild logarithmic terms at $M_{\circ}$ and shifting the small black hole.)

More precisely, recalling (10.42), the error $\operatorname{Err}_{1, \hat{c}, \dot{\mathfrak{a}}}$ is the sum of $\operatorname{Err}_{1, \hat{c}, \mathfrak{a}}^{\prime}$, the linear term $\epsilon^{2} D_{\widetilde{g}_{1, \hat{c}, \mathbf{a}}^{\prime}} \operatorname{Ric}(\hat{\chi} h)$, and quadratic and higher order error terms. But since $\widetilde{g}_{1, \hat{c}, \hat{\mathbf{a}}}^{\prime} \in$ $\mathcal{A}_{\text {phg }}^{(0,0) \cup(3,1)_{+},(0,0)}$ by Proposition 10.4 and (10.41)-i.e. this metric has smooth coefficients modulo $\mathcal{A}_{\text {phg }}^{(3,1)_{+},(0,0)}$ (so modulo almost three orders down at $\hat{M}$ ) -the operator $D_{\widetilde{g}_{1, \hat{c}, \hat{a}}}$ Ric $\in$ $\mathcal{A}_{\text {phg }}^{(-2,0) \cup(1,1)_{+},(0,0)}$ Diff $_{\text {se }}^{2}$ has smooth coefficients modulo $\mathcal{A}_{\text {phg }}^{(1,1)_{+},(0,0)}$ Diff se ${ }^{2}$ (so almost modulo three orders down at $\hat{M}$ ). As a consequence, we can separate the leading order logarithmic terms of $\operatorname{Err}_{1, \hat{c}, \hat{\mathfrak{a}}}$ at $\hat{M}$ (which is a pullback of the term (10.15)) and $M_{\circ}$ (arising from the $\log \hat{r}$ leading order term of $h$ at $\partial \hat{M})$, to wit, ${ }^{78}$

We refine the description of the second summand here: the first step in the proof of Theorem 9.8 is, in Lemma 9.10, the application of Theorem 7.13(4), and therefore the coefficient $h_{(0,1)} \in \mathcal{C}^{\infty}\left(\partial M_{\circ} ; \beta_{\circ}^{*} S^{2} T_{\mathcal{C}}^{*} M\right)$ of the leading order term $(\log \hat{r}) \mathrm{e}\left(h_{(0,1)}\right)$ of $h$ is of scalar type 0 . The same is thus true for the coefficient of the logarithmic term of $\operatorname{Err}_{1, \hat{c}, \mathbf{a}}$ of the second summand here at $\partial M_{\circ}$, as this is $\epsilon^{2}(\log \hat{r}) D_{g} \operatorname{Ric}\left(h_{(0,1)}\right)$ with $D_{g} \operatorname{Ric}\left(h_{(0,1)}\right) \equiv$ $D_{g} \operatorname{Ric}\left(h_{(0,1)}\right) \bmod \mathcal{C}^{\infty}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right)\left(\right.$ which lies in $\hat{\rho}^{-1} \mathcal{C}^{\infty}$ since $h_{(0,1)} \in \operatorname{ker} N(D \operatorname{Ric}, 0)$, cf. the final part of Theorem 7.13).

Finally, we pull back $\widetilde{g}_{1, \hat{c}, \dot{\mathfrak{a}}}$ by $\Phi_{1, \hat{c}, \dot{\mathbf{a}}}$ in the notation of Lemma $10.13(2)$; pullback by $\Phi_{1, \hat{c}, \dot{\mathbf{a}}}$ preserves polyhomogeneity, and

$$
\widetilde{g}_{1}:=\Phi_{1, \hat{c}, \dot{\mathfrak{a}}}^{*} \widetilde{g}_{1, \hat{c}, \hat{a}}
$$

equals $g$ at $M_{\circ}$ and $\hat{g}_{b}$ modulo $\hat{\rho}^{2} \mathcal{C}^{\infty}$ near $\hat{M}$. In summary, we have shown:
Proposition 10.14 (First correction at $\hat{M})$. There exists a $\left((3,1)_{+},(1,0)_{+}\right)$-smooth total family $\widetilde{g}_{1}$ which is equal to ${ }^{79} \widetilde{g}_{0}$ at $\hat{M}$ and $M_{\circ}$ so that

$$
\operatorname{Err}_{1}:=\operatorname{Ric}\left(\widetilde{g}_{1}\right)-\Lambda \widetilde{g}_{1} \in\left(\mathcal{A}_{\mathrm{phg}}^{(1,1)_{+},(2,0) \cup(3,2)_{+}+}+\mathcal{A}_{\mathrm{phg}}^{\left.(1,0)^{(2,1)_{+}}\right)\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right), ~, ~}\right.
$$

which moreover has the following properties.
(1) $\widetilde{g}_{1}$ is equal to the Kerr metric along $\hat{M}$ modulo $\mathcal{O}\left(\epsilon^{2}\right)$ errors in the sense that in the coordinates $\epsilon, t, \hat{x}$ near $\hat{M}^{\circ}$ the coefficients of $\mathrm{e}\left(\widetilde{g}_{1}\right)(t, \hat{x})-\hat{g}_{b}(\hat{x})$ in the frame $\mathrm{d} \hat{t}, \mathrm{~d} \hat{x}$ lie in $\epsilon^{2} \mathcal{C}^{\infty}\left([0,1)_{\epsilon} \times I_{t} \times \mathbb{R}_{\hat{x}}^{3}\right)$;
(2) $\widetilde{g}_{1}=g$ outside the domain of influence $U$ of a compact subset of $\mathcal{U}^{\circ}$ in $X$, and thus also supp $\operatorname{Err}_{1} \cap M_{\circ} \subset \beta_{\circ}^{*} U$;
(3) the leading order term of $\operatorname{Err}_{1}$ at $\hat{M}$ (in Fermi normal coordinates) is equal to the $\epsilon \log \hat{\rho}$ term $\mathrm{e}^{-1}\left(\epsilon \log (\epsilon \hat{r}) \operatorname{Err}_{(1,1)}^{1}\right), \operatorname{Err}_{(1,1)}^{1}=\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\chi_{\circ} \hat{r}^{2} \mathrm{e}\left(h_{\sharp,(2,1)}^{1}\right)\right), h_{\sharp,(2,1)}^{1} \in$ $\mathcal{C}^{\infty}\left(\partial M_{\circ} ; \beta_{0}^{*} S^{2} T_{\mathcal{C}}^{*} M\right)$, of $\operatorname{Err}^{1}$ in Proposition 10.4, in the sense described there, and $\left.\left(\hat{r} \operatorname{Err}_{(1,1)}^{1}\right)\right|_{\partial \hat{M}}$ is a sum of scalar and vector type 2 terms;

[^55](4) the leading order term of $\operatorname{Err}_{1}$ at $M_{\circ}$ is equal to $\epsilon^{2}\left(\log \rho_{\circ}\right) \operatorname{Err}_{1,(2,1)}$ where $\operatorname{Err}_{1,(2,1)} \in$ $\hat{\rho}^{-1} \mathcal{C}^{\infty}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right)$ has scalar type 0 leading order term $\left.\left(r \operatorname{Err}_{1,(2,1)}\right)\right|_{\partial M_{\circ}}$.
Remark 10.15 (Re-interpretation of the update from $\widetilde{g}^{1}$ to $\widetilde{g}_{1}$ ). Carefully note that $\Phi_{1, \hat{c}, \dot{\mathfrak{a}}}$ differs from the identity map near $\left(M_{\circ}\right)^{\circ}$ by a term of size $\epsilon$; thus, we typically only have $\widetilde{g}_{1}-\widetilde{g}^{1}=\mathcal{O}(\epsilon)$ there, and in this sense the construction leading to Proposition 10.14 in fact also entails a correction at $M_{\circ}$ at the $\mathcal{O}(\epsilon)$ level. (On the other hand, $\widetilde{g}_{1}$ and $\widetilde{g}^{1}$ are equal modulo $\mathcal{O}\left(\epsilon^{2}\right)$ corrections near $\hat{M}^{\circ}$.) An alternative approach to the proof of Proposition 10.14 is thus to replace the correction term $\epsilon h^{1}$ from Proposition 10.4 by
$$
\left(e^{\epsilon W}\right)^{*}\left(g+\epsilon h^{1}\right)-g=\epsilon\left(h^{1}+\mathcal{L}_{W} g\right)+\epsilon^{2}\left(\frac{1}{2} \mathcal{L}_{W}^{2} g+\mathcal{L}_{W} h^{1}\right)+\mathcal{O}\left(\epsilon^{3}\right)
$$
for a suitable smooth vector field $W$ on $M$; the contributions of $\epsilon \mathcal{L}_{W} g, \frac{\epsilon^{2}}{2} \mathcal{L}_{W}^{2} g$, and $\epsilon^{2} \mathcal{L}_{W} h$ at $\hat{M}$ are all of size $\hat{\rho}^{2}$ (and sensitive only to the quadratic term $g_{(2)}$ in the Taylor expansion of $g$ at $\mathcal{C}$ as well as the size $r$ leading order term of $h$ at $\left.\partial M_{\circ}\right)$. The advantage of the approach chosen above is that it will generalize easily to a unified construction of corrections at later stages of our argument which require infinitesimal changes of the parameters of the black hole which (unlike those encountered above) are not pure gauge.

Remark 10.16 (Less precise description of the leading order terms). We keep track of the nature of the leading order terms in parts (3)-(4) in order to limit the power of logarithms appearing below. However, this precision is not actually necessary for completing the construction of a formal solution if one is willing to acquire more logarithmic terms early on in the construction; and in later stages of the construction, we shall abandon this quest.
10.3. Second correction at $M_{\circ}$. By Proposition 10.14, there exist

$$
\begin{align*}
& f_{0} \in \mathcal{A}_{\mathrm{phg}}^{(-1,1)_{+}}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right), \\
& f_{1} \in \hat{\rho}^{-1} \mathcal{C}^{\infty}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right), \tag{10.43}
\end{align*}
$$

so that ${ }^{80}$

$$
\operatorname{Err}_{1} \equiv-\left(\epsilon^{2} f_{0}+\epsilon^{2}\left(\log \rho_{\circ}\right) f_{1}\right) \bmod \mathcal{A}_{\mathrm{phg}}^{(1,1)_{+},(3,2)_{+}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$

We take $\hat{\rho}=r$ near $\partial M_{\circ}$ and set $\rho_{\circ}=\frac{\epsilon}{\hat{\rho}}$; then the coefficient of $r^{-1} \log r$ of $f_{0}$ is a sum of terms of scalar and vector type 2 , and the coefficient of $r^{-1}$ of $f_{1}$ is of scalar type 0 . The important common feature in the sequel is that the leading order terms of $f_{0}$ and $f_{1}$ at $\partial M_{\circ}$ have vanishing scalar and vector type 1 components.

Proposition 10.17 (Second correction at $M_{\circ}$ ). There exists a symmetric 2-tensor $h \in$ $\mathcal{A}_{\mathrm{phg}}^{(3,1)_{+} \cup(4,3)_{+},(2,1)_{+}}\left(\widetilde{M} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$ with support in the domain of influence of a compact subset of $\mathcal{U}^{\circ}$ so that $\widetilde{g}^{2}:=\widetilde{g}_{1}+h$, which is a $\left((3,1)_{+} \cup(4,3)_{+},(1,0)_{+}\right)$-smooth total family, satisfies

$$
\operatorname{Err}^{2} \in \mathcal{A}_{\mathrm{phg}}^{(1,1)_{+} \cup \cup(2,3)_{+},(3,2)_{+}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$

Moreover, the leading order term of $\operatorname{Err}^{2}$ at $\hat{M}$ is $\epsilon(\log \hat{\rho}) \mathrm{e}^{-1} \operatorname{Err}_{(1,1)}^{2}$ where

$$
\operatorname{Err}_{(1,1)}^{2}:=\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)(\mathrm{e} \hat{h})
$$

[^56]for some $\hat{h} \in \mathcal{A}^{(-2,0)_{+}}\left(\hat{M} ; S^{2} \widetilde{T^{*}} \widetilde{M}\right) ;$ and $\mathrm{e}^{-1} \operatorname{Err}_{(1,1)}^{2} \in \mathcal{A}_{\mathrm{phg}}^{(2,2)_{+}}\left(\hat{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$.
Proof. The second Bianchi identity for $\widetilde{g}_{1}$, i.e. $\delta_{\widetilde{g}_{1}} G_{\widetilde{g}_{1}} \operatorname{Err}_{1}=0$, implies
$$
0=\delta_{g} \mathrm{G}_{g}\left(f_{0}+\left(\log \rho_{\circ}\right) f_{1}\right)=\delta_{g} \mathrm{G}_{g}\left[(\log \epsilon) f_{1}+\left(f_{0}-(\log \hat{\rho}) f_{1}\right)\right]
$$
for all $\epsilon>0$, and therefore
$$
\delta_{g} \mathrm{G}_{g} f_{1}=0, \quad \delta_{g} \mathrm{G}_{g}\left(f_{0}-(\log \hat{\rho}) f_{1}\right)=0 .
$$

We may thus apply Theorem 8.1, strengthened (following Remark 8.5) as in the proof of Proposition 10.4 using the absence of scalar and vector type 1 components of the leading order term of $f_{1}$, to obtain

$$
h_{1} \in \mathcal{A}_{\mathrm{phg}}^{(1,0)_{+}}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right), \quad\left(D_{g} \operatorname{Ric}-\Lambda\right)\left(h_{1}\right)=f_{1} .
$$

We then note that

$$
\begin{aligned}
f_{0}^{\prime} & :=f_{0}-(\log \hat{\rho}) f_{1}+\left(D_{g} \operatorname{Ric}-\Lambda\right)\left((\log \hat{\rho}) h_{1}\right)=f_{0}+\left[D_{g} \operatorname{Ric}, \log \hat{\rho}\right] h_{1} \\
& \in \mathcal{A}_{\mathrm{phg}}^{(-1,1)+}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right)
\end{aligned}
$$

has the same $r^{-1} \log r$ leading order term as $f_{0}$, and still lies in $\delta_{g} \mathrm{G}_{g}$. Since application of Theorem 7.13 (with $z=1$ ) to the $r^{-1}$ terms of $f_{0}^{\prime}$ does not produce additional logarithmic terms to leading order, Theorem 8.1 produces

$$
h_{0}^{\prime} \in \mathcal{A}_{\mathrm{phg}}^{(1,1)_{+}+\cup(2,3)_{+}}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right), \quad\left(D_{g} \operatorname{Ric}-\Lambda\right)\left(h_{0}^{\prime}\right)=f_{0}^{\prime} .
$$

Altogether then, we have

$$
\begin{aligned}
\left(D_{g} \operatorname{Ric}-\Lambda\right)\left(h_{0}^{\prime}+\left(\log \rho_{\circ}\right) h_{1}\right) & =\left(D_{g} \operatorname{Ric}-\Lambda\right)\left(h_{0}^{\prime}-(\log \hat{\rho}) h_{1}\right)+(\log \epsilon)\left(D_{g} \operatorname{Ric}-\Lambda\right)\left(h_{1}\right) \\
& =f_{0}-(\log \hat{\rho}) f_{1}+(\log \epsilon) f_{1} \\
& =f_{0}+\left(\log \rho_{\circ}\right) f_{1} .
\end{aligned}
$$

We then set

$$
\begin{equation*}
\widetilde{g}^{2}:=\widetilde{g}_{1}+h, \quad h:=\chi_{\circ} \epsilon^{2}\left(h_{0}^{\prime}+\left(\log \rho_{\circ}\right) h_{1}\right) \in \mathcal{A}_{\mathrm{phg}}^{(3,1)_{+} \cup(4,3)_{+},(2,1)_{+}}\left(\widetilde{M} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) \tag{10.44}
\end{equation*}
$$

Since $\widetilde{g}^{1} \equiv \widetilde{\beta}^{*} g \bmod \mathcal{A}_{\mathrm{phg}}^{(0,0) \cup(2,0)_{+},(1,0)_{+}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)($ from Proposition 10.14), this is a $\left((2,0)_{+} \cup(4,3)_{+},(1,0)_{+}\right)$-smooth total family, and thus

$$
\operatorname{Err}^{2}=\operatorname{Ric}\left(\widetilde{g}^{2}\right)-\Lambda \widetilde{g}^{2} \in \mathcal{A}_{\mathrm{phg}}^{(0,0)_{+} \cup(2,3)_{+},(1,0)_{+}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$

Being a correction of $\widetilde{g}_{1}$ by the tensor $h$ which eliminates the leading order terms of $\operatorname{Err}_{1}$ at $M_{\circ}$ and which only contributes terms at $\hat{M}$ with index set $(1,1)_{+} \cup(2,3)_{+}$(cf. (10.44)), we in fact have

$$
\operatorname{Err}^{2} \in \mathcal{A}_{\mathrm{phg}}^{(1,1)_{+} \cup(2,3)_{+},(3,2)_{+}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$

The leading order logarithmic term of $\operatorname{Err}^{2}$ at $\hat{M}$ is the sum of that of $\operatorname{Err}_{1}$ (described in Proposition $10.14(3))$ and an additional contribution which is $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}(0) \text { applied to the }}$ $\epsilon^{3} \log \hat{\rho}$ leading order term of $h$ (from $h_{0}^{\prime}$ in (10.44)).
10.4. Second correction at $\hat{M}$. In the notation of Proposition 10.17, we have

$$
\operatorname{Err}^{2}-\hat{\chi} \epsilon(\log \hat{\rho}) \mathrm{e}^{-1}\left(\operatorname{Err}_{(1,1)}^{2}\right) \in \mathcal{A}_{\mathrm{phg}}^{(1,0)_{+} \cup(2,3)_{+},(3,2)_{+}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$

We shall thus first solve away this logarithmic term in $\S 10.4 .1$ before dealing with the remaining $\mathcal{O}(\epsilon)$ error at $\hat{M}^{\circ}$ in §10.4.2.
10.4.1. Solving away the logarithmic leading order term. We have the following analogue of Corollary 10.6, which follows from the analogue of Lemma 10.5 for the error term $\left.\operatorname{Err}_{(1,1)}^{2}\right|_{\hat{M}_{c(t)}} \in \widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\mathcal{A}^{(-2,0)+}\left(\hat{M}_{c(t)}\right)\right), t \in I$, the key calculation being (10.20):

Lemma 10.18 (Parameters for elimination of $\left.\operatorname{Err}_{(1,1)}^{2}\right)$. We use the notation of Theorem 9.6. There exist unique functions

$$
\hat{c}^{2} \in \mathcal{C}^{\infty}\left(I ; \mathbb{R}^{3}\right), \quad \begin{cases}\mathfrak{a}=0: & \dot{\mathfrak{a}}^{2}=0 \\ \mathfrak{a} \neq 0: & \dot{\mathfrak{a}}^{2} \in \mathcal{C}^{\infty}\left(I ;(\mathbb{R} \mathfrak{a})^{\perp}\right),\end{cases}
$$

so that

$$
\begin{aligned}
& \left\langle\operatorname{Err}_{(1,1)}^{2}(t),-\right\rangle_{L^{2}\left(\hat{X}_{b}\right)}=\ell_{b, \mathrm{Kerr}}\left(0, \dot{\mathfrak{a}}^{2}(t)\right) \in\left(\mathcal{K}_{b, \mathrm{Kerr}}^{*}\right)^{*}, \\
& \left\langle\operatorname{Err}_{(1,1)}^{2}(t),-\right\rangle_{L^{2}\left(\hat{X}_{b}\right)}=\ell_{b, \mathrm{COM}}\left(\hat{c}^{2}(t)\right) \quad \in\left(\mathcal{K}_{b, \mathrm{COM}}^{*}\right)^{*}
\end{aligned}
$$

Furthermore, the second Bianchi identity for $\widetilde{g}^{2}$ implies that

$$
\widehat{\delta_{\hat{g}_{b}} \mathrm{G}_{\hat{g}_{b}}}(0)\left(\operatorname{Err}_{(1,1)}^{2}(t)\right)=0 \quad \text { for all } t \in I .
$$

Similarly to $\S 10.2$, the strategy is now roughly to modify $\widetilde{g}^{2}$ by pure gauge terms $\epsilon(\log \epsilon) h_{b, \hat{c}}$ and $\epsilon^{2}(\log \epsilon) g_{b}^{\prime}(0, \dot{\mathfrak{a}})$ for suitable functions $\hat{c}, \dot{\mathfrak{a}}$ so as to generate $\epsilon^{3}(\log \epsilon)$ corrections making $\operatorname{Err}_{(1,1)}^{2}$ orthogonal to the full cokernel (i.e. so that (9.32) holds for the modified $\operatorname{Err}_{(1,1)}^{2}$ ). There are two main differences to $\S 10.2$ : first, such modifications leave the $\hat{M}$-model unchanged; second, the nonlinear terms of the Ricci curvature operator interact in a different manner due to different powers of $\epsilon$ and $\log \epsilon$ appearing here.

Calculations for the Kerr model. Consider functions $\hat{c} \in \mathcal{C}^{\infty}\left(I ; \mathbb{R}^{3}\right)$, and $\dot{\mathfrak{a}} \in$ $\mathcal{C}^{\infty}\left(I ;(\mathbb{R} \mathfrak{a})^{\perp}\right)$ if $\mathfrak{a}=0$ and $\dot{\mathfrak{a}} \equiv 0$ otherwise; we shall determine them later. Consider then

$$
\Phi_{2, \hat{c}(t)}:(\epsilon, \hat{x}) \mapsto(\epsilon, \hat{x}+\epsilon(\log \epsilon) \hat{c}(t)) .
$$

Anticipating the need to produce Lorentz boosts and modulations of the angular momentum vector at the order $\epsilon^{2}(\log \epsilon)$, consider, near $t=t_{0} \in I$ and with $\hat{t}=\frac{t-t_{0}}{\epsilon}$ as in (10.21), the symmetric 2 -tensor $\hat{g}_{2, b, \hat{c}, \mathfrak{\mathfrak { a }}}$ defined by

$$
\begin{aligned}
& \hat{g}_{2, b, \hat{c}, \hat{\mathfrak{a}}}:=\left(\Phi_{2, \hat{c}(t)}^{*}\left(\hat{g}_{b}+\epsilon^{2}(\log \epsilon)\left(\breve{h}_{b, 2 \hat{c}^{\prime}(t)}+\mathcal{L}_{\Omega(\hat{\mathfrak{a}}(t))} \hat{g}_{b}\right)\right)\right)_{t \in I} \\
& \equiv \Phi_{2, \hat{c}\left(t_{0}\right)}^{*}\left(\hat{g}_{b}+\epsilon^{2}(\log \epsilon)\left(\hat{t} h_{b, 2 \hat{c}^{\prime}\left(t_{0}\right)}+\breve{h}_{b, 2 \hat{c}^{\prime}\left(t_{0}\right)}+\mathcal{L}_{\Omega\left(\dot{\mathfrak{a}}\left(t_{0}\right)\right)} \hat{g}_{b}\right)\right. \\
&\left.\quad+\epsilon^{3}(\log \epsilon)\left(\frac{t^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t} \breve{t}_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t} \mathcal{L}_{\Omega\left(\dot{\mathbf{a}}^{\prime}\left(t_{0}\right)\right)} \hat{g}_{b}\right)\right)
\end{aligned}
$$

$$
\begin{align*}
\equiv \hat{g}_{b}+ & \epsilon(\log \epsilon) \mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}+\epsilon^{2}(\log \epsilon) \mathcal{L}_{\hat{\hat{c}} \hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}+\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{\hat{t}}+\Omega\left(\dot{\mathfrak{a}}\left(t_{0}\right)\right)} \hat{g}_{b} \\
& +\frac{1}{2} \epsilon^{2}(\log \epsilon)^{2} \mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}}^{2} \hat{x}_{b}+\epsilon^{3}(\log \epsilon)\left(\frac{\hat{t}^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}}\left(t_{0}\right)+\hat{t} \breve{h}_{b, 2 \hat{c}^{\prime \prime}}\left(t_{0}\right)+\hat{t} \hat{g}_{b}^{\prime}\left(0, \dot{\mathfrak{a}}^{\prime}\left(t_{0}\right)\right)\right) \\
& \left.+\epsilon^{3}(\log \epsilon)^{2} \mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \mathcal{L}_{\hat{t} \hat{c}^{\prime}}\left(t_{0}\right) \cdot \partial_{\hat{x}}+\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{\hat{t}}+\Omega\left(\dot{\mathfrak{a}}\left(t_{0}\right)\right)\right) \hat{g}_{b} \\
& +\frac{1}{6} \epsilon^{3}(\log \epsilon)^{3} \mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}}^{3} \hat{g}_{b} \bmod \mathcal{A}_{\mathrm{phg}}^{(4,4)+} ; \tag{10.45}
\end{align*}
$$

here, we write $\mathcal{A}_{\mathrm{phg}}^{(4,4)_{+}}=\mathcal{A}_{\mathrm{phg}}^{(4,4)_{+}}\left([0,1)_{\epsilon} ; \mathcal{C}^{\infty}\left(\mathbb{R}_{\hat{t}, \hat{x}}^{4} ; S^{2} T^{*} \mathbb{R}^{4}\right)\right)$, and we used Lemma 10.10. Using Lemma 10.8, we then compute

$$
\begin{align*}
& \operatorname{Ric}\left(\hat{g}_{2, b, \hat{c}, \hat{\mathfrak{a}}}\right) \equiv \epsilon^{3}(\log \epsilon)\left[D_{\hat{g}_{b}} \operatorname{Ric}\left(\frac{\hat{t}^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t} \breve{h}_{b, 2 \hat{c}^{\prime \prime}}\left(t_{0}\right)+\hat{t} \hat{g}_{b}^{\prime}\left(0, \dot{\mathfrak{a}}^{\prime}\left(t_{0}\right)\right)\right)\right] \\
&+\epsilon^{3}(\log \epsilon)^{2}[ D_{\hat{g}_{b}}^{2} \operatorname{Ric}\left(\mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}, \mathcal{L}_{\hat{t} \hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}+\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{\hat{t}}+\Omega\left(\hat{\mathfrak{a}}\left(t_{0}\right)\right)} \hat{g}_{b}\right) \\
&\left.+D_{\hat{g}_{b}} \operatorname{Ric}\left(\mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial \partial_{\hat{x}}} \mathcal{L}_{\hat{t} \hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}+\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{\hat{t}}+\Omega\left(\dot{\mathfrak{a}}\left(t_{0}\right)\right)} \hat{g}_{b}\right)\right] \bmod \mathcal{A}_{\mathrm{phg}}^{(4,4)+} . \tag{10.46a}
\end{align*}
$$

Writing $V=\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}$ and $W=\hat{t} \hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}+\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{\hat{t}}+\Omega\left(\dot{\mathfrak{a}}\left(t_{0}\right)\right)$, the identity (10.29) implies that the coefficient of $\epsilon^{3}(\log \epsilon)^{2}$ is $\frac{1}{2}$ times

$$
\begin{equation*}
D_{\hat{g}_{b}} \operatorname{Ric}\left(\mathcal{L}_{V} \mathcal{L}_{W} \hat{g}_{b}-\mathcal{L}_{W} \mathcal{L}_{V} \hat{g}_{b}\right)=D_{\hat{g}_{b}} \operatorname{Ric}\left(\mathcal{L}_{[V, W]} \hat{g}_{b}\right)=0 \tag{10.46b}
\end{equation*}
$$

Thus, the Ricci tensor of $\hat{g}_{2, b, \hat{c}, \mathfrak{a}}$ produces $\epsilon^{3}(\log \epsilon)$ terms which we shall use below to eliminate the cokernel of $\widehat{D_{\hat{g}_{b}} R i c}(0)$, cf. Theorem 9.6.

Lemma 10.19 (Further properties of $\hat{g}_{2, b, \hat{c}, \dot{\mathbf{a}}}$ ). We use the notation of Lemma 10.13. Suppose first that $\mathfrak{a} \neq 0$.
(1) (Decay of coefficients.) The components of $\hat{g}_{2, b, \hat{c}, \hat{\mathfrak{a}}}(\epsilon, t, \hat{x} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x})$, which are smooth functions on $(0,1)_{\epsilon} \times I_{t} \times \mathbb{R}_{\hat{x}}^{3}$, lift to elements of $\mathcal{A}_{\mathrm{phg}}^{(0,0)+},(0,0) \cup(3,1)_{+}(\widetilde{M})$ (with index sets referring to $\hat{\mathcal{M}}$ and $\mathcal{M}_{\circ}$, in this order) which differ from the corresponding components of $\hat{g}_{b}$ by terms in $\mathcal{A}_{\mathrm{phg}}^{(1,1)_{+},(3,1)_{+}}(\widetilde{M})$.
(2) (Total pullback.) Set

$$
\Phi_{2, \hat{c}, \mathfrak{a}}:(\epsilon, t, \hat{x}) \mapsto\left(\epsilon, t-\epsilon^{3}(\log \epsilon) \hat{c}^{\prime}(t) \cdot \hat{x}, e^{-\epsilon^{2}(\log \epsilon) \Omega(\dot{\mathbf{a}}(t))} \hat{x}-\epsilon(\log \epsilon) \hat{c}(t)\right) .
$$

Then $\Phi_{2, \hat{c}, \dot{a}}$ lifts to a conormal diffeomorphism of $\widetilde{M}$ with the property that the components of $\left(\Phi_{2, \hat{c}, \hat{\mathfrak{a}}}\right)^{*} \hat{g}_{2, b, \hat{c}, \dot{\mathbf{a}}}-\hat{g}_{b}$ lie in $\mathcal{A}_{\mathrm{phg}}^{(3,2)_{+},(2,1)_{+}}(\widetilde{M})$.
If $\mathfrak{a}=0$, the same conclusions hold upon dropping all terms and subscripts involving $\dot{\mathfrak{a}}$.
Proof. The polyhomogeneity of the components of $\hat{g}_{2, b, \hat{c}, \mathfrak{a}}$ follows from the smoothness of the coefficients of $\hat{g}_{b}$. The index set of $\hat{g}_{2, b, \hat{c}, \mathfrak{a}}$ at $\hat{\mathcal{M}}$ is $(0,0)_{+}$since $f(\hat{x}+\epsilon(\log \epsilon) \hat{c}(t)) \in$ $\mathcal{A}_{\mathrm{phg}}^{(0,0)+}\left(\widetilde{\mathcal{M}} \backslash \mathcal{M}_{\circ}\right)$ when $f$ is a smooth function on $\mathbb{R}^{3}$, as follows by Taylor expanding $f$ around $\hat{x}$. Near $\left(\mathcal{M}_{\circ}\right)^{\circ}$, we can use the coordinates $\epsilon, t, x=\epsilon \hat{x}$, so that $\Phi_{2, \hat{c}(t)}:(\epsilon, x) \mapsto$ $\left(\epsilon, x+\epsilon^{2}(\log \epsilon) \hat{c}(t)\right)$; we then write

$$
\hat{g}_{2, b, \hat{c}, \dot{\mathfrak{a}}}-\hat{g}_{b}=\left(\Phi_{2, \hat{c}(t)}^{*} \hat{g}_{b}-\hat{g}_{b}\right)+\epsilon^{2}(\log \epsilon) \Phi_{2, \hat{c}(t)}^{*}\left(\breve{h}_{b, 2 \hat{c}^{\prime}(t)}+\mathcal{L}_{\Omega(\dot{a}(t))} \hat{g}_{b}\right) .
$$

Since the components of $\breve{h}_{b, 2 \hat{c}^{\prime}(t)}+\mathcal{L}_{\Omega(\dot{\mathbf{a}}(t))} \hat{g}_{b}$ lie in $\rho_{\circ} \mathcal{C}^{\infty}(\widetilde{M} \backslash \hat{\mathcal{M}})$, the second summand here has index set $(3,1)_{+}$at $\mathcal{M}_{0}$. If in the first summand we replaced $\hat{g}_{b}$ by $\underline{\hat{g}}$, it would vanish; therefore, we may replace $\hat{g}_{b}$ by $\hat{g}_{b}-\hat{g}$, whose components lie in $\rho_{\circ} \mathcal{C}^{\infty}(\widetilde{M} \backslash \hat{\mathcal{M}})$, and thus the pullback along $\Phi_{2, \hat{c}(t)}$ (which equals the identity map at $\epsilon=0$ modulo a $\mathcal{A}_{\mathrm{phg}}^{(2,1)}$ correction) lies in $\mathcal{A}_{\mathrm{phg}}^{(3,1)_{+}}$as well.

For the second part, the index set at $\mathcal{M}_{\circ}$ is a consequence of the first part and the fact that, in the coordinates $\epsilon, t, x$ near $\left(\mathcal{M}_{\circ}\right)^{\circ}$, the map $\Phi_{2, \hat{c}, \dot{\mathfrak{a}}}$ is the identity map plus corrections of class $\mathcal{A}_{\text {phg }}^{(2,1)_{+}}$. Near a fiber of $\hat{\mathcal{M}}^{\circ}$ and using $\hat{t}=\frac{t-t_{0}}{\epsilon}$, we have

$$
\Phi_{2, \hat{c}, \hat{\mathfrak{a}}}(\epsilon, \hat{t}, \hat{x}) \equiv\left(\epsilon, \hat{t}-\epsilon^{2}(\log \epsilon) \hat{c}^{\prime}\left(t_{0}+\epsilon \hat{t}\right) \cdot \hat{x}, \hat{x}-\epsilon(\log \epsilon) \hat{c}\left(t_{0}+\epsilon \hat{t}\right)-\epsilon^{2}(\log \epsilon) \Omega\left(\dot{\mathfrak{a}}\left(t_{0}+\epsilon \hat{t}\right)\right)\right.
$$

modulo corrections of class $\mathcal{A}^{(4,2)_{+}}$; thus, pullback along $\Phi_{2, \hat{c}, \dot{\mathbf{a}}}$ cancels all terms in (10.45) except for the $\epsilon^{3}(\log \epsilon)$ and $\epsilon^{3}(\log \epsilon)^{2}$ terms. In fact, all terms $\frac{1}{j!} \epsilon^{j}(\log \epsilon)^{j} \mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{X}}}^{j} \hat{g}_{b}, j \in \mathbb{N}$, are canceled in this manner, and hence the index set of $\Phi_{2, \hat{c}, \hat{\mathbf{a}}}^{*} \hat{g}_{2, b, \hat{c}, \dot{\mathbf{a}}}-\hat{g}_{b}$ at $\hat{M}$ does not contain $(j, j), j \in \mathbb{N}$.

Grafting into the total gluing spacetime; computation of the error term. In the notation of Proposition 10.17, set

$$
\widetilde{g}_{2, \hat{c}, \mathfrak{a}}^{\prime}:=\widetilde{g}^{2}+\hat{\chi} \mathrm{e}^{-1}\left(\hat{g}_{2, b, \hat{c}, \dot{\mathfrak{a}}}-\hat{g}_{b}\right) \equiv \widetilde{g}^{2} \bmod \mathcal{A}_{\mathrm{phg}}^{(1,1)_{+},(3,1)_{+}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) .
$$

By the definition of $\widetilde{g}^{2}$ (and $h$ ) in Proposition 10.17, and recalling Proposition 10.14(1), we have

$$
\begin{align*}
& \mathrm{e} \widetilde{g}_{2, \hat{c}, \hat{\mathfrak{a}}}^{\prime}(\epsilon, t, \hat{x} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x}) \\
& \quad \equiv \hat{g}_{2, b, \hat{c}, \hat{\mathfrak{a}}}(\epsilon, t, \hat{x} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x})+\epsilon^{2} h_{(2)}(t, \hat{x} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x})+h \bmod \mathcal{A}_{\mathrm{phg}}^{(3,0)_{+} \cup(4,3)_{+},(0,0) \cup(1,0)_{+}}  \tag{10.47}\\
& \quad \equiv \hat{g}_{2, b, \hat{c}, \hat{\mathbf{a}}}(\epsilon, t, \hat{x} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x})+\epsilon^{2} h_{(2)}(t, \hat{x} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x}) \bmod \mathcal{A}_{\mathrm{phg}}^{(3,1)_{+} \cup(4,3)_{+},(0,0) \cup(1,0)_{+}}
\end{align*}
$$

for some $h_{(2)}$ with $^{81} \mathrm{e}^{-1} h_{(2)} \in \mathcal{A}_{\text {phg }}^{(-2,0)_{+}}\left(\hat{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T^{*}} \widetilde{M}\right)$. Combining these two facts and using (10.46a)-(10.46b) shows that

$$
\begin{equation*}
\operatorname{Err}_{2, \hat{c}, \mathbf{a}}^{\prime}:=\operatorname{Ric}\left(\widetilde{g}_{2, \hat{c}, \dot{\mathbf{a}}}^{\prime}\right)-\Lambda \widetilde{g}_{2, \hat{c}, \mathbf{i}}^{\prime} \in \mathcal{A}_{\mathrm{phg}}^{(1,1)_{+} \cup \cup(2,3)_{+},(3,2)_{+}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) \tag{10.48}
\end{equation*}
$$

Furthermore, using the description (10.47) and taking into account the contribution from the coupling of $\epsilon^{2} h_{(2)}$ with the $\epsilon(\log \epsilon)$ term $\epsilon(\log \epsilon) \mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}}^{\hat{g}_{b}}=\epsilon(\log \epsilon) h_{b, 2 \hat{c}\left(t_{0}\right)}$ in (10.45), the coefficient of the $\epsilon(\log \epsilon)$ leading order term of $\operatorname{Err}_{2, \hat{c}, \hat{\mathfrak{a}}}^{\prime}$ at $\hat{M}$ is, at the fiber $\hat{M}_{c(t)}$, given by $\mathrm{e}^{-1}$ applied to

$$
\begin{align*}
\operatorname{Err}_{2, \hat{c}, \hat{\mathfrak{a}},(1,1)}^{\prime}:= & \operatorname{Err}_{(1,1)}^{2}+\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\frac{\hat{t}^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}(t)}+\hat{t} \breve{h}_{b, 2 \hat{c}^{\prime \prime}(t)}+\hat{t} \hat{g}_{b}^{\prime}\left(0, \dot{\mathfrak{a}}^{\prime}(t)\right)\right) \\
& -\Lambda h_{b, 2 \hat{c}(t)}+D_{\hat{g}_{b}}^{2} \operatorname{Ric}\left(h_{b, 2 \hat{c}(t)}, h_{(2)}(t)\right)  \tag{10.49}\\
\in & \mathcal{A}_{\mathrm{phg}}^{(2,2)}\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right) .
\end{align*}
$$

The membership here is a consequence of (10.48), and the term $-\Lambda h_{b, 2 \hat{c}(t)}$ arises from the $\epsilon(\log \epsilon) \mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}$ term of $\hat{g}_{2, b, \hat{c}, \dot{\mathfrak{a}}}$ in (10.45). We can simplify this expression using the following identity:

[^57]Lemma 10.20 (Lie derivative and linearized Ricci). Let $g$ be a metric, $h$ a symmetric 2-tensor, and $V$ a vector field. Then

$$
\mathcal{L}_{V}\left(D_{g} \operatorname{Ric}(h)\right)=D_{g}^{2} \operatorname{Ric}\left(\mathcal{L}_{V} g, h\right)+D_{g} \operatorname{Ric}\left(\mathcal{L}_{V} h\right)
$$

Proof. Writing $e^{t V}$ for the time $t$ flow of $V$, the left hand side of the claimed identity is

$$
\begin{aligned}
\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{0}\left[\left(e^{t V}\right)^{*}\left(\left.\frac{\mathrm{~d}}{\mathrm{~d} s}\right|_{0} \operatorname{Ric}(g+s h)\right)\right] & =\left.\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{0} \frac{\mathrm{~d}}{\mathrm{~d} s}\right|_{0} \operatorname{Ric}\left(\left(e^{t V}\right)^{*} g+s\left(e^{t V}\right)^{*} h\right) \\
& =\left.\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{0} \frac{\mathrm{~d}}{\mathrm{~d} s}\right|_{0}\left(\left(e^{t V}\right)^{*} \operatorname{Ric}(g)+s D_{\left(e^{t V}\right)^{*} g} \operatorname{Ric}\left(\left(e^{t V}\right)^{*} h\right)\right) \\
& =\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{0} D_{\left(e^{t V}\right)^{*} g} \operatorname{Ric}\left(h+t \mathcal{L}_{V} h\right) \\
& =D_{g}^{2} \operatorname{Ric}\left(\mathcal{L}_{V} g, h\right)+D_{g} \operatorname{Ric}\left(\mathcal{L}_{V} h\right) .
\end{aligned}
$$

Since $\epsilon^{2} \mathrm{e}\left(\mathrm{Err}^{2}\right)$ vanishes more than quadratically at $\hat{M}$, we have

$$
D_{\hat{g}_{b}} \operatorname{Ric}\left(h_{(2)}(t)\right)-\Lambda \hat{g}_{b}=\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(h_{(2)}(t)\right)-\Lambda \hat{g}_{b}=0
$$

for all $t \in I$. Taking the Lie derivative of this along $\hat{c}(t) \cdot \partial_{\hat{x}}$ (on each $t$-level set separately) gives the identity

$$
\begin{equation*}
D_{\hat{g}_{b}}^{2} \operatorname{Ric}\left(h_{b, 2 \hat{c}(t)}, h_{(2)}(t)\right)-\Lambda h_{b, 2 \hat{c}(t)}+\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\mathcal{L}_{\hat{c}(t) \cdot \partial_{\hat{x}}} h_{(2)}(t)\right)=0 . \tag{10.50}
\end{equation*}
$$

Therefore, we can rewrite (10.49) as

$$
\begin{equation*}
\operatorname{Err}_{2, \hat{c}, \hat{\mathfrak{a}},(1,1)}^{\prime}=\operatorname{Err}_{(1,1)}^{2}+\widehat{\hat{D}_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\frac{\hat{t}^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}(t)}+\hat{t} \breve{h}_{b, 2 \hat{c}^{\prime \prime}(t)}+\hat{t} \hat{g}_{b}^{\prime}\left(0, \dot{\mathfrak{a}}^{\prime}(t)\right)-\mathcal{L}_{\hat{c}(t) \cdot \partial_{\hat{x}}} h_{(2)}(t)\right) . \tag{10.51}
\end{equation*}
$$

For later use, we note that, by definition of $h_{(2)}$, the leading order term $\left.\left(\hat{r}^{2} \mathrm{e}\left(h_{(2)}\right)\right)\right|_{\partial \hat{M}}$ is equal to $g_{(2)}$ from Lemma 10.1; therefore, near $|\hat{x}|^{-1}=0$, the coefficients (in the frame $\mathrm{d} \hat{t}, \mathrm{~d} \hat{x})$ of $h_{(2)}(t)$ are quadratic polynomials in $\hat{x}$ modulo $\mathcal{A}_{\mathrm{phg}}^{(-1,1)_{+}}$errors, and therefore those of $\mathcal{L}_{\hat{c}(t) \cdot \partial_{\hat{x}}} h_{(2)}(t)$ are linear functions of $\hat{x}$ modulo $\mathcal{A}_{\text {phg }}^{(0,1)+}$ errors; since $\hat{z}^{\mu} \mathrm{d} \hat{z}^{\kappa} \mathrm{d} \hat{z}^{\lambda} \in$ ker $\widehat{D_{g} \operatorname{Ric}}(0)$ where $\hat{z}=(\hat{t}, \hat{x})$, this implies

$$
\begin{equation*}
\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\mathcal{L}_{\hat{c}(t) \cdot \partial_{\hat{x}}} h_{(2)}(t)\right) \in \mathcal{A}_{\mathrm{phg}}^{(2,1)_{+}}\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right), \tag{10.52}
\end{equation*}
$$

with smooth dependence on $t \in I$.
Eliminating the cokernel; conclusion. In the notation of Theorem 9.6, consider now the map

$$
\ell_{2, \mathrm{COM}}: \mathcal{C}^{\infty}\left(I ; \mathbb{R}^{3}\right) \ni \hat{c} \mapsto\left\langle\operatorname{Err}_{2, \hat{c}, \dot{,},(1,1)}^{\prime},-\right\rangle_{L^{2}\left(\hat{X}_{b}\right)} \in \mathcal{C}^{\infty}\left(I ;\left(\mathcal{K}_{b, \mathrm{COM}}^{*}\right)^{*}\right) ;
$$

in view of Theorem 9.6(3), this map is independent of the choice of $\dot{\mathfrak{a}}$, and by Lemma 10.18 it evaluates at $t \in I$ to

$$
\begin{aligned}
\ell_{2, \mathrm{COM}}(\hat{c})(t)= & \ell_{b, \mathrm{COM}}\left(\hat{c}^{2}(t)\right)+\ell_{b, \mathrm{COM}}\left(2 \hat{c}^{\prime \prime}(t)\right)+\lambda(t, \hat{c}(t)), \\
& \lambda(t, \hat{c}):=-\left\langle\widehat{\hat{D}_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\mathcal{L}_{\hat{c} \cdot \hat{\partial}_{\hat{x}}} h_{(2)}(t)\right),-\right\rangle_{L^{2}\left(\hat{X}_{b}\right)} \in\left(\mathcal{K}_{b, \mathrm{COM}}^{*}\right)^{*} .
\end{aligned}
$$

The functional $\lambda(t, \hat{c})$ is well-defined since by (10.52) the first factor has almost a full order of decay more than necessary for integration against an element of $\mathcal{K}_{b, \mathrm{COM}}^{*}$. Since $I \times \mathbb{R}^{3} \ni(t, \hat{c}) \mapsto \lambda(t, \hat{c})$ defines an element of $\mathcal{C}^{\infty}\left(I ;\left(\mathbb{R}^{3}\right)^{*}\right)$, the equation

$$
\ell_{2, \mathrm{COM}}(\hat{c})=0
$$

is a nondegenerate linear second order ODE for $\hat{c}$ and thus has a solution

$$
\hat{c} \in \mathcal{C}^{\infty}\left(I ; \mathbb{R}^{3}\right)
$$

Next, when $\mathfrak{a} \neq 0$, we still need to find $\dot{\mathfrak{a}} \in \mathcal{C}^{\infty}\left(I ;(\mathbb{R} \mathfrak{a})^{\perp}\right)$ so that also $\ell_{2, \operatorname{Kerr}}(\dot{\mathfrak{a}})=0$, where we define

$$
\ell_{2, \mathrm{Kerr}}: \mathcal{C}^{\infty}\left(I ;(\mathbb{R} \mathfrak{a})^{\perp}\right) \ni \dot{\mathfrak{a}} \mapsto\left\langle\operatorname{Err}_{2, \hat{c}, \dot{\mathfrak{a}},(1,1)}^{\prime},-\right\rangle_{L^{2}\left(\hat{X}_{b}\right)} \in \mathcal{C}^{\infty}\left(I ;\left(\mathcal{K}_{b, \mathrm{Kerr}}^{*}\right)^{*}\right)
$$

Using Theorem 9.6 and the expression (10.51), we find that

$$
\begin{aligned}
& \ell_{2, \operatorname{Kerr}}(\dot{\mathfrak{a}})(t)=\ell_{b, \operatorname{Kerr}}\left(0, \dot{\mathfrak{a}}^{2}(t)\right)+\ell_{b, \operatorname{Kerr}}\left(0, \dot{\mathfrak{a}}^{\prime}(t)\right)+\mu(t), \\
& \mu(t):=-\left\langle\widehat{\hat{D}_{\hat{g_{b}}} \operatorname{Ric}}(0)\left(\mathcal{L}_{\hat{c}(t) \cdot \cdot_{\hat{x}}} h_{(2)}(t)\right),-\right\rangle \in\left(\mathcal{K}_{b, \operatorname{Kerr}}^{*}\right)^{*} .
\end{aligned}
$$

Arguing as in (10.20) and the proof of Corollary 10.6, we deduce that one can write $\mu(t)=\ell_{b, \operatorname{Kerr}}(0, \mathfrak{q}(t))$ where $\mathfrak{q} \in \mathcal{C}^{\infty}\left(I ;(\mathbb{R} \mathfrak{a})^{\perp}\right)$. Therefore, the equation $\ell_{2, \operatorname{Kerr}}(\mathfrak{a})=0$ is a nondegenerate linear first order ODE for $\mathfrak{a}$ which thus has a global solution

$$
\dot{\mathfrak{a}} \in \mathcal{C}^{\infty}\left(I ;(\mathbb{R} \mathfrak{a})^{\perp}\right) \quad(\mathfrak{a} \neq 0)
$$

For these choices of $\hat{c}, \dot{\mathfrak{a}}$, the assumptions of Theorem 9.8 are satisfied for $\operatorname{Err}_{2, \hat{c}, \dot{\mathbf{a}},(1,1)}^{\prime}(t)$ for all $t \in I$, and therefore there exists

$$
h \in \mathcal{A}_{\mathrm{phg}}^{(0,3)+}\left(\hat{M} \backslash \widetilde{\mathcal{K}}^{\circ} ; S^{2} \widetilde{T}_{\hat{M}}^{*} \widetilde{M}\right)
$$

i.e. eh $\in \mathcal{C}^{\infty}\left(I ; \mathcal{A}_{\mathrm{phg}}^{(0,3)+}\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)\right)$, so that $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)(\mathrm{e} h(t))=-\operatorname{Err}_{2, \hat{c}, \dot{\mathbf{a}},(1,1)}^{\prime}(t)$ for all $t \in I$. The metric

$$
\widetilde{g}_{2, \hat{c}, \dot{\mathfrak{a}}}:=\widetilde{g}_{2, \hat{c}, \mathfrak{a}}^{\prime}+\epsilon^{3}(\log \hat{\rho}) \hat{\chi} h
$$

which is a $\left((1,1)_{+},(1,0)_{+} \cup(3,3)_{+}\right)$-smooth total family, thus satisfies

$$
\operatorname{Ric}\left(\widetilde{g}_{2, \hat{c}, \hat{\mathbf{a}}}\right)-\Lambda \widetilde{g}_{2, \hat{c}, \dot{\mathbf{a}}} \in \mathcal{A}_{\mathrm{phg}}^{(1,0) \cup(2,3)_{+},(3,3)_{+}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$

As desired, this eliminates the $\epsilon(\log \hat{\rho})$ leading order term of $\operatorname{Err}^{2}$ at $\hat{M}$ from Proposition 10.17, at the expense of additional logarithmic factors at $M_{\circ}$. In a last step, we re-center the small black hole by passing from $\widetilde{g}_{2, \hat{c}, \dot{\mathfrak{a}}}$ to

$$
\widetilde{g}_{2}^{\prime}:=\Phi_{2, \hat{c}, \mathbf{a}}^{*} \widetilde{g}_{2, \hat{c}, \dot{\mathfrak{a}}}=\Phi_{2, \hat{c}, \dot{\mathfrak{a}}}^{*}\left(\hat{\chi}^{-1} \hat{g}_{2, b, \hat{c}, \mathfrak{a}}+\left(\widetilde{g}^{2}-\hat{\chi} \mathrm{e}^{-1} \hat{g}_{b}\right)+\epsilon^{3}(\log \hat{\rho}) \hat{\chi} h\right)
$$

By Lemma 10.19 , noting that $\epsilon^{3}(\log \hat{\rho}) \hat{\chi} h \in \mathcal{A}_{\mathrm{phg}}^{(3,1),(3,3)_{+}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$, and recalling (10.47)-(10.48), we have proved the following result:
Proposition 10.21 (Second correction at $\hat{M}$ : first step). There exists a total family $\widetilde{g}_{2}^{\prime}$ which is $\left((3,2)_{+},(1,0)_{+} \cup(3,3)_{+}\right)$-smooth, equal to $\widetilde{g}_{0}$ at $\hat{M}$ and $M_{\circ}$, and which satisfies

$$
\begin{equation*}
\operatorname{Err}_{2}^{\prime}:=\operatorname{Ric}\left(\widetilde{g}_{2}^{\prime}\right)-\Lambda \widetilde{g}_{2}^{\prime} \in \mathcal{A}_{\mathrm{phg}}^{(1,0) \cup(2,3)_{+},(3,3)_{+}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) ; \tag{10.53}
\end{equation*}
$$

moreover, $\widetilde{g}_{2}^{\prime}=g$ outside the domain of influence of a compact subset of $\mathcal{U}^{\circ}$. Furthermore, $\widetilde{g}_{2}^{\prime}$ is equal to the Kerr metric $\hat{g}_{b}$ along $\hat{M}$ modulo $\mathcal{O}\left(\epsilon^{2}\right)$ in the sense of Proposition 10.14(1),
and the leading order term $h_{(2)}(t):=\left.\epsilon^{-2}\left(\mathrm{e} \widetilde{g}_{2}^{\prime}(t)-\hat{g}_{b}\right)\right|_{\hat{M}(t)} \in \mathcal{A}_{\mathrm{phg}}^{(-2,0)_{+}}\left(\hat{X}_{b} ; S^{2}{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ (with smooth dependence on $t \in I$ ) satisfies (10.52) for all $\hat{c}$.
10.4.2. Solving away the remaining term. We next solve away the leading order term of $\operatorname{Err}_{2}^{\prime}$ at $\hat{M}$, which is

$$
\operatorname{Err}_{2,(1,0)}^{\prime}:=\mathrm{e}\left(\left.\left(\epsilon^{-1} \operatorname{Err}_{2}^{\prime}\right)\right|_{\hat{M}}\right) \in \mathcal{C}^{\infty}\left(I ; \mathcal{A}_{\mathrm{phg}}^{(2,3)+}\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)\right) .
$$

Unlike in previous arguments at $\hat{M}$, we no longer record any special properties of

$$
\left\langle\operatorname{Err}_{2,(1,0)}^{\prime},-\right\rangle \in \mathcal{C}^{\infty}\left(I ;\left(\mathcal{K}_{b, \text { tot }}^{*}\right)^{*}\right),
$$

and thus need to allow for the full range of linearized Kerr metrics when eliminating the cokernel.

As usual, we begin with a computation for the Kerr spacetime. Let $\hat{c} \in \mathcal{C}^{\infty}\left(I ; \mathbb{R}^{3}\right)$ and $\dot{b} \in \mathcal{C}^{\infty}\left(I ; \mathbb{R} \times \mathbb{R}^{3}\right)$, and set $\Phi_{2, \hat{c}(t)}^{\prime}:(\epsilon, \hat{x}) \mapsto(\epsilon, \hat{x}+\epsilon \hat{c}(t))$. Fix $t_{0} \in I$ and write $\hat{t}=\frac{t-t_{0}}{\epsilon}$. Then the tensor

$$
\begin{aligned}
& \hat{g}_{2, b, \hat{c}, \hat{b}}^{\prime}:=\left(\left(\Phi_{2, \hat{c}(t)}^{\prime}\right)^{*}\left(\hat{g}_{b}+\epsilon^{2}\left(\breve{h}_{b, 2 \hat{c}^{\prime}(t)}+\hat{g}_{b}^{\prime}(\dot{b}(t))\right)\right)\right)_{t \in I} \\
& \equiv\left(\Phi_{2, \hat{c}\left(t_{0}\right)}^{\prime}\right)^{*}\left(\hat{g}_{b}+\epsilon^{2}\left(\hat{t} h_{b, 2 \hat{c}^{\prime}\left(t_{0}\right)}+\breve{h}_{b, 2 \hat{c}^{\prime}\left(t_{0}\right)}+\hat{g}_{b}^{\prime}\left(\dot{b}\left(t_{0}\right)\right)\right)\right. \\
& \left.+\epsilon^{3}\left(\frac{\hat{t}^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t} \breve{h}_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t} \hat{g}_{b}^{\prime}\left(\dot{b}^{\prime}\left(t_{0}\right)\right)\right)\right)_{t \in I} \\
& \equiv \hat{g}_{b}+\epsilon \mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}} \hat{g}_{b}+\epsilon^{2}\left(\frac{1}{2} \mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\bar{x}}}^{2} \hat{g}_{b}+\mathcal{L}_{\hat{t} \hat{c}^{\prime}\left(t_{0}\right) \cdot \cdot \partial_{\hat{x}}+\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{t}} \hat{g}_{b}+\hat{g}_{b}^{\prime}\left(\dot{b}\left(t_{0}\right)\right)\right)} \\
& +\epsilon^{3}\left(\frac{\hat{t}^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}}\left(t_{0}\right)+\hat{t} \breve{h}_{b, 2 \hat{c}^{\prime \prime}}\left(t_{0}\right)+\hat{t} \hat{g}_{b}^{\prime}\left(\dot{b}^{\prime}\left(t_{0}\right)\right)\right) \\
& +\epsilon^{3}\left(\frac{1}{6} \mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}}^{3} \hat{g}_{b}+\mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}}\left(\hat{t} h_{b, 2 \hat{c}^{\prime}\left(t_{0}\right)}+\breve{h}_{b, 2 \hat{c}^{\prime}\left(t_{0}\right)}+\hat{g}_{b}^{\prime}\left(\dot{b}\left(t_{0}\right)\right)\right)\right) \bmod \epsilon^{4} \mathcal{C}^{\infty}
\end{aligned}
$$

satisfies

$$
\begin{aligned}
\operatorname{Ric}\left(\hat{g}_{2, b, \hat{c}, \dot{b}}^{\prime}\right) \equiv & \epsilon^{3} D_{\hat{g}_{b}} \operatorname{Ric}\left(\frac{\hat{t}^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t} \breve{h}_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t}_{g_{b}^{\prime}}^{\prime}\left(\dot{b}^{\prime}\left(t_{0}\right)\right)\right) \\
+ & \epsilon^{3}\left[D_{\hat{g}_{b}}^{2} \operatorname{Ric}\left(\mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}, \mathcal{L}_{\hat{t} \hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}+\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{\hat{t}}} \hat{g}_{b}+\hat{g}_{b}^{\prime}\left(\dot{b}\left(t_{0}\right)\right)\right)\right. \\
& \left.+D_{\hat{g}_{b}} \operatorname{Ric}\left(\mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}}\left(\mathcal{L}_{\hat{t} \hat{c}^{\prime}\left(t_{0}\right) \cdot \partial_{\hat{x}}+\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{t}} \hat{g}_{b}+\hat{g}_{b}^{\prime}\left(\dot{b}\left(t_{0}\right)\right)\right)\right)\right] \bmod \epsilon^{4} \mathcal{C}^{\infty} .
\end{aligned}
$$

Using the identity (10.29) as around (10.46b), the expression in square brackets is

$$
D_{\hat{g}_{b}}^{2} \operatorname{Ric}\left(\mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}, \hat{g}_{b}^{\prime}\left(\dot{b}\left(t_{0}\right)\right)\right)+D_{\hat{g}_{b}} \operatorname{Ric}\left(\mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}^{\prime}\left(\dot{b}\left(t_{0}\right)\right)\right) ;
$$

but by Lemma 10.20 , this is further equal to $\mathcal{L}_{\hat{\mathcal{c}}\left(t_{0}\right) \cdot \partial_{\hat{x}}}\left[D_{\hat{g}_{b}} \operatorname{Ric}\left(\hat{g}_{b}^{\prime}\left(\dot{b}\left(t_{0}\right)\right)\right)\right]$ and thus vanishes in view of (3.43). Therefore,

$$
\operatorname{Ric}\left(\hat{g}_{2, b, \hat{c}, \dot{b}}^{\prime}\right) \equiv \epsilon^{3}\left[D_{\hat{g}_{b}} \operatorname{Ric}\left(\frac{\hat{t}^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t} \breve{h}_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t} \hat{g}_{b}^{\prime}\left(\dot{b}^{\prime}\left(t_{0}\right)\right)\right)\right] \bmod \epsilon^{4} \mathcal{C}^{\infty}
$$

We now let

$$
\widetilde{g}_{2, \hat{c}, \dot{b}}^{\prime}:=\widetilde{g}_{2}^{\prime}+\hat{\chi} \mathrm{e}^{-1}\left(\hat{g}_{2, b, \hat{c}, \dot{b}}^{\prime}-\hat{g}_{b}\right)
$$

The second summand here lies in $\mathcal{A}_{\mathrm{phg}}^{(1,0),(3,0)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T^{*}} \widetilde{M}\right)$, and we have

$$
\operatorname{Ric}\left(\widetilde{g}_{2, \hat{c}, \hat{b}}^{\prime}\right)-\Lambda \widetilde{g}_{2, \hat{c}, \dot{b}}^{\prime} \in \mathcal{A}_{\mathrm{phg}}^{(1,0) \cup(2,3)_{+},(3,3)_{+}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$

cf. (10.53), with leading order term $\epsilon$ times $\mathrm{e}^{-1}$ applied to

$$
\begin{align*}
\operatorname{Err}_{2, \hat{c}, b}^{\prime} & :=\operatorname{Err}_{2,(1,0)}^{\prime}+D_{\hat{g}_{b}} \operatorname{Ric}\left(\frac{\hat{t}^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t} \breve{h}_{b, 2 \hat{c}^{\prime \prime}}\left(t_{0}\right)+\hat{t} \hat{g}_{b}^{\prime}\left(\dot{b}^{\prime}\left(t_{0}\right)\right)-\mathcal{L}_{\hat{c}(t) \cdot \cdot_{\hat{x}}} h_{(2)}(t)\right) \\
& \in \mathcal{C}^{\infty}\left(I ; \mathcal{A}_{\mathrm{phg}}^{(2,3)_{+}}\left(\hat{X}_{b} ; S^{23 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)\right), \tag{10.54}
\end{align*}
$$

as follows from the same computations as in (10.49)-(10.51). We also recall the membership (10.52). By Theorem 9.6, the equation

$$
\left\langle\operatorname{Err}_{2, \hat{c}, \hat{b}}^{\prime},-\right\rangle_{L^{2}\left(\hat{X}_{b}\right)}=0 \in \mathcal{C}^{\infty}\left(I ;\left(\mathcal{K}_{b, \mathrm{COM}}^{*}\right)^{*}\right)
$$

is a nondegenerate linear second order ODE for $\hat{c}$ which thus also has a global solution $\hat{c} \in \mathcal{C}^{\infty}\left(I ; \mathbb{R}^{3}\right)$. With $\hat{c}$ now fixed, the equation

$$
\left\langle\operatorname{Err}_{2, \hat{c}, \hat{b}}^{\prime},-\right\rangle_{L^{2}\left(\hat{X}_{b}\right)}=0 \in \mathcal{C}^{\infty}\left(I ;\left(\mathcal{K}_{b, \mathrm{Kerr}}^{*}\right)^{*}\right)
$$

is a nondegenerate linear first order ODE for $\dot{b}$ which thus has a global solution $\dot{b} \in \mathcal{C}^{\infty}(I ; \mathbb{R} \times$ $\left.\mathbb{R}^{3}\right)$. For these choices of $\hat{c}, \dot{b}$, we can now apply Theorem 9.8 and obtain

$$
h \in \mathcal{A}_{\mathrm{phg}}^{(0,4)+}\left(\hat{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}_{\hat{M}}^{*} \widetilde{M}\right)
$$

so that

$$
\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)(\mathrm{e} h(t))=-\operatorname{Err}_{2, \hat{c}, \dot{b}}^{\prime}(t) \quad \forall t \in I
$$

Finally, we set $\widetilde{g}_{2}=\left(\Phi_{2, \hat{c}}^{\prime}\right)^{*}\left(\widetilde{g}_{2, \hat{c}, \hat{b}}^{\prime}+\epsilon^{3} \hat{\chi} h\right)$ where the pullback by $\Phi_{2, \hat{c}}^{\prime}:(\epsilon, t, \hat{x}) \mapsto(\epsilon, t, \hat{x}-$ $\epsilon \hat{c}(t))$ applied to $\widetilde{g}_{2, \hat{c}, b}^{\prime}$ is equal to $\hat{g}_{b}$ along $\hat{M}$ up to $\mathcal{O}\left(\epsilon^{2}\right)$ errors. In summary:

Proposition 10.22 (Second correction at $\hat{M}$ : second step). There exists a $\left((3,2)_{+},(1,0)_{+} \cup\right.$ $\left.(3,4)_{+}\right)$-smooth total family $\widetilde{g}_{2}$ which is equal to $\widetilde{g}_{0}$ at $\hat{M}$ and $M_{\circ}$ and which satisfies ${ }^{82}$

$$
\operatorname{Err}_{2}:=\operatorname{Ric}\left(\widetilde{g}_{2}\right)-\Lambda \widetilde{g}_{2} \in \mathcal{A}_{\mathrm{phg}}^{(2,3)_{+},(3,4)_{+\times}}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) ;
$$

moreover, $\widetilde{g}_{2}=g$ outside the domain of influence of a compact subset of $\mathcal{U}^{\circ}$. Furthermore, $\widetilde{g}_{2}$ is equal to the Kerr metric $\hat{g}_{b}$ along $\hat{M}$ modulo $\mathcal{O}\left(\epsilon^{2}\right)$ in the sense of Proposition 10.14(1), and the subleading term $h_{(2)}(t):=\left.\epsilon^{-2}\left(\mathrm{e} \widetilde{g}_{2}(t)-\hat{g}_{b}\right)\right|_{\hat{M}(t)} \in \mathcal{A}_{\mathrm{phg}}^{(-2,0)+}\left(\hat{X}_{b} ; S^{2}{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ satisfies (10.52) for all $\hat{c}$.

Remark 10.23 (Linearized Kerr contributions). The term $h_{(2)}(t)$ in Proposition 10.22 is not pure gauge when $g_{(2)}(t) \neq 0$, or equivalently when $\operatorname{Riem}(g) \neq 0$ at $c(t) \in \mathcal{C}$; this is why we may as well admit correction terms $\epsilon^{2} \hat{g}_{b}^{\prime}(\dot{b}(t))$ in $\hat{g}_{2, b, \hat{c}, \dot{b}}^{\prime}$ which are not pure gauge either. By contrast, we carefully avoided $\mathcal{O}\left(\epsilon^{2} \log \epsilon\right)$ metric perturbations which are not pure gauge in §10.4.1.

[^58]10.5. Third correction at $M_{\circ}$. At this point, no special arguments are required at $M_{\circ}$ anymore. We thus record the following general result:
Proposition 10.24 (Correction at $\left.M_{\circ}\right)$. Let $k \in \mathbb{N} .{ }^{83}$ Suppose $\widetilde{g}_{k-1}$ is a $((1, *),(1, *))$ smooth total family with $\widetilde{g}_{k-1}=\widetilde{g}_{0}$ at $\hat{M} \cup M_{\circ}$. Suppose moreover that
$$
\operatorname{Err}_{k-1}:=\operatorname{Ric}\left(\widetilde{g}_{k-1}\right)-\Lambda \widetilde{g}_{k-1} \in \mathcal{A}_{\mathrm{phg}}^{(k-1, *),(k, m) \cup(k+1, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$
for some $m \in \mathbb{N}_{0}$, and $\operatorname{supp} \operatorname{Err}_{k-1} \subset U$ where $U$ is the domain of influence of a compact subset of $\mathcal{U}^{\circ}$. Then there exists $h \in \mathcal{A}_{\mathrm{phg}}^{(k+1, *),(k, m)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T^{*}} \widetilde{M}\right)$ with $\operatorname{supp} h \cap M_{\circ} \subset \beta_{\circ}^{*} U$ so that for $\widetilde{g}^{k}:=\widetilde{g}_{k-1}+h$, we have
$$
\operatorname{Err}{ }^{k}:=\operatorname{Ric}\left(\widetilde{g}^{k}\right)-\Lambda \widetilde{g}^{k} \in \mathcal{A}_{\mathrm{phg}}^{(k-1, *),(k+1, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$

In other words, we can solve away the error term $\operatorname{Err}_{k-1}$ to leading order at $M_{\circ}$. A careful accounting of index sets, similarly to (but combinatorially more involved than) the proof of Proposition 10.17, allows one to specify the index sets; we leave this to the interested reader.

Proof of Proposition 10.24. There exist $f_{0}, \ldots, f_{m} \in \mathcal{A}_{\mathrm{phg}}^{(-1, *)}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right)$ so that the index set of

$$
\operatorname{Err}_{k-1}-\chi_{\circ} \epsilon^{k} \sum_{j=0}^{m}\left(\log \rho_{\circ}\right)^{j} f_{j}
$$

at $M_{\circ}$ is $(k+1, *)$. Writing $\rho_{\circ}=\frac{\epsilon}{\hat{\rho}}$, the second Bianchi identity for $\widetilde{g}_{k-1}$ implies

$$
\begin{aligned}
& 0=\delta_{g} \mathrm{G}_{g}\left(\sum_{j=0}^{m}(\log \epsilon-\log \hat{\rho})^{j} f_{j}\right)=\sum_{q=0}^{m}(\log \epsilon)^{q} \delta_{g} \mathrm{G}_{g} f_{q}^{\prime}, \\
& f_{q}^{\prime}:=\sum_{j=0}^{m-q}\binom{j+q}{q}(-1)^{j}(\log \hat{\rho})^{j} f_{j+q} \subset \mathcal{A}_{\mathrm{phg}}^{(-1, *)}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right) .
\end{aligned}
$$

Therefore $\delta_{g} \mathrm{G}_{g} f_{q}^{\prime}=0$ for all $q=0, \ldots, m$. Theorem 8.1 produces

$$
h_{q} \in \mathcal{A}_{\mathrm{phg}}^{(1, *)}\left(M_{\circ} ; \beta_{\circ}^{*} S^{2} T^{*} M\right), \quad\left(D_{g} \operatorname{Ric}-\Lambda\right) h_{q}=f_{q}^{\prime},
$$

with $\operatorname{supp} h_{q}$ contained in the domain of influence of a compact subset of $\mathcal{U}^{\circ}$. Therefore,

$$
\left(D_{g} \operatorname{Ric}-\Lambda\right)\left(\sum_{q=0}^{m}(\log \epsilon)^{q} h_{q}\right)=\sum_{q=0}^{m}(\log \epsilon)^{q} f_{q}^{\prime}=\sum_{j=0}^{m}(\log \epsilon-\log \hat{\rho})^{j} f_{j} .
$$

Thus, the conclusions of the Proposition hold for $h=\chi_{\circ} \epsilon^{k} \sum_{q=0}^{m}(\log \epsilon)^{q} h_{q}$.
For $k=3$, this produces a $\left((3, *),(1,0)_{+} \cup(3, *)\right)$-smooth total family $\widetilde{g}^{3}$ with

$$
\begin{equation*}
\operatorname{Err}^{3}:=\operatorname{Ric}\left(\widetilde{g}^{3}\right)-\Lambda \widetilde{g}^{3} \in \mathcal{A}_{\mathrm{phg}}^{(2, *),(4, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) \tag{10.55}
\end{equation*}
$$

Note that the correction $\widetilde{g}^{3}-\widetilde{g}_{2}$ produced by Proposition 10.24 has index set $(4, *)$ at $\hat{M}$, so in particular the description of the leading order correction to the Kerr metric at $\hat{M}$ in Proposition 10.22 remains valid for $\widetilde{g}^{3}$ as well.

[^59]10.6. Third correction at $\hat{M}$. Let $m \in \mathbb{N}_{0}$ be such that the index set of $\operatorname{Err}^{3}$ in (10.55) at $\hat{M}$ is $(2, m) \cup(3, *)$. Write the leading order part of $\operatorname{Err}^{3}$ at $\hat{M}$ as
$$
\sum_{j=0}^{m} \epsilon^{2}(\log \epsilon)^{j} \mathrm{e}^{-1} f_{j}, \quad f_{j} \in \mathcal{C}^{\infty}\left(I ; \mathcal{A}_{\mathrm{phg}}^{(2, *)}\left(\hat{X}_{b} ; S^{2 \text { 3sc }} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)\right)
$$

In order to solve this away, we need to make corrections to $\widetilde{g}^{3}$ by deformation tensors of translations by amounts $\mathcal{O}\left(\epsilon^{2}(\log \epsilon)^{m}\right)$; since such corrections are thus still larger (by logarithmic factors) at $\hat{M}$ than the $\epsilon^{2}$ deviation of the total family $\widetilde{g}^{3}$ from $\hat{g}_{b}$ at $\hat{M}$, we need to solve away this leading order part using a combination of a correction and a pullback much as in $\S \S 10.2$ and 10.4. (Only in later steps of the construction can we omit the pullback part; see §10.7.)

Since the arguments are very similar to those in $\S 10.4$, we shall be brief. We begin by solving away the term $\epsilon^{2}(\log \epsilon)^{m} \mathrm{e}^{-1} f_{m}$. Setting

$$
\Phi_{3, \hat{c}(t)}:(\epsilon, \hat{x}) \mapsto\left(\epsilon, \hat{x}+\epsilon^{2}(\log \epsilon)^{m} \hat{c}(t)\right)
$$

where $\hat{c} \in \mathcal{C}^{\infty}\left(I ; \mathbb{R}^{3}\right)$ is to be determined, we consider for $\dot{b} \in \mathcal{C}^{\infty}\left(I ; \mathbb{R} \times \mathbb{R}^{3}\right)$ the tensor

$$
\hat{g}_{3, \hat{c}, \hat{b}}=\hat{g}_{3, \hat{c}, \hat{b}}(\epsilon, t, \hat{x} ; \mathrm{d} \hat{t}, \mathrm{~d} \hat{x})
$$

defined on a $t$-level set by $\Phi_{3, \hat{c}(t)}^{*}\left(\hat{g}_{b}+\epsilon^{3}(\log \epsilon)^{m}\left(\breve{h}_{b, 2 \hat{c}^{\prime}}(t)+\hat{g}_{b}^{\prime}(\dot{b}(t))\right)\right)$; thus, in the coordinates (10.21) near $t=t_{0} \in I$, we have

$$
\begin{aligned}
\hat{g}_{3, \hat{c}, \dot{b}} \equiv & \hat{g}_{b}+\epsilon^{2}(\log \epsilon)^{m} \mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}+\epsilon^{3}(\log \epsilon)^{m}\left(\mathcal{L}_{\hat{t} \hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}+\left(\hat{c}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{t}} \hat{g}_{b}+\hat{g}_{b}^{\prime}\left(\dot{b}\left(t_{0}\right)\right)\right) \\
& +\epsilon^{4}(\log \epsilon)^{m}\left(\frac{t^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}}\left(t_{0}\right)+\hat{t} \breve{h}_{b, 2 \hat{c}^{\prime \prime}}\left(t_{0}\right)+\hat{t} \hat{g}_{b}^{\prime}\left(\dot{b}^{\prime}\left(t_{0}\right)\right)\right)+\epsilon^{4}(\log \epsilon)^{2 m} \mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}}^{2} \hat{g}_{b} \\
& \bmod \mathcal{A}_{\text {phg }}^{(5, *)}\left([0,1)_{\epsilon} ; \mathcal{C}^{\infty}\left(\mathbb{R}_{\hat{t}, \hat{x}}^{4} ; S^{2} T^{*} \mathbb{R}^{4}\right)\right) .
\end{aligned}
$$

(The interaction of $\mathcal{L}_{\hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}} \hat{g}_{b}$ and $\mathcal{L}_{\hat{t} \hat{c}\left(t_{0}\right) \cdot \partial_{\hat{x}}+\left(\hat{c}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{\hat{t}}} \hat{g}_{b}+\hat{g}_{b}^{\prime}\left(\dot{b}\left(t_{0}\right)\right)$ is now of order $\epsilon^{5}(\log \epsilon)^{2 m}$ and thus negligible.) Therefore,

$$
\operatorname{Ric}\left(\hat{g}_{3, \hat{c}, b}\right) \equiv \epsilon^{4}(\log \epsilon)^{m} D_{\hat{g}_{b}} \operatorname{Ric}\left(\frac{\hat{t}^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\breve{t}_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t}_{\hat{g}}^{b}\left(_{b}^{\prime}\left(t_{0}\right)\right)\right) \bmod \mathcal{A}_{\mathrm{phg}}^{(5, *)}
$$

For the tensor $\widetilde{g}_{3, \hat{c}, b}:=\widetilde{g}^{3}+\hat{\chi} \mathrm{e}^{-1}\left(\hat{g}_{3, \hat{c}, b}-\hat{g}_{b}\right)$, define the error term

$$
\operatorname{Err}_{3, \hat{c}, b}:=\operatorname{Ric}\left(\widetilde{g}_{3, \hat{c}, \dot{b}}\right)-\Lambda \widetilde{g}_{3, \hat{c}, b} \in \mathcal{A}_{\mathrm{phg}}^{(2, m) \cup(3, *),(4, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) ;
$$

then the $\epsilon^{2}(\log \epsilon)^{m}$ coefficient of $\mathrm{eErr}_{3, \hat{c}, \hat{b}}$ is at $\hat{M}_{c(t)}$ given by

$$
f_{3, \hat{c}, \dot{b}, m}(t)=f_{m}(t)+D_{\hat{g}_{b}} \operatorname{Ric}\left(\frac{\hat{t}^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}(t)}+\hat{t} \breve{h}_{b, 2 \hat{c}^{\prime \prime}(t)}+\hat{t} \hat{g}_{b}^{\prime}\left(\dot{b}^{\prime}(t)\right)-\mathcal{L}_{\hat{c}(t) \cdot \partial_{\hat{x}}} h_{(2)}(t)\right)
$$

analogously to (10.54), where, as in Proposition 10.22, the subleading term $h_{(2)}=\epsilon^{-2}\left(\mathrm{e} \widetilde{g}^{3}-\right.$ $\left.\hat{g}_{b}\right)\left.\right|_{\hat{M}(t)} \in \mathcal{A}_{\mathrm{phg}}^{(-2,0)+}\left(\hat{X}_{b} ; S^{2}{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ satisfies (10.52) for all $\hat{c}$. Choosing $\hat{c}$ and then $\dot{b}$ by solving nondegenerate linear second, resp. first order ODEs by means of Theorem 9.6, we can arrange for this coefficient to satisfy the assumptions of Theorem 9.8 for all $t \in I$. Therefore, we obtain $h_{m} \in \mathcal{A}_{\mathrm{phg}}^{(0, *)}\left(\hat{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}_{\hat{M}}^{*} \widetilde{M}\right)$ so that

$$
\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\mathrm{e} h_{m}(t)\right)=-f_{3, \hat{c}, \dot{b}, m}(t), \quad t \in I .
$$

The update to $\widetilde{g}^{3}$ is then

$$
\widetilde{g}_{3, m}:=\Phi_{3, \hat{c}, \hat{b}}^{*}\left(\widetilde{g}_{3, \hat{c}, \dot{b}}+\hat{\chi} \epsilon^{4}(\log \epsilon)^{m} h_{m}\right), \quad \Phi_{3, \hat{c}, \hat{b}}(\epsilon, t, \hat{x})=\left(\epsilon, t, \hat{x}+\epsilon^{2}(\log \epsilon)^{m} \hat{c}(t)\right) .
$$

The error term $\operatorname{Err}_{3, m}:=\operatorname{Ric}\left(\widetilde{g}_{3, m}\right)-\Lambda \widetilde{g}_{3, m}$ has index set $(2, m-1) \cup(3, *)$ at $\hat{M}$ and $(4, *)$ at $M_{\circ}$; and e $\widetilde{g}_{3, m}$ equals $\hat{g}_{b}$ along $\hat{M}$ modulo quadratic error terms.

One can continue in this fashion to eliminate the $\epsilon^{2}(\log \epsilon)^{m-1}$ term of $\operatorname{Err}_{3, m}$, and so on; after $m+1$ steps, one obtains:

Proposition 10.25 (Third correction at $\hat{M})$. There exists a $\left((3, *),(1,0)_{+} \cup(3, *)\right)$-smooth total family $\widetilde{g}_{3}$ which is equal to $\widetilde{g}_{0}$ at $\hat{M}$ and $M_{\circ}$ and equal to $g$ near $X \backslash \mathcal{U}^{\circ}$, with

$$
\operatorname{Err}_{3}:=\operatorname{Ric}\left(\widetilde{g}_{3}\right)-\Lambda \widetilde{g}_{3} \in \mathcal{A}_{\mathrm{phg}}^{(3, *),(4, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$

with supp $\operatorname{Err}_{3} \cap M_{\circ} \subset \beta_{0}^{*} U$ where $U$ is the domain of influence of a compact subset of $\mathcal{U}^{\circ}$, and so that $\mathrm{e} \widetilde{g}_{3}$ is equal to $\hat{g}_{b}$ at $\hat{M}$ modulo quadratically vanishing errors in the sense of Proposition 10.14(1).
10.7. Completion of the construction. Proposition 10.24 produces a correction $h \in$ $\mathcal{A}_{\mathrm{phg}}^{(5, *),(4, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$ to $\widetilde{g}_{3}$, with support in the domain of influence of a compact subset of $\mathcal{U}^{\circ}$, so that

$$
\operatorname{Err}{ }^{4}:=\operatorname{Ric}\left(\widetilde{g}^{4}\right)-\Lambda \widetilde{g}^{4} \in \mathcal{A}_{\mathrm{phg}}^{(3, *),(5, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right), \quad \widetilde{g}^{4}:=\widetilde{g}_{3}+h .
$$

Note that $\widetilde{g}^{4}$ is a $\left((3, *),(1,0)_{+} \cup(3, *)\right)$-smooth total family. Solving away Err ${ }^{4}$ to leading order at $\hat{M}$ now relies on the following result:

Proposition 10.26 (Correction at $\hat{M})$. Let $k \geq 4$. Suppose $\tilde{g}^{k}$ is a $\left((3, *),(1,0)_{+} \cup(3, *)\right)$ smooth total family so that $\widetilde{\mathrm{g}}^{k}$ is equal to $\hat{g}_{b}$ at $\hat{M}$ modulo quadratically vanishing errors in the sense of Proposition 10.14(1). Suppose that

$$
\operatorname{Err}{ }^{k}=\operatorname{Ric}\left(\widetilde{g}^{k}\right)-\Lambda \widetilde{g}^{k} \in \mathcal{A}_{\mathrm{phg}}^{(k-1, m) \cup(k, *),(k+1, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) .
$$

Then there exists $h \in \mathcal{A}_{\mathrm{phg}}^{(k-1, m),(k+1, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T^{*}} \widetilde{M}\right)$ so that for $\widetilde{g}_{k}:=\widetilde{g}^{k}+h$, we have

$$
\operatorname{Err}_{k}:=\operatorname{Ric}\left(\widetilde{g}_{k}\right)-\Lambda \widetilde{g}_{k} \in \mathcal{A}_{\mathrm{phg}}^{(k, *),(k+1, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$

In particular, e $\widetilde{g}_{k}$ is equal to $\hat{g}_{b}$ at $\hat{M}$ modulo quadratically vanishing errors; and we have supp $\operatorname{Err}_{k} \cap M_{\circ} \subset \beta_{\circ}^{*} U$ where $U$ is the domain of influence of a compact subset of $\mathcal{U}^{\circ}$.

Proof. We shall solve away the leading order term of $\operatorname{Err}^{k}$ at $\hat{M}$, which is

$$
\epsilon^{k-1}(\log \epsilon)^{m} \mathrm{e}^{-1} f, \quad f \in \mathcal{C}^{\infty}\left(I ; \mathcal{A}_{\mathrm{phg}}^{(2, *)}\left(\hat{X}_{b} ; S^{2} 3 \mathrm{sc} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)\right)
$$

Let $\hat{c} \in \mathcal{C}^{\infty}\left(I ; \mathbb{R}^{3}\right)$ and $\dot{b} \in \mathcal{C}^{\infty}\left(I ; \mathbb{R} \times \mathbb{R}^{3}\right)$; we will determine these functions momentarily. Consider $\Phi_{\hat{c}(t)}:(\epsilon, \hat{x}) \mapsto\left(\epsilon, \hat{x}+\epsilon^{k-1}(\log \epsilon)^{m} \hat{c}(t)\right)$ and the tensor

$$
g_{\hat{c}, \hat{b}}=\left(\Phi_{\hat{c}(t)}^{*}\left(\hat{g}_{b}+\epsilon^{k}(\log \epsilon)^{m}\left(\breve{h}_{b, \hat{c}^{\prime}(t)}+\hat{g}_{b}^{\prime}(\dot{b}(t))\right)\right)\right)_{t \in I}
$$

Taylor expanding around $t=t_{0} \in I$ and using the coordinates $\epsilon, \hat{t}=\frac{t-t_{0}}{\epsilon}, \hat{x}$, this is

$$
\hat{g}_{\hat{c}, \dot{b}} \equiv \hat{g}_{b}+\epsilon^{k-1}(\log \epsilon)^{m} h_{b, 2 \hat{c}\left(t_{0}\right)}+\epsilon^{k}(\log \epsilon)^{m}\left(\mathcal{L}_{\hat{t} \hat{c}^{\prime}}\left(t_{0}\right) \cdot \partial_{\hat{x}}+\left(\hat{c}^{\prime}\left(t_{0}\right) \cdot \hat{x}\right) \partial_{t} \hat{g}_{b}+\hat{g}_{b}^{\prime}\left(\dot{b}\left(t_{0}\right)\right)\right)
$$

$$
\begin{aligned}
+\epsilon^{k+1}(\log \epsilon)^{m}\left(\frac{\hat{t}^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t} \breve{h}_{b, 2 \hat{c}^{\prime \prime}}\left(t_{0}\right)\right. & +\hat{t}_{\hat{g}}^{b} \\
b & \left.\left(\dot{b}^{\prime}\left(t_{0}\right)\right)\right) \\
& \bmod \mathcal{A}_{\mathrm{phg}}^{(k+2, *)}\left([0,1)_{\epsilon} ; \mathcal{C}^{\infty}\left(\mathbb{R}_{\hat{t}, \hat{x}}^{4} ; S^{2} T^{*} \mathbb{R}^{4}\right)\right)
\end{aligned}
$$

and therefore we have

$$
\operatorname{Ric}\left(\hat{g}_{\hat{c}, b}\right) \equiv \epsilon^{k+1}(\log \epsilon)^{m} \widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\frac{\hat{t}^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t} \breve{t}_{b, 2 \hat{c}^{\prime \prime}\left(t_{0}\right)}+\hat{t} \hat{g}_{b}^{\prime}\left(\dot{b}^{\prime}\left(t_{0}\right)\right)\right) \bmod \mathcal{A}_{\mathrm{phg}}^{(k+2, *)}
$$

We then consider

$$
\tilde{g}_{\hat{c}, \dot{b}}:=\widetilde{g}^{k}+\hat{\chi} \mathrm{e}^{-1}\left(\hat{g}_{\hat{c}, \dot{b}}-\hat{g}_{b}\right) .
$$

Since e $\widetilde{g}^{k} \equiv \hat{g}_{b}+\epsilon^{2} h_{(2)} \bmod \mathcal{A}_{\mathrm{phg}}^{(3, *)}$ at $\hat{M}^{\circ}$, we compute, as in (10.54) and earlier in (10.49)(10.51), the leading order term of $\operatorname{Ric}\left(\widetilde{g}_{\hat{c}, \dot{b}}\right)-\Lambda \widetilde{g}_{\hat{c}, \dot{b}}$ at $\hat{M}$ to be $\epsilon^{k-1}(\log \epsilon)^{m}$ times $\mathrm{e}^{-1}$ applied to

$$
\begin{aligned}
\operatorname{Err}_{\hat{c}, b}(t):= & f(t)+D_{\hat{g}_{b}} \operatorname{Ric}\left(\frac{\hat{t}^{2}}{2} h_{b, 2 \hat{c}^{\prime \prime}(t)}+\hat{t h}_{b, 2 \hat{c}^{\prime \prime}}(t)+\hat{t} \hat{g}_{b}^{\prime}\left(\dot{b}^{\prime}(t)\right)-\mathcal{L}_{\hat{c}(t) \cdot \partial_{\hat{x}}} h_{(2)}(t)\right), \\
& \operatorname{Err}_{\hat{c}, \dot{b}} \in \mathcal{C}^{\infty}\left(I ; \mathcal{A}_{\mathrm{phg}}^{(2, *)}\left(\hat{X}_{b} ; S^{23 s c} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)\right) .
\end{aligned}
$$

We then solve $\left\langle\operatorname{Err}_{\hat{c}, \hat{b}},-\right\rangle_{L^{2}\left(\hat{X}_{b}\right)}=0 \in \mathcal{C}^{\infty}\left(I ;\left(\mathcal{K}_{b, \mathrm{COM}}^{*}\right)^{*}\right)$, which is a nondegenerate linear second order ODE for $\hat{c}$ by Theorem 9.6; and then we take $\dot{b}$ to be a solution of the nondegenerate first order $\operatorname{ODE}\left\langle\operatorname{Err}_{\hat{c}, \dot{b}},-\right\rangle_{L^{2}\left(\hat{X}_{b}\right)}=0 \in \mathcal{C}^{\infty}\left(I ;\left(\mathcal{K}_{b, \text { Kerr }}^{*}\right)^{*}\right)$.

For these choices of $\hat{c}, \dot{b}$, we can then apply Theorem 9.8 to find $h_{m} \in \mathcal{A}_{\mathrm{phg}}^{(0, *)}\left(M_{\circ} \backslash\right.$ $\left.\widetilde{K}^{o} ; S^{2} \widetilde{T}_{\hat{M}}^{*} \widetilde{M}\right)$ with $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)\left(\mathrm{e} h_{m}(t)\right)=-\operatorname{Err}_{\widehat{c}, \dot{b}}(t)$ for all $t \in I$. We then set

$$
\widetilde{g}_{k, m}:=\widetilde{g}_{\hat{c}, \hat{b}}+\hat{\chi} \epsilon^{k+1}(\log \epsilon)^{m} h_{m} ;
$$

this is a $\left((3, *),(1,0)_{+} \cup(3, *)\right)$-smooth total family with

$$
\operatorname{Ric}\left(\widetilde{g}_{k, m}\right)-\Lambda \widetilde{g}_{k, m} \in \mathcal{A}_{\mathrm{phg}}^{(k-1, m-1) \cup(k, *),(k+1, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) .
$$

Thus, we have removed the $\mathcal{O}\left(\epsilon^{k-1}(\log \epsilon)^{m}\right)$ leading order term of Err ${ }^{k}$ using a correction $\hat{\chi} \epsilon^{k+1}(\log \epsilon)^{m} h_{m}$ with index sets $(k-1, m) \cup(k+1, *)$ at $\hat{M}$ and $(k+1, *)$ at $M_{\circ}$. Continuing in this fashion, we can successively remove all $\mathcal{O}\left(\epsilon^{k-1}(\log \epsilon)^{j}\right)$ terms for $j=k-1, \ldots, 0$. This finishes the proof.

We are now ready to conclude the first part of the construction:
Theorem 10.27 (Formal solution at $\epsilon=0$ ). In the notation of Theorem 5.4, there exists $a\left((3, *),(1,0)_{+} \cup(3, *)\right)$-smooth total family $\widetilde{g}_{\infty}$ over $\widetilde{M} \backslash \widetilde{K}^{\circ}$ with respect to $g$ with the following properties:
(1) in the frame $\mathrm{d} \hat{t}, \mathrm{~d} \hat{x}$ related to the fixed choice Fermi normal coordinates, ${ }^{84}$ the $\hat{M}_{p}$ model of $\hat{g}$ is equal to the Kerr metric $\hat{g}_{\mathfrak{m}, \mathfrak{a}}$ for all $p \in \mathcal{C}$;
(2) the tensor $\mathrm{e} \widetilde{g}_{\infty}$ (defined near $\hat{M}$ ) is equal to the Kerr metric $\hat{g}_{b}$ at $\hat{M}$ modulo quadratically vanishing errors in the sense of Theorem 5.4 (or as in Proposition 10.14(1));
(3) we have

$$
\begin{equation*}
\operatorname{Err}_{\infty}:=\operatorname{Ric}\left(\widetilde{g}_{\infty}\right)-\Lambda \widetilde{g}_{\infty} \in \dot{\mathcal{C}}^{\infty}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) \tag{10.56}
\end{equation*}
$$

[^60](4) $\widetilde{g}_{\infty}=g$ outside the domain of influence $U$ of a compact subset of $\mathcal{U}^{\circ}$ (and in particular supp $\left.\operatorname{Err}_{\infty} \cap M_{\circ} \subset U\right)$.

Proof. Using Proposition 10.26 with $k=4$, we correct the $\left((3, *),(1,0)_{+} \cup(3, *)\right)$-smooth total family $\widetilde{g}^{4}$ using $h_{4} \in \mathcal{A}_{\mathrm{phg}}^{(3, *),(5, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$ to $\widetilde{g}_{4}=\widetilde{g}^{4}+h_{4}$, which satisfies

$$
\operatorname{Err}_{4}:=\operatorname{Ric}\left(\widetilde{g}_{4}\right)-\Lambda \widetilde{g}_{4} \in \mathcal{A}_{\mathrm{phg}}^{(4, *),(5, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)
$$

Proposition 10.24 , with $k=5$, then produces $h^{5} \in \mathcal{A}_{\mathrm{phg}}^{(6, *),(5, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$ so that $\widetilde{g}^{5}:=\widetilde{g}_{4}+h^{5}$ satisfies

$$
\operatorname{Err}^{5}:=\operatorname{Ric}\left(\widetilde{g}^{5}\right)-\Lambda \widetilde{g}^{5} \in \mathcal{A}_{\mathrm{phg}}^{(4, *),(6, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} M\right)
$$

Continuing in this fashion, we obtain sequences $h_{k} \in \mathcal{A}_{\text {phg }}^{(k-1, *),(k+1, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T} * \widetilde{M}\right)$ and $h^{k+1} \in \mathcal{A}_{\mathrm{phg}}^{(k+2, *),(k+1, *)}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T^{*}} \widetilde{M}\right)$ so that for $\widetilde{g}_{k}=\widetilde{g}^{k}+h_{k}$ and $\widetilde{g}^{k+1}=\widetilde{g}_{k}+h^{k+1} \mathrm{we}$ have

$$
\begin{aligned}
\operatorname{Err}_{k} & :=\operatorname{Ric}\left(\widetilde{g}_{k}\right)-\Lambda \widetilde{g}_{k} \in \mathcal{A}_{\mathrm{phg}}^{(k, *),(k+1, *)}, \\
\operatorname{Err}^{k+1} & :=\operatorname{Ric}\left(\widetilde{g}^{k+1}\right)-\Lambda \widetilde{g}^{k+1} \in \mathcal{A}_{\mathrm{phg}}^{(k-1, *),(k+1, *)}
\end{aligned}
$$

Moreover, the supports of the correction terms $h_{k}, h^{k+1}$, and thus also of the error terms $\mathrm{Err}_{k}, \mathrm{Err}^{k+1}$, are contained in the domain of influence of a compact subset of $\mathcal{U}^{\circ}$. More precisely, in the $k$-th step of the construction we can ensure that $\operatorname{supp} h_{k}$ and $\operatorname{supp} h^{k+1}$ are contained in the domain of influence of a compact subset of $\mathcal{U}^{\circ}$ whose distance (with respect to any fixed Riemannian metric on $X$ ) to $\partial \mathcal{U}^{\circ}$ is at least $\delta+\delta 2^{-k}$ for some fixed small $\delta>0$; for $h_{k}$ this is clear since we may cut off $h_{k}$ to any neighborhood of $\hat{M}$ (which is, indeed, how $h_{k}$ is constructed), while for $h^{k+1}$ this follows from the proof of Theorem 8.1, specifically Proposition 8.7 which one simply applies to a $\delta$-shrinking of $\mathcal{U}^{\circ}$, for a fixed small $\delta>0$, throughout the entire construction in this section. Define then $\widetilde{g}_{\infty}$ to be an asymptotic sum

$$
\widetilde{g}_{\infty} \sim \widetilde{g}^{4}+\sum_{k=4}^{\infty}\left(h_{k}+h^{k+1}\right),
$$

in the sense that the difference of $\widetilde{g}_{\infty}$ and the truncation of the series at $k=N$ (which gives $\widetilde{g}^{N}$ ) is polyhomogeneous on $\widetilde{M}$ with index sets $(N, *)$ and $(N+2, *)$ at $\hat{M}$ and $M_{\circ}$, respectively. In view of the support properties of $\widetilde{g}^{4}, h_{k}, h^{k+1}$, we can arrange that $\widetilde{g}_{\infty}=\widetilde{g}^{4}=g$ outside the domain of influence of a compact subset of $\mathcal{U}^{\circ}$, as desired. Since $\widetilde{g}_{\infty}$ differs from $\widetilde{g}_{k}$ by error terms which have increasing orders of vanishing at $\hat{M}$ and $M_{\circ}$ as $k \rightarrow \infty$, the membership (10.56) follows.

Remark 10.28 (Construction on a slightly larger manifold). While in the notation of Definition 3.25, the above construction takes place outside of $[0,1)_{\epsilon} \times I_{t} \times \hat{K}_{\mathfrak{m}, \mathfrak{a}}^{\delta}$ where $\delta=0$, any other choice of $\delta \in\left(-\sqrt{\mathfrak{m}^{2}-\mathfrak{a}^{2}}, \sqrt{\mathfrak{m}^{2}-\mathfrak{a}^{2}}\right)$ works just as well. Thus, if we write

$$
\widetilde{K}^{\delta}=\{(\epsilon, t, x):|\epsilon x| \leq \mathfrak{m}-\delta\},
$$

then Theorem 10.27 remains valid if one replaces $\widetilde{K}$ by $\widetilde{K}^{\delta}$. By taking $\delta>0$, we can thus construct a formal solution $\widetilde{g}_{\infty}$ on the larger manifold $\widetilde{M} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ}$.

## 11. Formal solution of the initial value problem

We continue using the notation from $\S 5$. In this section, the focus is on the hypersurface $X \subset M$, which intersects the curve $\mathcal{C} \subset M$ orthogonally at the point $\mathfrak{p}$. We now complete the proof of Theorem 5.4 by adding to the total family $\widetilde{g}_{\infty}$ from Theorem 10.27 a further correction, supported near the total gluing space $\widetilde{X} \subset \widetilde{M}$ (see point (10) in §5), which vanishes to infinite order at $\hat{M} \cup M_{\circ}$. For technical reasons, we start with $\widetilde{g}_{\infty}$ defined on a larger manifold $\widetilde{M} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ}, \delta \in\left(0, \sqrt{\mathfrak{m}^{2}-|\mathfrak{a}|^{2}}\right)$, as in Remark 10.28. ${ }^{85}$
Theorem 11.1 (Formal solution at $\widetilde{X}$ ). Let $\hat{\mathcal{E}}, \mathcal{E} \subset \mathbb{C} \times \mathbb{N}_{0}$ be two nonlinearly closed index sets with $\operatorname{Re} \hat{\mathcal{E}}, \operatorname{Re} \mathcal{E}>0$. Suppose $\widetilde{g}_{\infty}$ is a $(\hat{\mathcal{E}}, \mathcal{E})$-smooth total family with respect to $g$ over $\widetilde{M} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ}$ whose $\hat{M}$-model is $\hat{g}$, i.e. the $\hat{M}_{p}$-model is a fixed subextremal Kerr metric $\hat{g}_{\mathfrak{m}, \mathfrak{a}}$ for all $p \in \mathcal{C}$ (as in point (8) in §5). Suppose that $\widetilde{g}_{\infty}=g$ near $X \backslash \mathcal{U}^{\circ}$, and $\operatorname{Ric}\left(\widetilde{g}_{\infty}\right)-\Lambda \widetilde{g}_{\infty} \in \dot{\mathcal{C}}^{\infty}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right) .^{86}$ Then there exists $\widetilde{h} \in \dot{\mathcal{C}}^{\infty}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$ with support contained in any fixed open neighborhood of $\hat{M}_{\mathfrak{p}} \cup \beta_{0}^{*} \mathcal{U}^{\circ}$, so that for the $(\hat{\mathcal{E}}, \mathcal{E})$-smooth total family

$$
\widetilde{g}:=\widetilde{g}_{\infty}+\widetilde{h}
$$

over $\widetilde{M} \backslash \widetilde{K}^{\circ}$, the error $\operatorname{Ric}(\widetilde{g})-\Lambda \widetilde{g}$ vanishes to infinite order at $\hat{M} \cup M_{\circ} \cup \widetilde{X}$.
The infinite order vanishing of $\operatorname{Ric}\left(\widetilde{g}_{\infty}+\widetilde{h}\right)-\Lambda\left(\widetilde{g}_{\infty}+\widetilde{h}\right)$ at $\hat{M} \cup M_{\circ}$ is automatic for $\widetilde{h} \in \dot{\mathcal{C}}^{\infty}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$. Furthermore, the desired conclusion depends only on $\widetilde{h}$ in a neighborhood of $\widetilde{X} \subset \widetilde{M}$, and indeed only on the jet of $\widetilde{h}$ at $\widetilde{X}$; therefore, the support property of $\widetilde{h}$ can be arranged via multiplication with a smooth cutoff which equals 1 near $\widetilde{X}$. The task is thus to construct $\widetilde{h}$ in Taylor series at $\widetilde{X}$.

We shall work in a $(3+1)$-decomposition near $\widetilde{X}$ (see $\S 11.1$ ), and construct $\widetilde{g}$ with the additional requirement (which amounts to fixing a gauge) that the lapse and shift of $\widetilde{g}$ be equal to those of $\widetilde{g}_{\infty}$. The first step of the construction is to arrange for the constraint equations to hold at $\widetilde{X}$ (Proposition 11.5); then we solve for the full Taylor series of $\widetilde{h}$ at $\widetilde{X}$ order by order (Proposition 11.6). This gives Theorem 11.1.
11.1. Foliations by spacelike hypersurfaces. To fix notation and conventions and to illustrate the Taylor series construction, we first consider in §11.1.1 $(n+1)$-decompositions on general spacetimes. In $\S 11.1 .2$, we set up the construction on $\widetilde{X}$ which is then carried out in §11.2.
11.1.1. $(n+1)$-decomposition on a general manifold. We first recall the $(n+1)$-decomposition near a spacelike hypersurface $X$ inside a smooth $(n+1)$-dimensional Lorentzian manifold ( $M, g$ ), following [CB09, §§VI.2-VI.3] (which uses different sign conventions). Thus, we identify an open neighborhood of $X \subset M$ with a neighborhood

$$
O \subset \mathbb{R} \times X
$$

of $\{0\} \times X$, where $X$ is identified with $\{0\} \times X$. This induces splittings $T_{O} M=\pi_{1}^{*} T \mathbb{R} \oplus \pi_{2}^{*} T X$ and $T_{O}^{*} M=\pi_{1}^{*} T^{*} \mathbb{R} \oplus \pi_{2}^{*} T^{*} X$ of the tangent and cotangent bundles, where $\pi_{1}: O \rightarrow \mathbb{R}$,

[^61]$\pi_{2}: O \rightarrow X$ are the projection maps which we henceforth drop from the notation. We denote the coordinate in the first factor of $\mathbb{R} \times X$ by $t$, and assume that $\mathrm{d} t$ is past timelike, so in particular all $t$-level sets $X_{t}$ are spacelike. The future unit normals to the $X_{t}$ give the vector field
$$
\nu:=-\frac{\mathrm{d} t^{\sharp}}{\left(-g^{-1}(\mathrm{~d} t, \mathrm{~d} t)\right)^{1 / 2}} .
$$

The lapse $0<N \in \mathcal{C}^{\infty}(O)$ and the shift $\beta \in \mathcal{C}^{\infty}(O ; T X)$ are uniquely determined by

$$
\begin{equation*}
\nu=N^{-1}\left(\partial_{t}-\beta\right), \quad N:=\frac{1}{\mathrm{~d} t(\nu)}=\left(-g^{-1}(\mathrm{~d} t, \mathrm{~d} t)\right)^{-1 / 2}, \quad \beta:=N \nu-\partial_{t} . \tag{11.1}
\end{equation*}
$$

Defining the vector field

$$
\begin{equation*}
e_{0}:=\partial_{t}-\beta \in \mathcal{C}^{\infty}\left(O ; T_{O} M\right), \quad g\left(e_{0}, e_{0}\right)=-N^{2} \tag{11.2}
\end{equation*}
$$

we then have an orthogonal splitting

$$
T_{(t, x)} M=\mathbb{R} e_{0} \oplus T_{x} X, \quad(t, x) \in O
$$

which induces an orthogonal splitting

$$
T_{(t, x)}^{*} M=\mathbb{R} \mathrm{d} t \oplus B\left(T_{x}^{*} X\right), \quad B: \xi \mapsto \xi+\xi(\beta) \mathrm{d} t,
$$

and correspondingly

$$
\begin{align*}
S^{2} T_{(t, x)} M & =\mathbb{R} e_{0}^{2} \oplus\left(2 e_{0} \otimes_{s} T_{x} X\right) \oplus S^{2} T_{x} X \\
S^{2} T_{(t, x)}^{*} M & =\mathbb{R} \mathrm{d} t^{2} \oplus\left(2 \mathrm{~d} t \otimes_{s} B\left(T_{x}^{*} X\right)\right) \oplus B\left(S^{2} T_{x}^{*} X\right) \tag{11.3}
\end{align*}
$$

where we write $B$ also for the induced map on $S^{2} T_{x}^{*} X$. In view of $e_{0} \perp T_{x} X$ and $\mathrm{d} t \perp$ $B\left(T_{x}^{*} X\right)$, we can thus write the metric $g$ and dual metric $g^{-1}$ as ${ }^{87}$

$$
g=\left(-N^{2}, 0, B(\bar{g})\right), \quad g^{-1}=\left(-N^{-2}, 0, \bar{g}^{-1}\right), \quad \bar{g} \in \mathcal{C}^{\infty}\left(O ; S^{2} T^{*} X\right)
$$

where $\bar{g}$ is positive definite, and $\bar{g}^{-1} \in \mathcal{C}^{\infty}\left(O ; S^{2} T X\right)$ is its dual. The first and second fundamental form of the $t$-level sets inside $O$ are ${ }^{88}$

$$
\gamma=\bar{g}, \quad k(V, W):=g\left(\nabla_{V} \nu, W\right) \quad(V, W \in T X)
$$

Let us write $\bar{\nabla}$ for the Levi-Civita connection of $\bar{g}$ on each level set of $t$ inside $O$, and $\overline{\text { Ric }}$ and $\bar{R}$ for the Ricci and scalar curvature of $\bar{g}$ on the $t$-level sets, respectively.

Lemma 11.2 (Levi-Civita connection). For $V, W \in \mathcal{C}^{\infty}(O ; T X)$, we have

$$
\begin{array}{ll}
\nabla_{e_{0}} e_{0}=N^{-1} e_{0}(N) e_{0}+N \bar{\nabla} N, & \\
\nabla_{e_{0}} W=N^{-1} W(N) e_{0}+N k(W, \cdot)+\left[e_{0}, W\right], \\
\nabla_{V} e_{0}=N^{-1} V(N) e_{0}+N k(V, \cdot), & \\
\nabla_{V} W=N^{-1} k(V, W) e_{0}+\bar{\nabla}_{V} W
\end{array}
$$

Furthermore, $k=\frac{1}{2} N^{-1} \mathcal{L}_{e_{0}} \bar{g}$.
Proof. We have

$$
\begin{equation*}
\left[e_{0}, V\right]=\left[\partial_{t}, V\right]-[\beta, V] \in \mathcal{C}^{\infty}(O ; T X) \tag{11.4}
\end{equation*}
$$

[^62]so $\left[e_{0}, V\right] \perp e_{0}$. Writing $\langle\cdot, \cdot\rangle=g(\cdot, \cdot)$ (which on vector fields tangent to $X$ is equal to $\bar{g}(\cdot, \cdot)$ ), we can then use (11.2), the orthogonality $e_{0} \perp V, W$, and the torsion-free property $\nabla_{e_{0}} V-\nabla_{V} e_{0}=\left[e_{0}, V\right]$ to get
\[

$$
\begin{aligned}
\left\langle\nabla_{e_{0}} e_{0}, e_{0}\right\rangle & =\frac{1}{2} e_{0}\left\langle e_{0}, e_{0}\right\rangle=-N e_{0}(N), \\
\left\langle\nabla_{e_{0}} e_{0}, V\right\rangle & =-\left\langle e_{0}, \nabla_{e_{0}} V\right\rangle=-\left\langle e_{0}, \nabla_{V} e_{0}\right\rangle=-\frac{1}{2} V\left\langle e_{0}, e_{0}\right\rangle=N V(N) ;
\end{aligned}
$$
\]

since $V(N)=\langle\bar{\nabla} N, V\rangle$, this gives the stated expression for $\nabla_{e_{0}} e_{0}$. Similarly, we have $\left\langle\nabla_{e_{0}} W, e_{0}\right\rangle=\frac{1}{2} W\left\langle e_{0}, e_{0}\right\rangle=-N W(N)$ and

$$
\begin{aligned}
\left\langle\nabla_{e_{0}} W, V\right\rangle & =\left\langle\nabla_{W} e_{0}, V\right\rangle+\left\langle\left[e_{0}, W\right], V\right\rangle \\
& =\left\langle\nabla_{W}(N \nu), V\right\rangle+\left\langle\left[e_{0}, W\right], V\right\rangle \\
& =N k(W, V)+\left\langle\left[e_{0}, W\right], V\right\rangle,
\end{aligned}
$$

which gives the stated expression for $\nabla_{e_{0}} W$. The expression for $\nabla_{V} e_{0}$ is obtained from this using $\nabla_{V} e_{0}=\nabla_{e_{0}} V+\left[V, e_{0}\right]$. For $\nabla_{V} W$, we have $\nabla_{V} W=\bar{\nabla}_{V} W+k(V, W) \nu$.

Finally, the stated expression for $k$ arises from (11.4) and

$$
\begin{aligned}
2 N k(V, W) & =g\left(\nabla_{V} e_{0}, W\right)+g\left(V, \nabla_{W} e_{0}\right) \\
& =g\left(\nabla_{e_{0}} V, W\right)+g\left(V, \nabla_{e_{0}} W\right)-g\left(\left[e_{0}, V\right], W\right)-g\left(V,\left[e_{0}, W\right]\right) \\
& =e_{0}(g(V, W))-g\left(\left[e_{0}, V\right], W\right)-g\left(V,\left[e_{0}, W\right]\right) \\
& =e_{0}(\bar{g}(V, W))-\bar{g}\left(\left[e_{0}, V\right], W\right)-\bar{g}\left(V,\left[e_{0}, W\right]\right) \\
& =\left(\mathcal{L}_{e_{0}} \bar{g}\right)(V, W) .
\end{aligned}
$$

Corollary 11.3 (Curvature). In local coordinates $x^{1}, \ldots, x^{n}$ on $X$, the Ricci tensor Ric $=$ $\operatorname{Ric}(g)$ of $g$ satisfies

$$
\begin{aligned}
\operatorname{Ric}_{00} & =-N \bar{\Delta} N-N \operatorname{tr}_{\bar{g}}\left(\mathcal{L}_{e_{0}} k\right)+N^{2}|k|_{\bar{g}}^{2}, \\
\operatorname{Ric}_{0 i} & =-N\left(\delta_{\bar{g}} k+\operatorname{dtr}_{\bar{g}} k\right)_{i}, \\
\operatorname{Ric}_{m i} & =N^{-1}\left(\mathcal{L}_{e_{0}} k\right)_{m i}+\overline{\operatorname{Ric}}_{m i}+\left(\operatorname{tr}_{\bar{g}} k\right) k_{m i}-2 k_{i q} k_{m}{ }^{q}-N^{-1}\left(\bar{\nabla}^{2} N\right)_{m i} .
\end{aligned}
$$

Here $\bar{\Delta} N=-\operatorname{tr}_{\bar{g}}\left(\bar{\nabla}^{2} N\right)$, and the index ' 0 ' stands for $e_{0}$. The scalar curvature is

$$
R_{g}=\bar{R}_{g}+2 N^{-1} \operatorname{tr}_{\bar{g}}\left(\mathcal{L}_{e_{0}} k\right)+\left(\operatorname{tr}_{\bar{g}} k\right)^{2}-3|k|_{\bar{g}}^{2}+2 N^{-1} \bar{\Delta} N .
$$

Proof. Using abstract indices $i, j, l, m=1, \ldots, n$ for local coordinates on $X$, we have

$$
\begin{aligned}
\nabla_{\partial_{i}} \nabla_{\partial_{j}} \partial_{l}= & \nabla_{\partial_{i}}\left(\bar{\nabla}_{\partial_{j}} \partial_{l}+N^{-1} k_{j l} e_{0}\right) \\
= & \bar{\nabla}_{\partial_{i}} \bar{\nabla}_{\partial_{j}} \partial_{l}+\left(N^{-1} k\left(\partial_{i}, \bar{\nabla}_{\partial_{j}} \partial_{l}\right)+\partial_{i}\left(N^{-1} k_{j l}\right)\right) e_{0} \\
& \quad+N^{-1} k_{j l}\left(N^{-1}\left(\partial_{i} N\right) e_{0}+N k\left(\partial_{i}, \cdot\right)\right) \\
= & \bar{\nabla}_{\partial_{i}} \bar{\nabla}_{\partial_{j}} \partial_{l}+k_{j l} k\left(\partial_{i}, \cdot\right) \\
& \quad+N^{-1}\left(\left(\bar{\nabla}_{i} k\right)\left(\partial_{j}, \partial_{l}\right)+k\left(\partial_{i}, \bar{\nabla}_{\partial_{j}} \partial_{l}\right)+k\left(\partial_{j}, \bar{\nabla}_{\partial_{i}} \partial_{l}\right)+k\left(\bar{\nabla}_{\partial_{i}} \partial_{j}, \partial_{\ell}\right)\right) e_{0},
\end{aligned}
$$

and therefore

$$
\left[\nabla_{\partial_{i}}, \nabla_{\partial_{j}}\right] \partial_{l}=\left[\bar{\nabla}_{\partial_{i}}, \bar{\nabla}_{\partial_{j}}\right] \partial_{l}+N^{-1}\left(\left(\bar{\nabla}_{i} k\right)_{j l}-\left(\bar{\nabla}_{j} k\right)_{i l}\right) e_{0}+k_{j l} k\left(\partial_{i}, \cdot\right)-k_{i l} k\left(\partial_{j}, \cdot\right)
$$

This gives

$$
R_{m l i j}=\left\langle\left[\nabla_{\partial_{i}}, \nabla_{\partial_{j}}\right] \partial_{l}, \partial_{m}\right\rangle=\bar{R}_{m l i j}+k_{i m} k_{j l}-k_{i l} k_{j m},
$$

$$
R_{0 l i j}=\left\langle\left[\nabla_{\partial_{i}}, \nabla_{\partial_{j}}\right] \partial_{l}, e_{0}\right\rangle=N\left(\left(\bar{\nabla}_{j} k\right)_{i l}-\left(\bar{\nabla}_{i} k\right)_{j l}\right) .
$$

Lastly,

$$
\begin{aligned}
R_{0 l 0 j}= & \left\langle\left[\nabla_{e_{0}}, \nabla_{\partial_{j}} \partial_{l}-\nabla_{\left[e_{0}, \partial_{j}\right]} \partial_{l}, e_{0}\right\rangle\right. \\
= & \left\langle\nabla_{e_{0}}\left(\bar{\nabla}_{\partial_{j}} \partial_{l}+N^{-1} k_{j l} e_{0}\right)-\nabla_{\partial_{j}}\left(N^{-1}\left(\partial_{l} N\right) e_{0}+N k\left(\partial_{l}, \cdot\right)+\left[e_{0}, \partial_{l}\right]\right)-\nabla_{\left[e_{0}, \partial_{j}\right]} \partial_{l}, e_{0}\right\rangle \\
= & -N\left(\bar{\nabla}_{\partial_{j}} \partial_{l}\right)(N)-N^{2} e_{0}\left(N^{-1} k_{j l}\right)-k_{j l} e_{0}(N)+N^{2} \partial_{j}\left(N^{-1}\left(\partial_{l} N\right)\right)+\left(\partial_{l} N\right)\left(\partial_{j} N\right) \\
& \quad+N^{2} k\left(\partial_{j}, k\left(\partial_{l} \cdot \cdot\right)\right)+N k\left(\partial_{j},\left[e_{0}, \partial_{l}\right]\right)+N k\left(\left[e_{0}, \partial_{j}\right], \partial_{l}\right) \\
= & N\left(\bar{\nabla}^{2} N\right)_{j l}-N\left(\mathcal{L}_{e_{0}} k\right)_{j l}+N^{2} k_{j q} k_{l}^{q} .
\end{aligned}
$$

This gives the stated expressions for $\operatorname{Ric}_{00}=\bar{g}^{l j} R_{0 l 0 j}, \operatorname{Ric}_{0 i}=\bar{g}^{l j} R_{0 l i j}$, and

$$
\operatorname{Ric}_{m i}=\bar{g}^{l j} R_{m l i j}-N^{-2} R_{m 0 i 0}=\bar{g}^{l j} R_{m l i j}-N^{-2} R_{0 m 0 i} .
$$

The scalar curvature can now be computed from $R_{g}=\bar{g}^{m i} \operatorname{Ric}_{m i}-N^{-2} \operatorname{Ric}_{00}$.
For the Einstein tensor $\operatorname{Ein}(g)=\operatorname{Ric}(g)-\frac{1}{2} R_{g} g$ of $g$, we recover the constraints

$$
\begin{aligned}
& (\operatorname{Ein}(g)+\Lambda g)(\nu, \nu)=N^{-2}\left(\operatorname{Ric}_{00}+\frac{1}{2} R_{g} N^{2}\right)-\Lambda=\frac{1}{2}\left(\bar{R}-|k|_{\bar{g}}^{2}+\left(\operatorname{tr}_{\bar{g}} k\right)^{2}-2 \Lambda\right), \\
& (\operatorname{Ein}(g)+\Lambda g)\left(\nu, \partial_{j}\right)=N^{-1} \operatorname{Ric}_{0 j} \quad=-\left(\delta_{\bar{g}} k+\mathrm{dtr}_{\bar{g}} k\right)_{j},
\end{aligned}
$$

as in §4.1.
By Lemma $11.2, k$ is essentially the first $e_{0}$-derivative of $\bar{g}$, and therefore Corollary 11.3 shows that $\operatorname{Ric}_{m i}-\Lambda \bar{g}_{m i}=0$ determines the second $e_{0}$-derivative of $\bar{g}$. We shall thus use the spatial part $(\operatorname{Ric}(g)-\Lambda g)_{m i}=0$ to construct $\bar{g}$ in Taylor series at $t=0$. This is sufficient to solve the full Einstein vacuum equations, provided the constraints are satisfies at $t=0$.

Lemma 11.4 (Solution in Taylor series). Let $n \geq 3$. Suppose the constraint equations $(\operatorname{Ein}(g)+\Lambda g)_{0 \mu}=0, \mu=0, \ldots, n$, hold for $g$ at $t=0$. (The index 0 refers to $e_{0}$, and indices between 1 and $n$ refer to local coordinates on $X$.) Suppose moreover that $\left(\operatorname{Ric}(g)-\frac{2 \Lambda}{n-1} g\right)_{i j}$ vanishes to infinite order at $t=0$ for all spatial indices $1 \leq i, j \leq n$. Then $\operatorname{Ein}(g)+\Lambda g$ (and thus also $\operatorname{Ric}(g)-\frac{2 \Lambda}{n-1} g$ ) vanishes to infinite order at $t=0$.

Proof. This is a Taylor series version of [CB09, Chapter VI, Theorem 4.1]. We consider the tensor $E:=\operatorname{Ein}(g)+\Lambda g$; so $E_{0 \mu}=0$ at $t=0$ by assumption. Let us write ' $\equiv$ ' for equality in Taylor series at $t=0$. Then

$$
R_{g} \equiv \bar{g}^{m i} \cdot \frac{2 \Lambda}{n-1} \bar{g}_{m i}-N^{-2} \operatorname{Ric}_{00}=\frac{2 \Lambda n}{n-1}-N^{-2} \operatorname{Ric}_{00}
$$

and

$$
\begin{aligned}
E_{00} & =\operatorname{Ric}_{00}+\Lambda g_{00}-\frac{1}{2} R_{g} g_{00} \\
& \equiv \operatorname{Ric}_{00}-N^{2} \Lambda+\frac{N^{2}}{2}\left(\frac{2 \Lambda n}{n-1}-N^{-2} \operatorname{Ric}_{00}\right) \\
& =\frac{1}{2} \operatorname{Ric}_{00}+\frac{N^{2} \Lambda}{n-1}
\end{aligned}
$$

imply $N^{-2} \operatorname{Ric}_{00}=2 N^{-2} E_{00}-\frac{2 \Lambda}{n-1}$, so $R_{g} \equiv \frac{2(n+1)}{n-1} \Lambda-2 N^{-2} E_{00}$, and therefore

$$
\begin{equation*}
E_{i j}=(\operatorname{Ric}(g)+\Lambda g)_{i j}-\frac{1}{2} R_{g} \bar{g}_{i j} \equiv\left(\frac{2 \Lambda}{n-1}+\Lambda-\frac{\Lambda(n+1)}{n-1}\right) \bar{g}_{i j}+N^{-2} E_{00} \bar{g}_{i j}=N^{-2} E_{00} \bar{g}_{i j} . \tag{11.5}
\end{equation*}
$$

Therefore, we also have $E_{i j}=0$ at $t=0$.
Next, the second Bianchi identity $\delta_{g} E=0$ gives

$$
0=\left(\delta_{g} E\right)\left(e_{0}\right)=N^{-2}\left(\nabla_{e_{0}} E\right)\left(e_{0}, e_{0}\right)-\bar{g}^{j k}\left(\nabla_{\partial_{j}} E\right)\left(e_{0}, \partial_{k}\right),
$$

so $e_{0}\left(E_{00}\right)$ can be written in terms of $E_{\mu \nu}$ and their spatial derivatives at $t=0$, and therefore $e_{0}\left(E_{00}\right)=0$ at $t=0$. Similarly,

$$
0=\left(\delta_{g} E\right)\left(\partial_{i}\right)=N^{-2}\left(\nabla_{e_{0}} E\right)\left(\partial_{i}, e_{0}\right)-\bar{g}^{j k}\left(\nabla_{\partial_{j}} E\right)\left(\partial_{i}, \partial_{k}\right)
$$

allows one to express $e_{0}\left(E_{0 i}\right)$ in terms of $E_{\mu \nu}$ and their spatial derivatives at $t=0$, so $e_{0}\left(E_{0 i}\right)=0$ at $t=0$. Differentiating (11.5) along $e_{0}$, we thus obtain $e_{0}\left(E_{i j}\right)=0$ at $t=0$.

Differentiating the second Bianchi identity along $e_{0}$ at $t=0$ then implies $e_{0}^{2}\left(E_{0 \mu}\right)=0$ at $t=0$, and then the second derivative of (11.5) along $e_{0}$ gives $e_{0}^{2}\left(E_{i j}\right)=0$. Continuing in this fashion, we deduce that all derivatives of $E_{\mu \nu}$ at $t=0$ vanish, as claimed.

We end this section by explaining the procedure for constructing a formal solution of the Einstein vacuum equations at $\Sigma=t^{-1}(0) \cong X$. Suppose that $g$ satisfies the constraint equations at $\Sigma$. We shall leave the initial data $\gamma=\bar{g}$ and $k=\frac{1}{2} N^{-1} \mathcal{L}_{e_{0}} \bar{g}$ unchanged at $\Sigma$. Let $\bar{h}_{2} \in \mathcal{C}^{\infty}\left(O ; S^{2} T^{*} X\right)$ and consider

$$
g_{2}:=g+t^{2} B \bar{h}_{2}
$$

then in the splitting (11.3) we have $g_{2}=\left(-N^{2}, 0, B\left(\bar{g}+t^{2} \bar{h}_{2}\right)\right)$, and thus the lapse and shift of $g_{2}$ are equal to those of $g$. By Lemma 11.2, the second fundamental form $k_{2}$ of $X_{t}$ with respect to $g_{2}$ is

$$
k_{2}=\frac{1}{2} N^{-1} \mathcal{L}_{e_{0}}\left(\bar{g}+t^{2} \bar{h}_{2}\right)=k+t N^{-1} \bar{h}_{2}+\frac{t^{2}}{2} N^{-1} \mathcal{L}_{e_{0}} \bar{h}_{2},
$$

and therefore $\mathcal{L}_{e_{0}} k_{2}=\mathcal{L}_{e_{0}} k+N^{-1} \bar{h}_{2}$ at $\Sigma$. By Corollary 11.3, the equation

$$
\left.\left(\operatorname{Ric}\left(g_{2}\right)_{m i}-\frac{2 \Lambda}{n-1}\left(g_{2}\right)_{m i}\right)\right|_{\Sigma}=0
$$

gives an algebraic expression for $\left.\bar{h}_{2}\right|_{\Sigma}$ in terms of $\left.k\right|_{\Sigma}$ and $\left.\bar{g}\right|_{\Sigma}$. With $\left.\bar{h}_{2}\right|_{\Sigma}$ thus fixed and $\bar{h}_{2}$ being any smooth extension, one can then determine $\bar{h}_{3} \mid \Sigma$ so that for $g_{3}=g_{2}+t^{3} B \bar{h}_{3}$, the spatial coefficients $\operatorname{Ric}\left(g_{3}\right)_{m i}-\frac{2 \Lambda}{n-1}\left(g_{3}\right)_{m i}$ vanish not just to first, but to second order at $t=0$ : this uses the fact, again from Corollary 11.3, that the equation $\left(e_{0}\left(\operatorname{Ric}\left(g_{3}\right)_{m i}-\right.\right.$ $\left.\left.\frac{2 \Lambda}{n-1}\left(g_{3}\right)_{m i}\right)\right)\left.\right|_{\Sigma}=0$ produces an algebraic expression for $\bar{h}_{3}$. Proceeding in this manner, one can construct a full Taylor expansion $g^{\prime} \sim g+\sum_{j \geq 2} t^{j} B \bar{h}_{j}$ which satisfies $\operatorname{Ric}\left(g^{\prime}\right)_{m i}-$ $\frac{2 \Lambda}{n-1} g_{m i}^{\prime} \equiv 0$ (equality in Taylor series at $t=0$ ), and thus $\operatorname{Ein}\left(g^{\prime}\right)+\Lambda g^{\prime} \equiv 0$ at $\Sigma$ by Lemma 11.4.
11.1.2. $(3+1)$-decomposition near $\widetilde{X}$. Returning to the setup of Theorem 11.1, fix a smooth function $t \in \mathcal{C}^{\infty}(M)$ so that $\mathrm{d} t$ is past timelike on $X$, and fix a smooth vector field $V \in$ $\mathcal{C}^{\infty}(M ; T M)$ near $X$ with $\mathrm{d} t(V)=1$ which at $\mathcal{C} \subset M$ is tangent to $\mathcal{C}$. The flow of $V$ defines a diffeomorphism $\Psi$ from an open neighborhood $O \subset \mathbb{R} \times X$ of $\{0\} \times X$ to an open neighborhood $\Psi(O) \subset M$ of $X \subset M$; it has the property that $\Psi(0, x)=x$ for $x \in X$, and $\Psi(t, \mathfrak{p}) \in \mathcal{C}$ for all $t$ with $(t, \mathfrak{p}) \in O$ (where $\{\mathfrak{p}\}=X \cap \mathcal{C}$ ). Write

$$
X_{t}:=\Psi(O \cap(\{t\} \times X))
$$

for the (images of the) level sets of $t$; upon shrinking $O$ if necessary, we may assume that they are spacelike hypersurfaces in $(M, g)$. Via the identification $O \cong \Psi(O)$ (which identifies $X_{t}$ with open submanifolds of $X$ containing $\mathfrak{p}$ ), the map $\Psi$ induces an embedding $T_{X_{t}} X=T X_{t} \hookrightarrow T_{X_{t}} M$.

Consider now the map $\widetilde{\Psi}^{\prime}:[0,1) \times O \rightarrow \widetilde{M^{\prime}},(\epsilon, t, x) \mapsto(\epsilon, \Psi(t, x))$, which is a diffeomorphism onto $[0,1) \times \Psi(O)$. Since $\widetilde{\Psi}^{\prime}(\{0\} \times(O \cap(\mathbb{R} \times\{\mathfrak{p}\}))) \subset \mathcal{C}$, the map $\widetilde{\Psi}^{\prime}$ lifts to a diffeomorphism

$$
\widetilde{\Psi}: \widetilde{O}:=[[0,1) \times O ;\{0\} \times(O \cap(\mathbb{R} \times\{\mathfrak{p}\}))] \rightarrow \widetilde{\beta}^{*}([0,1) \times \Psi(O)) \subset \widetilde{M}=\left[\widetilde{M}^{\prime} ; \mathcal{C}\right] .
$$

This maps (a neighborhood of) the lift of $[0,1) \times(O \cap(\{t\} \times X))$ to (a neighborhood of) the lift $\widetilde{X}_{t}$ of $[0,1) \times X_{t}$ to $\widetilde{M}$. Moreover, we have $\widetilde{X}_{0}=\widetilde{X}$. We henceforth identify $\widetilde{O} \cong \widetilde{\Psi}(\widetilde{O})$; thus, we write points in the open neighborhood $\widetilde{O} \subset \widetilde{M}$ of $\widetilde{X}$ as $(t, \widetilde{x}) \in \mathbb{R} \times \widetilde{X}$. We have subbundles $\widetilde{T}_{\widetilde{X}_{t}} \widetilde{X} \cong \widetilde{T} \widetilde{X}_{t} \hookrightarrow \widetilde{T}_{\widetilde{X}_{t}} \widetilde{M}$ of corank 1, and we write

$$
\widetilde{T}_{\widetilde{O}} \widetilde{X}:=\bigsqcup_{t}\{t\} \times \widetilde{T} \widetilde{X}_{t} \subset \widetilde{T}_{\widetilde{O}} \widetilde{M}
$$

We now define lapse $\widetilde{N}$ and shift $\widetilde{\beta}$ for the section $\widetilde{g}_{\infty}$ of $S^{2} \widetilde{T} * \widetilde{M}$ over $\widetilde{M} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ}$, which has Lorentzian signature in a neighborhood of $\hat{M} \cup \widetilde{M}$ over which we exclusively work (even though we do not make this explicit in the notation), relative to the foliation of $\widetilde{O}$ by $\{t\} \times \widetilde{X}_{t} .{ }^{89}$ Note that (upon shrinking $O$ and thus $\widetilde{O}$ further, if necessary) $\mathrm{d} t$ is past timelike by Corollary 3.21 (using Lemma 3.24 and the spacelike nature of $\mathrm{d} \hat{t}$ for the Kerr metrics at $\hat{M})$. Thus, $-\widetilde{g}_{\infty}^{-1}(\mathrm{~d} t, \mathrm{~d} t)$ has a strictly positive lower bound near $\left(\hat{X} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ}\right) \cup X_{\circ}$. The regularity of $\widetilde{g}_{\infty}$ in Theorem 11.1 thus implies, via (11.1), ${ }^{90}$
$\widetilde{N}, \widetilde{N}^{-1} \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{G}} \mathcal{G}}\left(\widetilde{O} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ}\right), \quad \widetilde{\beta} \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{G}} \mathcal{G}}\left(\widetilde{O} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ} ; \widetilde{T}_{\widetilde{O}} \widetilde{X}\right), \quad \hat{\mathcal{G}}:=\mathbb{N}_{0} \cup \hat{\mathcal{E}}, \quad \mathcal{G}:=\mathbb{N}_{0} \cup \mathcal{E}$.
We moreover define the vector field

$$
\widetilde{e}_{0}:=\partial_{t}-\widetilde{\beta} \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{G}}, \mathcal{G}}\left(\widetilde{O} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ} ; \widetilde{T}_{\widetilde{O}} \widetilde{M}\right),
$$

with $\widetilde{\nu}:=N^{-1} \widetilde{e}_{0}$ being the future pointing unit normal to all $\widetilde{X}_{t}$. The shift $\widetilde{\beta}$ gives rise to a bundle map $\widetilde{B} \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{G}}, \mathcal{G}}\left(\widetilde{O} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ} ; \operatorname{Hom}\left(\widetilde{T}_{\widetilde{O}}^{*} \widetilde{X}, \widetilde{T}_{\widetilde{O}}^{*} \widetilde{M}\right)\right)$,

$$
\begin{equation*}
\widetilde{B}: \widetilde{T}_{\widetilde{x}}^{*} \widetilde{X}_{t} \rightarrow \widetilde{T}_{(t, \widetilde{x})}^{*} \widetilde{M}, \quad \xi \mapsto \xi+\widetilde{\beta}(\xi) \mathrm{d} t \tag{11.6}
\end{equation*}
$$

${ }^{89}$ That is, the restrictions of $\widetilde{N}$ and $\widetilde{\beta}$ to an $\epsilon$-level set $\widetilde{M}_{\epsilon}, \epsilon>0$, of $\widetilde{M}$ are the lapse and shift of $\left.\widetilde{g}_{\infty}\right|_{\widetilde{M}_{\epsilon}}$.
${ }^{90}$ We have the more precise memberships in $\widetilde{\beta}^{*} \mathcal{C}^{\infty}(O)+\mathcal{A}^{\mathbb{N} 0 \cup \hat{\mathcal{E}}, \mathcal{E}}\left(\widetilde{O} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ}\right)$ here and below.
${ }^{90}$ We have the more precise memberships in $\widetilde{\beta}^{*} \mathcal{C}^{\infty}(O)+\mathcal{A}_{\mathrm{phg}}^{\mathbb{N}_{0} \cup \hat{\mathcal{E}}, \mathcal{E}}\left(\widetilde{O} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ}\right)$ here and below.
which induces a map on the symmetric second tensor power which we also denote $\widetilde{B}$. We can then write

$$
\widetilde{g}_{\infty}=-N^{2} \mathrm{~d} t^{2}+\widetilde{B}\left(\widetilde{g}_{\infty}\right), \quad \widetilde{\bar{g}}_{\infty} \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{G}}, \mathcal{G}}\left(\widetilde{O} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{X}\right)
$$

Since $\widetilde{e}_{0}$, as a vector field on $\widetilde{O} \subset \widetilde{M}$, is a vertical (i.e. tangent to $\epsilon$-level sets) vector field of class

$$
\begin{equation*}
\widetilde{e}_{0} \in \underset{\sim}{\mathcal{A}_{\text {phg }}^{\hat{\mathcal{G}}-1, \mathcal{G}}} \mathcal{V}_{\mathrm{b}}\left(\widetilde{O} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ}\right), \tag{11.7}
\end{equation*}
$$

the second fundamental forms $\widetilde{k}_{\infty}=\frac{1}{2} \widetilde{N}^{-1} \mathcal{L}_{\widetilde{e}_{0}} \widetilde{\bar{g}}_{\infty}$ (see Lemma 11.2) of the leaves $\widetilde{X}_{t}$ satisfy

$$
\widetilde{k}_{\infty} \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{G}}-1, \mathcal{G}}\left(\widetilde{O} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ} ; S^{2} \widetilde{T}_{\widetilde{O}}^{*} \widetilde{X}\right) .
$$

The initial data of $\widetilde{X}=\widetilde{X}_{0}$ are
$\widetilde{\gamma}_{\infty, 0}=\left.\widetilde{\bar{g}}_{\infty}\right|_{\widetilde{X}} \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{G}}, \mathcal{G}}\left(\widetilde{X} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{X}\right), \quad \widetilde{k}_{\infty, 0}=\left.\widetilde{k}_{\infty}\right|_{\widetilde{X}} \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{G}}-1, \mathcal{G}}\left(\widetilde{X} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{X}\right)$.
Matching Corollary 3.21, they satisfy $\left.\left(\widetilde{\gamma}_{\infty, 0}, \widetilde{k}_{\infty, 0}\right)\right|_{X_{0}}=\beta_{o}^{*}(\gamma, k)$ where $(\gamma, k)$ are the initial data of $X$ inside $(M, g)$, and

$$
\left.\mathrm{s}\left(\widetilde{\gamma}_{\infty, 0}, \epsilon \widetilde{k}_{\infty, 0}\right)\right|_{\hat{X}}=(\hat{\gamma}, \hat{k})
$$

are the initial data of $\hat{X}_{b}$ inside the Kerr spacetime $\left(\hat{M}_{b}, \hat{g}_{b}\right)$; they are in fact a $(\hat{\mathcal{E}}, \mathcal{E})$ smooth total family in the terminology of [Hin22, Definition 4.18]. Furthermore, since $\operatorname{Ein}\left(\widetilde{g}_{\infty}\right)+\Lambda \widetilde{g}_{\infty} \in \dot{\mathcal{C}}^{\infty}\left(\widetilde{M} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$, the constraint equations are satisfied to infinite order at $\epsilon=0$ as well, in particular at $\widetilde{X}$; that is,

$$
\begin{equation*}
P\left(\widetilde{\gamma}_{\infty, 0}, \widetilde{k}_{\infty, 0} ; \Lambda\right) \in \dot{\mathcal{C}}^{\infty}\left(\widetilde{X} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ} ; \mathbb{R} \oplus \widetilde{T}^{*} \widetilde{X}\right) \tag{11.8a}
\end{equation*}
$$

in the notation of (4.2). Since $\widetilde{g}_{\infty}=g$ near $X \backslash \mathcal{U}^{\circ}$, the intersection of the support of (11.8a) with $\beta_{0}^{*} X$ is in fact contained in $\beta_{0}^{*} \mathcal{U}^{\circ}$ and in particular compact; thus, there exists $\epsilon_{0}>0$ so that

$$
\begin{equation*}
\left\{\epsilon \leq \epsilon_{0}\right\} \cap \operatorname{supp} P\left(\widetilde{\gamma}_{\infty, 0}, \widetilde{k}_{\infty, 0} ; \Lambda\right) \Subset \widetilde{\beta}^{*}\left(\left[0, \epsilon_{0}\right] \times \mathcal{U}^{\circ}\right) \tag{11.8b}
\end{equation*}
$$

11.2. Proof of Theorem 11.1. We continue using the notation of §11.1.2. We begin the proof of Theorem 11.1 by removing the error term (11.8a).
Proposition 11.5 (Solving the constraint equations). There exists a metric perturbation $\widetilde{h}_{1} \in \dot{\mathcal{C}}^{\infty}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$ so that the initial data of

$$
\widetilde{g}_{1}:=\widetilde{g}_{\infty}+\widetilde{h}_{1}
$$

satisfy the constraint equations at $\left(\widetilde{X} \backslash \widetilde{K}^{\circ}\right) \cap\left\{\epsilon<\epsilon_{0}\right\}$ for some small $\epsilon_{0}>0$, and so that lapse and shift of $\widetilde{g}_{1}$ are equal to those of $\widetilde{g}_{\infty}$ in the $(3+1)$-decomposition fixed in §11.1.2.

Proof. With $\widetilde{\gamma}_{\infty, 0}, \widetilde{k}_{\infty, 0}$ as in (11.8a)-(11.8b), the key step is to find corrections

$$
\begin{equation*}
\widetilde{h}, \widetilde{q} \in \dot{\mathcal{C}}^{\infty}\left(\widetilde{X} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{X}\right) \tag{11.9}
\end{equation*}
$$

with support compactly contained in $\widetilde{\beta}^{*}\left(\left[0, \epsilon_{0}\right] \times \mathcal{U}^{\circ}\right)$ so that

$$
\begin{equation*}
P\left(\widetilde{\gamma}_{\infty, 0}+\widetilde{h}, \widetilde{k}_{\infty, 0}+\widetilde{q} ; \Lambda\right)=0 \tag{11.10}
\end{equation*}
$$

on $\widetilde{X} \cap\left\{\epsilon \leq \epsilon_{0}\right\}$ for some small $\epsilon_{0}>0$. This is almost the content of [Hin22, Proposition 5.6]; the difference to the reference is that in the present paper the initial data $\mathbf{s}\left(\widetilde{\gamma}_{\infty, 0}, \epsilon \widetilde{k}_{\infty, 0}\right)$ near
$\hat{X}^{\circ}$ are not equal to exact Kerr initial data in any set $\left\{(\epsilon, x):|\epsilon x|<\hat{R}_{0}\right\}, \hat{R}_{0}>\mathfrak{m}-\delta$, due to the global (in the fibers of $\hat{M}$ ) nature of our construction of $\widetilde{g}_{\infty}$. (Cf. [Hin22, Theorem 5.2, item (2)].)

We can fix this in the following ad hoc manner, using that the initial data are equal to Kerr data $(\hat{\gamma}, \hat{k})$ to leading order at $\hat{X}$. Fix a cutoff function $\chi \in \mathcal{C}^{\infty}(\tilde{X})$ so that $\chi=1$ for $\hat{r} \leq \mathfrak{m}-\frac{2}{3} \delta$ and $\chi=0$ for $\hat{r} \geq \mathfrak{m}-\frac{1}{3} \delta$. Then

$$
\left(\widetilde{\gamma}_{\infty, 0}^{\prime}, \widetilde{k}_{\infty, 0}^{\prime}\right):=\left(\widetilde{\gamma}_{\infty, 0}, \widetilde{k}_{\infty, 0}\right)+\chi\left(\left(\mathrm{s}^{-1} \hat{\gamma}, \epsilon^{-1} \mathrm{~s}^{-1} \hat{k}\right)-\left(\widetilde{\gamma}_{\infty, 0}, \widetilde{k}_{\infty, 0}\right)\right)
$$

Then $P\left(\widetilde{\gamma}_{\infty, 0}^{\prime}, \widetilde{k}_{\infty, 0}^{\prime} ; \Lambda\right) \in \mathcal{A}_{\mathrm{phg}}^{\hat{\mathcal{F}}-2, \emptyset}\left(\widetilde{X} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ} ; \mathbb{R} \oplus \widetilde{T}^{*} \widetilde{X}\right)$ where $\operatorname{Re} \hat{\mathcal{F}}>0$ since the $\hat{X}$-model of $\left(\widetilde{\gamma}_{\infty, 0}^{\prime}, \widetilde{k}_{\infty, 0}^{\prime}\right)$ (i.e. the Kerr initial data) satisfies the constraint equations; and since in fact the constraint equations are violated, modulo errors vanishing to infinite order at $\epsilon=0$, only in the transition region supp $\mathrm{d} \chi$, we conclude that if $\chi^{\prime} \in \mathcal{C}_{\mathrm{c}}^{\infty}(\widetilde{X})$ with supp $\chi^{\prime} \Subset \hat{r}^{-1}((\mathfrak{m}-\delta, \mathfrak{m}))$ equals 1 near supp $\mathrm{d} \chi$, then we can write

$$
P\left(\widetilde{\gamma}_{\infty, 0}^{\prime}, \widetilde{k}_{\infty, 0}^{\prime} ; \Lambda\right)=\chi^{\prime} \operatorname{Err}_{0}+\operatorname{Err}_{1}
$$

where $\operatorname{Err}_{1} \in \dot{\mathcal{C}}^{\infty}$ is supported in $\hat{r}>\mathfrak{m}-\delta$, and $\operatorname{Err}_{0} \in \mathcal{A}_{\text {phg }}^{\hat{\mathcal{F}}-2, \emptyset}$. Let $K^{\prime} \Subset \hat{r}^{-1}((\mathfrak{m}-\delta, \mathfrak{m})) \subset$ $\widetilde{X}$ be a smoothly bounded domain with supp $\chi^{\prime} \subset\left(K^{\prime}\right)^{\circ}$. Using arguments as in the proof of [Hin22, Theorem 6.2], we can then correct ( $\widetilde{\gamma}_{\infty, 0}^{\prime}, \widetilde{k}_{\infty, 0}^{\prime}$ ) in generalized Taylor series at $\hat{X}^{\circ}$ by tensors $\left(\widetilde{h}^{\prime}, \widetilde{q}^{\prime}\right)$ with support contained in $K^{\prime}$ with vanishing restriction to $\hat{X}$, at the expense of admitting a failure of the constraints which lies in some fixed finite-dimensional space; that is,

$$
P\left(\widetilde{\gamma}_{\infty, 0}^{\prime}+\widetilde{h}^{\prime}, \widetilde{k}_{\infty, 0}^{\prime}+\widetilde{q}^{\prime} ; \Lambda\right)-E_{1}(\widetilde{c})=\operatorname{Err}_{1}^{\prime},
$$

where $\operatorname{Err}_{1}^{\prime} \in \dot{\mathcal{C}}^{\infty}$ has support in $\hat{r}>\mathfrak{m}-\delta$, while $\widetilde{c}^{\prime}=\widetilde{c}^{\prime}(\epsilon)$ with $\widetilde{c}^{\prime}(0)=0$ is polyhomogeneous and $E_{1}$ is a linear map from $\mathbb{C}^{N}$ into $\mathcal{C}_{\mathrm{c}}^{\infty}\left(\left(K^{\prime}\right)^{\circ} ; \mathbb{R} \oplus \widetilde{T}^{*} \widetilde{X}\right)$ whose range spans the cokernel of the linearization of the constraints map around $(\hat{\gamma}, \hat{k})$ on 00 -Sobolev spaces on $\left(K^{\prime}\right)^{\circ}$ with exponentially decaying weights at $\partial K^{\prime}$.

One can then correct ( $\left.\widetilde{\gamma}_{\infty, 0}^{\prime}+\widetilde{h}^{\prime}, \widetilde{k}_{\infty, 0}^{\prime}+\widetilde{q}^{\prime}\right)$ further by tensors $\left(\widetilde{h}^{\prime \prime}, \widetilde{q}^{\prime \prime}\right)$ to a true solution of the constraints except for the presence of $E_{1}\left(\vec{c}+\widetilde{c}^{\prime \prime}\right)$ on the right hand side (instead of 0 ) by following the arguments of [Hin22, Theorem 6.2]; here $\widetilde{h}^{\prime \prime}, \widetilde{q}^{\prime \prime}$ vanish identically near $\hat{r}=\mathfrak{m}-\delta$, and $\widetilde{h}^{\prime \prime}, \widetilde{q}^{\prime \prime}, \widetilde{c}^{\prime \prime}$ vanish to infinite order at $\epsilon=0$. The restrictions

$$
\left(\widetilde{\gamma}_{1}, \widetilde{k}_{1}\right):=\left.\left(\widetilde{\gamma}_{\infty, 0}^{\prime}+\widetilde{h}^{\prime}+\widetilde{h}^{\prime \prime}, \widetilde{k}_{\infty, 0}^{\prime}+\widetilde{q}^{\prime}+\widetilde{q}^{\prime \prime}\right)\right|_{\tilde{X} \backslash \widetilde{K}^{\circ}}
$$

to the smaller domain $\widetilde{X} \backslash \widetilde{K}^{\circ} \subset \widetilde{X} \backslash\left(\widetilde{K}^{\delta}\right)^{\circ}$ (which is disjoint from supp $E_{1}\left(\widetilde{c}+\widetilde{c}^{\prime \prime}\right)$ ) thus satisfies the constraint equations for all small $\epsilon$, and by construction differ from $\left.\left(\widetilde{\gamma}_{\infty, 0}, \widetilde{k}_{\infty, 0}\right)\right|_{\tilde{X} \backslash \widetilde{K}^{\circ}}$ by tensors $\widetilde{h}, \widetilde{q}$ of class (11.9).

Finally then, we shall take $\widetilde{h}_{1}=\widetilde{B}\left(\widetilde{\bar{h}}_{1}\right)$ (using the second symmetric tensor power of the map (11.6)) for a suitable choice of $\widetilde{\bar{h}}_{1} \in \dot{\mathcal{C}}^{\infty}\left(\mathcal{O} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{X}\right)$. Writing $\widetilde{\bar{h}}_{1}(t)=\widetilde{\bar{h}}_{1}(0)+$ $t \widetilde{\bar{h}}_{1}^{\prime}(0)+\mathcal{O}\left(t^{2}\right)$, we only need to specify $\widetilde{\bar{h}}_{1}(0)$ and $\widetilde{\bar{h}}_{1}^{\prime}(0)$, and the remaining Taylor coefficients are arbitrary. The requirement that the first fundamental form $\left.\left(\widetilde{g}_{\infty}+\widetilde{\bar{h}}_{1}\right)\right|_{\tilde{X}}=\widetilde{\gamma}_{\infty, 0}+\widetilde{\bar{h}}_{1}(0)$ of $\widetilde{g}_{\infty}+\widetilde{h}_{1}$ be equal to $\widetilde{\gamma}_{1}=\widetilde{\gamma}_{\infty, 0}+\widetilde{h}$ forces $\widetilde{\bar{h}}_{1}(0)=\widetilde{h}$. For the second fundamental form,
we require

$$
\begin{aligned}
\widetilde{k}_{1}=\widetilde{k}_{\infty, 0}+\widetilde{q} & =\left.\left(\frac{1}{2} \widetilde{N}^{-1} \mathcal{L}_{\widetilde{e}_{0}}\left(\widetilde{\bar{g}}_{\infty}+\widetilde{\bar{h}}_{1}(0)+t \widetilde{\bar{h}}_{1}^{\prime}(0)\right)\right)\right|_{\tilde{X}} \\
& =\widetilde{k}_{\infty, 0}+\frac{1}{2} \widetilde{N}^{-1}\left(\widetilde{\bar{h}}_{1}^{\prime}(0)+\mathcal{L}_{\widetilde{e}_{0}} \widetilde{\bar{h}}_{1}(0)\right),
\end{aligned}
$$

with $\widetilde{\bar{h}}_{1}(0)$ on the right regarded as a $t$-independent section of $S^{2} \widetilde{T}^{*} \widetilde{X}$ over $\widetilde{O}$. This determines $\widetilde{\bar{h}}_{1}^{\prime}(0) \in \dot{\mathcal{C}}^{\infty}\left(\widetilde{X} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{X}\right)$ indeed; this uses that the Lie derivative along $\widetilde{e}_{0}$ preserves the rapid vanishing of $\widetilde{\bar{h}}_{1}(0)$ at $\epsilon=0$ in view of (11.7).

We now improve the tensor $\widetilde{g}_{1}$ from Proposition 11.5 further.
Proposition 11.6 (Taylor series construction at $\widetilde{X}$ ). Let $\widetilde{g}_{1}$ be as in Proposition 11.5; thus $\operatorname{Ric}\left(\widetilde{g}_{1}\right)-\Lambda \widetilde{g}_{1} \in \mathcal{C}^{\infty}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$ and the constraint equations are satisfied at $\widetilde{X}$. Then there exists $\widetilde{h} \in \dot{\mathcal{C}}^{\infty}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T^{*}} \widetilde{M}\right)$ so that for $\widetilde{g}:=\widetilde{g}_{1}+\widetilde{h}$, the error $\operatorname{Ric}(\widetilde{g})-\Lambda \widetilde{g} \in$ $\dot{\mathcal{C}}^{\infty}\left(\widetilde{M} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{M}\right)$ vanishes to infinite order at $\widetilde{X}$.

Proof. In view of Lemma 11.4, applied to each level set of $\epsilon>0$, it suffices to construct $\widetilde{h}=\widetilde{B}(\widetilde{\bar{h}})\left(\right.$ using (11.6)) where $\widetilde{\bar{h}} \in \dot{\mathcal{C}}^{\infty}\left(\widetilde{O} \backslash \widetilde{K}^{\circ} ; S^{2} \widetilde{T}^{*} \widetilde{X}\right)$ so that the pullback of

$$
\begin{equation*}
\operatorname{Ric}\left(\widetilde{g}_{1}+\widetilde{h}\right)-\Lambda\left(\widetilde{g}_{1}+\widetilde{h}\right) \tag{11.11}
\end{equation*}
$$

to $\widetilde{X}_{t}$ (i.e. the spatial components) vanishes to infinite order at $t=0$. This form of $\widetilde{h}$ ensures that lapse and shift of $\widetilde{g}_{1}+\widetilde{h}$ are equal to those of $\widetilde{g}_{\infty}$. Writing the Taylor series of $\widetilde{\bar{h}}(t)$ as $\sum_{j \geq 2} \widetilde{\bar{h}}_{j} t^{j}$ at $t=0$, we can then iteratively compute the coefficients $\widetilde{\bar{h}}_{j}, j=2,3, \ldots$, using the formula $\frac{1}{2} \widetilde{N}^{-1} \mathcal{L}_{\widetilde{e}_{0}}\left(\widetilde{g}_{1}+\widetilde{h}\right)$ for the second fundamental form and using the formula for the spatial components of (11.11) from Corollary 11.3, by repeating the arguments at the end of §11.1.2.

This finishes the proof of Theorem 11.1, and in combination with Theorem 10.27 also the proof of the main result of this paper, Theorem 5.4 (which is Theorem 1.1 in the setting (I)).

## 12. Extreme mass ratio inspirals

While Theorem 5.4 allows one to glue a subextremal Kerr black hole into a given spacetime ( $M, g$ ) under a genericity assumption (see Definition 5.1(4)), this assumption is not satisfied for explicit spacetimes of physical interest such as Kerr or Kerr-de Sitter (KdS) spacetimes. The situation for initial data gluing was discussed in [Hin22, §6.2]; here we describe the analogue for our formal spacetime gluing procedure (and thereby prove Theorem 1.1 in the setting (II)).

Recall that for $\Lambda \in \mathbb{R}$ and parameters $\mathfrak{m}>0, a \in \mathbb{R}$, the Kerr, Kerr-de Sitter, or Kerr-anti de Sitter (depending on whether $\Lambda=0, \Lambda>0$, or $\Lambda<0$ ) metric $g_{\Lambda, \mathfrak{m}, a}$ is given by

$$
\begin{aligned}
& g_{\Lambda, \mathfrak{m}, a}=-\frac{\mu(r)}{b^{2} \varrho^{2}(r, \theta)}\left(\mathrm{d} t-a \sin ^{2} \theta \mathrm{~d} \phi\right)^{2}+\varrho^{2}(r, \theta)\left(\frac{\mathrm{d} r^{2}}{\mu(r)}+\frac{\mathrm{d} \theta^{2}}{c(\theta)}\right) \\
&+\frac{c(\theta) \sin ^{2} \theta}{b^{2} \varrho^{2}(r, \theta)}\left(\left(r^{2}+a^{2}\right) \mathrm{d} \phi-a \mathrm{~d} t\right)^{2}
\end{aligned}
$$

$$
\begin{array}{lrl}
\mu(r)=\left(r^{2}+a^{2}\right)\left(1-\frac{\Lambda r^{2}}{3}\right)-2 \mathfrak{m} r, & \varrho^{2}(r, \theta) & =r^{2}+a^{2} \cos ^{2} \theta \\
b=1+\frac{\Lambda a^{2}}{3}, & c(\theta) & =1+\frac{\Lambda a^{2}}{3} \cos ^{2} \theta
\end{array}
$$

This solves the Einstein vacuum equations

$$
\operatorname{Ric}\left(g_{\Lambda, \mathfrak{m}, a}\right)-\Lambda g_{\Lambda, \mathfrak{m}, a}=0
$$

We focus here on the case

$$
\Lambda \geq 0
$$

and leave the (notational) modifications in the case $\Lambda<0$ to the interested reader. We require the parameters $(\Lambda, \mathfrak{m}, a)$ to be subextremal; this means that $\mu(r)=0$ has four (when $\Lambda>0$ ), resp. two (when $\Lambda=0$ ) distinct real roots. The second largest (when $\Lambda>0$ ), resp. largest (when $\Lambda=0$ ) root $r=r_{\Lambda, \mathfrak{m}, a}$ is the radius of the event horizon. For $\Lambda=0$, we recover the Kerr spacetime from Definition 3.22 with different symbols for the coordinates.

Using a change of coordinates $\mathfrak{t}=t-T(r)$ and $\varphi=\phi-\Phi(r)$ for suitable functions $T, \Phi$ (see [Hin21b, Equation (1.5)] in the case $\Lambda>0$ ), the metric $g_{\Lambda, \mathfrak{m}, a}$ extends analytically across the two largest roots $r_{\Lambda, \mathfrak{m}, a}<r_{\Lambda, \mathfrak{m}, a}^{c}$ (the event and cosmological horizons) when $\Lambda>0$, resp. the largest root $r_{\Lambda, \mathfrak{m}, a}$ (the event horizon) when $\Lambda=0$, and indeed to the manifold

$$
M=M_{2 \eta}, \quad M_{\delta}:=\mathbb{R}_{\mathrm{t}} \times\left[r_{\Lambda, \mathfrak{m}, a}-\delta, \infty\right) \times \mathbb{S}_{\theta, \varphi}^{2}
$$

for sufficiently small $\eta>0$; here $\delta \in(0,2 \eta]$. We can select $T$ so that moreover the level sets of $\mathfrak{t}$ are spacelike; set then

$$
X=X_{2 \eta}, \quad X_{\delta}:=\{0\} \times\left[r_{\Lambda, \mathfrak{m}, a}-\delta, \infty\right) \times \mathbb{S}_{\theta, \varphi}^{2}
$$

The black hole exterior (or domain of outer communications) is the subset $M_{\mathrm{ext}}$ of $M$ where $r \in\left(r_{\Lambda, \mathfrak{m}, a}, r_{\Lambda, \mathfrak{m}, a}^{c}\right)$ when $\Lambda>0$, resp. $r>r_{\Lambda, \mathfrak{m}, a}$ when $\Lambda=0$; similarly, we set

$$
X_{\mathrm{ext}}= \begin{cases}\{0\} \times\left(r_{\Lambda, \mathfrak{m}, a}, r_{\Lambda, \mathfrak{m}, a}^{c}\right) \times \mathbb{S}^{2}, & \Lambda>0, \\ \{0\} \times\left(r_{0, \mathfrak{m}, a}, \infty\right) \times \mathbb{S}^{2}, & \Lambda=0\end{cases}
$$

The part of the black hole interior contained in $M$ is the region where $r<r_{\Lambda, \mathfrak{m}, a}$.
Theorem 12.1 (Gluing a small black hole along a timelike geodesic in a subextremal $\operatorname{Kerr}(-\mathrm{de}$ Sitter) spacetime). Let $\Lambda \geq 0, \mathfrak{m}>0, a \in \mathbb{R}$ be subextremal $K(d S)$ parameters, and let $g=g_{\Lambda, \mathfrak{m}, a}$. Let $\mathfrak{p} \in X_{\text {ext }}$, let $v \in T_{\mathfrak{p}} M$ be a future timelike unit vector, and write $\mathcal{C} \subset M$ for the maximally extended geodesic with initial conditions $\mathfrak{p}$, $v$, and let $\mathcal{U}_{M}^{\circ} \subset M$ be a smoothly bounded precompact connected open neighborhood of $\mathfrak{p}$ so that $\mathcal{U}_{M}^{\circ} \cap X$ contains a point in $X_{2 \eta} \backslash X_{\frac{3}{2} \eta}$. Let ${ }^{91} \hat{\mathfrak{m}}>0$ and $\hat{\mathfrak{a}} \in T_{\mathfrak{p}} M$, $\hat{\mathfrak{a}} \perp v$, with $|\hat{\mathfrak{a}}|<\hat{\mathfrak{m}}$, be subextremal Kerr parameters. Then the conclusions of Theorem 5.4 hold on $\widetilde{M}_{\eta} \backslash \widetilde{K}^{\circ}$ (with $\hat{\mathfrak{m}}, \hat{\mathfrak{a}}$ in place of $\mathfrak{m}, \mathfrak{a})$, with $\widetilde{K}$ defined as in point (8) in §5. That is, there exists a $\left((3, *),(1,0)_{+} \cup(3, *)\right)$ smooth total family $\widetilde{g}$ on $\widetilde{M}_{\eta} \backslash \widetilde{K}^{\circ}$ with respect to $g$ and with $\hat{M}_{p}$-model equal to the Kerr metric $\hat{g}_{\hat{\mathfrak{m}}, \hat{\mathfrak{a}}}$ for all $p \in \mathcal{C}$ (as in point (8) in §5) so that:
(1) $\operatorname{Ric}(\widetilde{g})-\Lambda \widetilde{g}$ is a smooth section of $S^{2} \widetilde{T} * \widetilde{M}$ over $\widetilde{M}_{\eta} \backslash \widetilde{K}^{\circ}$ which vanishes to infinite order at $\hat{M}, M_{\circ}$, and $\widetilde{X}$;
(2) $\widetilde{g}=g$ outside the union of the causal past and future of a compact subset of $\mathcal{U}_{M}^{\circ} \cap X$;

[^63](3) $\mathrm{e} \widetilde{g}$ is equal to the Kerr metric at $\hat{M}$ modulo quadratically vanishing error terms.

Theorem 12.1 can be applied to produce formal solutions (as $\epsilon \searrow 0$ ) of the Einstein vacuum equations describing extreme mass ratio inspirals. See Figure 12.1. A fortiori, by definition of $\widetilde{M}_{\eta}$, the restriction of $\widetilde{g}$ to the $\epsilon$-level set of $\widetilde{M}_{\eta}$ is $\epsilon$-close to the $\mathrm{K}(\mathrm{dS})$ metric $g$ outside any fixed neighborhood of $\mathcal{C}$, whereas an $\epsilon^{-1}$-rescaling of $\widetilde{g}$ near a point on $\mathcal{C}$ is $\epsilon$-close to any fixed compact subset of a Kerr spacetime with parameters $\hat{\mathfrak{m}}, \hat{\mathfrak{a}}$.


Figure 12.1. Illustration of Theorem 12.1. The front face arises by blowing up a timelike geodesic $\mathcal{C}$ - which here passes the event horizon of the ambient $\mathrm{K}(\mathrm{dS})$ black hole, indicated in green-inside $[0,1)_{\epsilon} \times M_{\eta}$ at $\epsilon=0$. The restriction of $\widetilde{g}$ to an $\epsilon$-level set is $\epsilon$-close to the $\mathrm{K}(\mathrm{dS})$ metric $g_{\Lambda, \mathfrak{m}, a}$ away from the front face, whereas the metric coefficients (in Fermi normal coordinates $t, x)$ near the front face, arising by blowing up the timelike geodesic $\mathcal{C}$ in $[0,1)_{\epsilon} \times M_{\eta}$ at $\epsilon=0$, are $\epsilon$-close to those of a Kerr metric (with respect to the 'fast' coordinates $\hat{t}=\frac{t-t_{0}}{\epsilon}, \hat{x}=\frac{x}{\epsilon}$ near any point $\left(t_{0}, 0\right)$ along $\left.\mathcal{C}\right)$. The red dashed lines form a spacelike hypersurface bounding a coordinate sphere in the interior of the small black hole which we excise, much like we excise the ball $r<r_{\Lambda, \mathfrak{m}, a}-\eta$ in the interior of the ambient $\mathrm{K}(\mathrm{dS})$ black hole.

Remark 12.2 (Formal extreme mass ratio inspirals: finite time theory). Suppose the geodesic $c(s)$ with $c(0)=\mathfrak{p}, c^{\prime}(0)=v$ crosses the event horizon of $(M, g)$ at proper time $s=s_{0}>0$. Then since $\mathrm{d} r$ is future timelike in $r<r_{\Lambda, \mathfrak{m}, a}$, the function $r \circ c(s)$ is monotonically decreasing for $s>s_{0}$, and thus $r(c(s))<r-\frac{3}{2} \eta$ for all $s>s_{1}>s_{0}$. Fixing $s_{2}>s_{1}$ and letting $\mathfrak{t}_{2}:=t\left(c\left(s_{2}\right)\right)$, the total family $\widetilde{g}$ is then $\epsilon$-close to the ambient $\mathrm{K}(\mathrm{dS})$ metric $g$ on compact subsets of $M_{\eta} \cap\left\{\mathfrak{t} \geq \mathfrak{t}_{2}\right\}$. In the Kerr-de Sitter case $(\Lambda>0)$, this in particular applies to $\left[\mathfrak{t}_{2}, \mathfrak{t}_{2}+1\right] \times\left[r_{\Lambda, \mathfrak{m}, a}-\eta, r_{\Lambda, \mathfrak{m}, a}^{c}+\eta\right] \times \mathbb{S}^{2}$; in the Kerr case, $\widetilde{g}$ is equal to $g$ on $\left[\mathfrak{t}_{2}, \mathfrak{t}_{2}+1\right] \times\left[r_{2}, \infty\right) \times \mathbb{S}^{2}$ for some $r_{2}<\infty$ (depending on $\mathfrak{t}_{2}$ ), and $\epsilon$-close to $g$ on $\left[\mathfrak{t}_{2}, \mathfrak{t}_{2}+1\right] \times\left[r_{\mathrm{m}, a}-\eta, r_{2}\right] \times \mathbb{S}^{2}$. This can be taken as the starting point for the evolution of initial data $\epsilon$-close to $\mathrm{K}(\mathrm{dS})$ data (but violating the constraint equations by an amount
$\left.\mathcal{O}\left(\epsilon^{\infty}\right)\right)$ in an $\eta$-neighborhood of the domain of outer communications. We stress that $\eta>0$ is fixed, and $\epsilon>0$ can be taken to be arbitrarily small, and therefore domain of dependence considerations imply that the initial data at $\mathfrak{t}_{2}$ are defined on a sufficiently large set so as to permit, in principle, the unique global future solvability of (quasi)linear wave equations.

Remark 12.3 (Formal extreme mass ratio inspirals: nonlinear stability of the merger). Continuing Remark 12.2 and focusing on the very slowly rotating Kerr-de Sitter case $\Lambda>0$, $\left|\frac{a}{\mathfrak{m}}\right| \ll 1$, note that, a fortiori, the initial data of $\widetilde{g}_{\epsilon}=\left.\widetilde{g}\right|_{\left(\widetilde{M}_{\eta}\right)_{\epsilon}}$ at $\mathfrak{t}=\mathfrak{t}_{2}$ satisfy the constraint equations up to $\mathcal{O}\left(\epsilon^{\infty}\right)$ error terms. Therefore, we can apply [HV18, Theorem 11.2], with $(h, k)$ there equal to the initial data of $\widetilde{g}_{\epsilon}$ at $\mathfrak{t}=\mathfrak{t}_{2}$, to obtain a solution $\widetilde{g}_{\epsilon}^{\prime}$ of the gauge-fixed Einstein vacuum equation [HV18, (11.10)] on

$$
\Omega:=\left[\mathfrak{t}_{2}, \infty\right) \times\left[r_{\Lambda, \mathfrak{m}, a}-\eta, r_{\Lambda, \mathfrak{m}, a}^{c}+\eta\right] \times \mathbb{S}^{2}
$$

with the following properties:
(1) $\widetilde{g}_{\epsilon}^{\prime}$ is equal to a Kerr-de Sitter metric plus a tail whose coefficients in standard coordinates on $\Omega$ are bounded, together with all their coordinate derivatives, by $e^{-\alpha t}$ for some $\alpha>0$;
(2) $\operatorname{Err} r_{\epsilon}:=\operatorname{Ric}\left(\widetilde{g}_{\epsilon}^{\prime}\right)-\Lambda \widetilde{g}_{\epsilon}^{\prime}$ (in the sign convention of the present paper) obeys the same $\mathcal{O}\left(e^{-\alpha t}\right)$ bound with constants of size $\mathcal{O}\left(\epsilon^{N}\right)$ for all $N$, i.e. the components of $\operatorname{Err}_{\epsilon}$ are bounded by $C_{N} \epsilon^{N} e^{-\alpha t}$ together with all coordinate derivatives.

The second property is a consequence of the fact that the gauge 1-form, denoted $\Upsilon(g)$ $\Upsilon\left(g_{b_{0}, b}\right)-\theta$ in [HV18], has Cauchy data at $\mathfrak{t}=\mathfrak{t}_{2}$ of size $\mathcal{O}\left(\epsilon^{\infty}\right)$; since it moreover lies in ker $\widetilde{\square}_{g}^{\mathrm{CP}}$, it can be seen to decay exponentially using the extension of [HV18, Theorem 8.1]which in particular proves the absence of non-exponentially decaying mode solutions when $g$ is a subextremal Schwarzschild-de Sitter metric-to metrics which exponentially decay to very slowly rotating Kerr-de Sitter spacetimes; this extension follows from the methods of [HV18, §5]. Thus, we can control a formal (i.e. up $\mathcal{O}\left(\epsilon^{\infty}\right)$ errors) solution of the initial value problem for the Einstein vacuum equations with initial data given at $\mathfrak{t}=0$ globally in forward time: Theorem 12.1 provides the part of the solution for $\mathfrak{t} \in\left[0, \mathfrak{t}_{2}\right]$, and [HV18] provides the rest. See Figure 12.2.

Proof of Theorem 12.1. We indicate the modifications required in (the proofs of) Theorems 10.27 and 11.1. Fix $\eta_{0}=2 \eta$ and pick $\eta_{j} \in \mathbb{N}$ with $\eta_{0}>\eta_{1}>\eta_{2}>\ldots$, and $\underline{\eta}:=\inf _{j} \eta_{j}>\eta$.

The only place in the proof of Theorem 10.27 where the absence of Killing vector fields (or KIDs on the level of initial data sets) is used is the proof of Proposition 8.7 (which leads to Theorem 8.1), specifically in the construction of the symmetric 2 -tensors $\dot{\gamma}, \dot{k}$ in equation (8.14). In the present setting, we cannot solve (8.14) directly due to the presence of a cokernel $K^{*}:=\operatorname{ker}_{\mathcal{C}^{\infty}\left(\mathcal{U}^{\circ} ; \mathbb{R} \oplus T^{*} X_{\left.\eta_{0}\right)}\right)} D_{(\gamma, k)} P^{*}$ of dimension $N=\operatorname{dim} K^{*} \geq 1$; here $\mathcal{U}^{\circ}=\mathcal{U}_{M}^{\circ} \cap X$. Instead, as in [Hin22, §6.2], we may fix an injective linear map

$$
E_{1}: \mathbb{R}^{N} \rightarrow \mathcal{C}_{\mathrm{c}}^{\infty}\left(\mathcal{U}^{\circ} \backslash X_{\eta_{1}} ; \mathbb{\mathbb { R }} \oplus T^{*} X_{\eta_{0}}\right)
$$

so that the $L^{2}$-pairing $K^{*} \times \operatorname{ran} E_{1} \rightarrow \mathbb{R}$ is nondegenerate; and then there exists a unique solution $c \in \mathbb{R}^{N}, \dot{\gamma}, \dot{k} \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\mathcal{U}^{\circ} ; S^{2} T^{*} X\right)$ of the equation

$$
D_{(\gamma, k)} P(\dot{\gamma}, \dot{k} ; \Lambda)=\left(\mathrm{G}_{g} f_{b}\right)(\nu,-)+E_{1}(c) .
$$



Figure 12.2. Illustration of Remark 12.3 for very small but fixed $\epsilon>0$ : the metric $\widetilde{g}_{\epsilon}=\left.\widetilde{g}\right|_{\left(\widetilde{M}_{\eta}\right)_{\eta}}$ is a formal solution of the Einstein vacuum equations and roughly speaking describes a small Kerr black hole with parameters $(\epsilon \hat{\mathfrak{m}}, \epsilon \hat{\mathfrak{a}})$ near $\mathcal{C}$ which merges with a given Kerr-de Sitter black hole ( $M, g$ ) with parameters ( $\mathfrak{m}, a$ ). Having crossed the event horizon of the KdS black hole at time $\mathfrak{t}=\mathfrak{t}_{2}$, the metric $\widetilde{g}_{\epsilon}$ is $\epsilon$-close to $g$ in a fixed neighborhood of the domain of outer communications (the exterior of the gray cylinder, with the cosmological horizon not shown). Nonlinear stability results for the gaugefixed Einstein vacuum equations, applied with parametric dependence in $\epsilon$, give a formal solution $\widetilde{g}_{\epsilon}^{\prime}$ for all subsequent times, which decays exponentially fast to an exact Kerr-de Sitter metric.

Proceeding as after (8.14), the gauge 1-form $\eta=\delta_{g} \mathrm{G}_{g} h_{\mathrm{b}}-\theta$ still vanishes at $X$; but now $\left(\mathrm{G}_{g} \delta_{g}^{*} \eta\right)(\nu,-)$ vanishes only outside of $\operatorname{supp} E_{1}(c) \subset X_{\eta_{0}} \backslash X_{\eta_{1}}$, and therefore $\eta \in \operatorname{ker} \delta_{g} \mathrm{G}_{g} \delta_{g}^{*}$ does not necessarily vanish. However, since $\mathrm{d} r$ is future timelike in $M_{\mathrm{int}}$, we do have $\operatorname{supp} \eta \subset M_{\eta_{0}} \backslash M_{\eta_{1}}$ by finite speed of propagation. In conclusion, Theorem 8.1 remains valid if we replace $M$ by $M_{\eta_{0}}$ and allow for $\left(D_{g} \operatorname{Ric}-\Lambda\right) h-f$ in equation (8.2) to be nonzero outside $M_{\eta_{1}}$.

After the first application of Theorem 10.27 in $\S 10.1$, we restrict to $M_{\eta_{1}}$. The subsequent solution step at $\hat{M}$ is unchanged. When applying Theorem 10.27 for the first of two times again in $\S 10.3$, we first work on $M_{\eta_{1}}$ and permit violations of the constraints, and thus of the linearized Einstein vacuum equations, outside $M_{\eta_{2}}$; and the second time we work on $M_{\eta_{2}}$ and permit violations outside $M_{\eta_{3}}$; and so on. In conclusion then, the analogue of Theorem 10.27 in the present setting remains valid on $\widetilde{M}_{\eta}$.

In the proof of Theorem 11.1, the absence of KIDs is used in the (adapted) proof of [Hin22, Proposition 5.6] in [Hin22, Propositions 4.15] (via [Hin22, Proposition 4.21]). In the present setting, where KIDs are present, one proceeds as in the proof of [Hin22, Theorem 6.2] to solve the constraint equations up to an error which lies in a fixed finite-dimensional space
of smooth tensors supported in $X_{\eta} \backslash X_{\eta}$. The remainder of the proof of Theorem 11.1 is unchanged.

## References

[ACP23] John Anderson, Justin Corvino, and Federico Pasqualotto. Multi-localized time-symmetric initial data for the Einstein vacuum equations. Preprint, arXiv:2301.08238, 2023.
[ACR21] Stefanos Aretakis, Stefan Czimek, and Igor Rodnianski. The characteristic gluing problem for the Einstein equations and applications. Preprint, arXiv:2107.02441, 2021.
[AHW22] Lars Andersson, Dietrich Häfner, and Bernard F. Whiting. Mode analysis for the linearized Einstein equations on the Kerr metric: the large a case. Preprint, arXiv:2207.12952, 2022.
[BGC14] Jacopo Bellazzini, Marco Ghimenti, and Stefan Le Coz. Multi-Solitary Waves for the Nonlinear Klein-Gordon Equation. Communications in Partial Differential Equations, 39(8):1479-1522, 2014. doi:10.1080/03605302.2013.860988.
[BL63] Dieter R. Brill and Richard W. Lindquist. Interaction energy in geometrostatics. Physical Review, 131(1):471, 1963.
[BL67] Robert H. Boyer and Richard W. Lindquist. Maximal analytic extension of the Kerr metric. Journal of Mathematical Physics, 8(2):265-281, 1967.
[BP18] Leor Barack and Adam Pound. Self-force and radiation reaction in general relativity. Reports on Progress in Physics, 82(1):016904, Nov 2018. doi:10.1088/1361-6633/aae552.
[Bur71] William L. Burke. Gravitational radiation damping of slowly moving systems calculated using matched asymptotic expansions. J. Math. Phys., 12:401-418, 1971. doi:10.1063/1.1665603.
[Car21] Alessandro Carlotto. The general relativistic constraint equations. Living Reviews in Relativity, 24(1):1-170, 2021.
[CB09] Yvonne Choquet-Bruhat. General relativity and the Einstein equations. Oxford University Press, 2009.
[CBG69] Yvonne Choquet-Bruhat and Robert Geroch. Global aspects of the Cauchy problem in general relativity. Communications in Mathematical Physics, 14(4):329-335, 1969.
[CC22] Piotr T. Chruściel and Wan Cong. Characteristic gluing with $\lambda$ 1. Linearised Einstein equations on four-dimensional spacetimes. Preprint, arXiv:2212.10052, 2022.
[CCH12] Piotr T. Chruściel, João Lopes Costa, and Markus Heusler. Stationary black holes: uniqueness and beyond. Living Rev. Relativity, 15(7), 2012.
[CD03] Piotr T. Chruściel and Erwann Delay. On mapping properties of the general relativistic constraints operator in weighted function spaces, with applications. Mem. Soc. Math. France, 94:1-103, 2003.
[CM03] Piotr T. Chruściel and Rafe Mazzeo. On 'many-black-hole' vacuum spacetimes. Classical and Quantum Gravity, 20(4):729, 2003.
[CM14] Raphaël Côte and Claudio Muñoz. Multi-solitons for nonlinear Klein-Gordon equations. Forum of Mathematics, Sigma, 2:e15, 2014. doi:10.1017/fms.2014.13.
[CM18] Raphaël Côte and Yvan Martel. Multi-travelling waves for the nonlinear Klein-Gordon equation. Transactions of the American Mathematical Society, 370(10):7461-7487, 2018.
[CMM11] Raphaël Côte, Yvan Martel, and Frank Merle. Construction of multi-soliton solutions for the $L^{2}$-supercritical gKdV and NLS equations. Revista Matemática Iberoamericana, 27(1):273-302, 2011.
[Cor00] Justin Corvino. Scalar curvature deformation and a gluing construction for the Einstein constraint equations. Comm. Math. Phys., 214(1):137-189, 2000.
[CR22] Stefan Czimek and Igor Rodnianski. Obstruction-free gluing for the Einstein equations. Preprint, arXiv:2210.09663, 2022.
[CS16] Alessandro Carlotto and Richard Schoen. Localizing solutions of the Einstein constraint equations. Inventiones mathematicae, 205(3):559-615, 2016.
[DDMW20] Juan Davila, Manuel Del Pino, Monica Musso, and Juncheng Wei. Gluing methods for vortex dynamics in euler flows. Archive for Rational Mechanics and Analysis, 235(3):1467-1530, Mar 2020. doi:10.1007/s00205-019-01448-8.
[D'E75] Peter D. D'Eath. Dynamics of a small black hole in a background universe. Phys. Rev. D, 11:1387-1403, 1975. doi:10.1103/PhysRevD.11.1387.
[DHRT21] Mihalis Dafermos, Gustav Holzegel, Igor Rodnianski, and Martin Taylor. The nonlinear stability of the Schwarzschild solution to gravitational perturbations. Preprint, arXiv:2104.08222, 2021.
[DPMW22] Juan Dávila, Manuel del Pino, Monica Musso, and Juncheng Wei. Travelling helices and the vortex filament conjecture in the incompressible euler equations. Calculus of Variations and Partial Differential Equations, 61(4):119, May 2022. doi:10.1007/s00526-022-02217-4.
[EG04] Jurgen Ehlers and Robert P. Geroch. Equation of motion of small bodies in relativity. Annals Phys., 309:232-236, 2004. doi:10.1016/j.aop.2003.08.020.
[EIH38] Albert Einstein, Leopold Infeld, and Banesh Hoffmann. The Gravitational Equations and the Problem of Motion. Annals of Mathematics, 39(1):65-100, 1938. URL: http://www.jstor.org/ stable/1968714.
[FMM80] Arthur E. Fischer, Jerrold E. Marsden, and Vincent Moncrief. The structure of the space of solutions of Einstein's equations. I. One Killing field. Annales de l'IHP Physique théorique, 33(2):147-194, 1980.
[Fri86] Helmut Friedrich. Existence and structure of past asymptotically simple solutions of Einstein's field equations with positive cosmological constant. Journal of Geometry and Physics, 3(1):101117, 1986.
[Ger69] Robert P. Geroch. Limits of spacetimes. Commun. Math. Phys., 13:180-193, 1969. doi:10. 1007/BF01645486.
[GL91] C. Robin Graham and John M. Lee. Einstein metrics with prescribed conformal infinity on the ball. Adv. Math., 87(2):186-225, 1991.
[Gri01] Daniel Grieser. Basics of the b-calculus. In Juan B. Gil, Daniel Grieser, and Matthias Lesch, editors, Approaches to Singular Analysis: A Volume of Advances in Partial Differential Equations, pages 30-84. Birkhäuser Basel, Basel, 2001. doi:10.1007/978-3-0348-8253-8_2.
[GW08] Samuel E. Gralla and Robert M. Wald. A Rigorous Derivation of Gravitational Self-force. Class. Quant. Grav., 25:205009, 2008. [Erratum: Class.Quant.Grav. 28, 159501 (2011)]. doi: 10.1088/0264-9381/25/20/205009.
[HHV21] Dietrich Häfner, Peter Hintz, and András Vasy. Linear stability of slowly rotating Kerr black holes. Inventiones mathematicae, 223:1227-1406, 2021. doi:10.1007/s00222-020-01002-4.
[Hig87] Atsushi Higuchi. Symmetric tensor spherical harmonics on the N -sphere and their application to the de Sitter group SO(N,1). Journal of Mathematical Physics, 28(7):1553-1566, 1987.
[Hin21a] Peter Hintz. Black hole gluing in de Sitter space. Communications in Partial Differential Equations, 46(7):1280-1318, 2021. doi:10.1080/03605302.2020.1871368.
[Hin21b] Peter Hintz. Mode stability and shallow quasinormal modes of Kerr-de Sitter black holes away from extremality. Preprint, arXiv:2112.14431, 2021.
[Hin22] Peter Hintz. Gluing small black holes into initial data sets. Preprint, arXiv:2210.13960, 2022.
[Hin23a] Peter Hintz. Linear waves on non-stationary asymptotically flat spacetimes. I. Preprint, arXiv:2302.14647, 2023.
[Hin23b] Peter Hintz. The linearized Einstein equations with sources. Preprint, 2023.
[Hin23c] Peter Hintz. Microlocal analysis of operators with approximate translation- and dilationinvariances. Preprint, arXiv:2302.13803, 2023.
[Hin23d] Peter Hintz. Underdetermined elliptic PDE on asymptotically Euclidean manifolds, and generalizations. Preprint, arXiv:2302.12904, 2023.
[Hör07] Lars Hörmander. The analysis of linear partial differential operators. III. Classics in Mathematics. Springer, Berlin, 2007.
[HV18] Peter Hintz and András Vasy. The global non-linear stability of the Kerr-de Sitter family of black holes. Acta mathematica, 220:1-206, 2018. doi:10.4310/acta.2018.v220.n1.a1.
[Jab21] Fatima Ezzahra Jabiri. Static spherically symmetric einstein-vlasov bifurcations of the schwarzschild spacetime. Annales Henri Poincaré, 22(7):2355-2406, Jul 2021. doi:10.1007/ s00023-021-01028-1.
[Jen16] Jacek Jendrej. Construction of two-bubble solutions of nonlinear wave equations. Séminaire Laurent Schwartz - EDP et applications, 2015-2016. doi:10.5802/slsedp. 90.
[JM20] Jacek Jendrej and Yvan Martel. Construction of multi-bubble solutions for the energy-critical wave equation in dimension 5. Journal de Mathématiques Pures et Appliquées, 139:317-355, 2020. doi:10.1016/j.matpur.2020.02.007.
[Kat80] Ronald E. Kates. Motion of a small body through an external field in general relativity calculated by matched asymptotic expansions. Phys. Rev. D, 22:1853-1870, 1980. doi: 10.1103/PhysRevD.22.1853.
[Ker63] Roy P. Kerr. Gravitational field of a spinning mass as an example of algebraically special metrics. Physical Review Letters, 11(5):237, 1963.
[KI03] Hideo Kodama and Akihiro Ishibashi. A master equation for gravitational perturbations of maximally symmetric black holes in higher dimensions. Progress of Theoretical Physics, 110(4):701722, 2003.
[KS21] Sergiu Klainerman and Jérémie Szeftel. Kerr stability for small angular momentum. Preprint, arXiv:2104.11857, 2021.
[KS22] Chris Kottke and Michael Singer. Partial compactification of monopoles and metric asymptotics. Memoirs of the AMS, to appear, 2022.
[KT93] David Kastor and Jennie Traschen. Cosmological multi-black-hole solutions. Physical Review D, 47(12):5370, 1993.
[KU22] Christoph Kehle and Ryan Unger. Gravitational collapse to extremal black holes and the third law of black hole thermodynamics. Preprint, arXiv:2211.15742, 2022.
[KU23] Christoph Kehle and Ryan Unger. Event horizon gluing and black hole formation in vacuum: the very slowly rotating case. Preprint, arXiv:2304.08455, 2023.
[Lin63] Richard W. Lindquist. Initial-value problem on Einstein-Rosen manifolds. Journal of Mathematical Physics, 4(7):938-950, 1963.
[Maj47] Sudhansu D. Majumdar. A class of exact solutions of Einstein's field equations. Physical Review, 72(5):390, 1947.
[Mar05] Yvan Martel. Asymptotic $N$-soliton-like solutions of the subcritical and critical generalized Korteweg-de Vries equations. American Journal of Mathematics, 127(5):1103-1140, 2005. doi: 10.1353/ajm. 2005.0033.
[Maz91] Rafe Mazzeo. Elliptic theory of differential edge operators I. Communications in Partial Differential Equations, 16(10):1615-1664, 1991. doi:10.1080/03605309108820815.
[Mel92] Richard B. Melrose. Calculus of conormal distributions on manifolds with corners. International Mathematics Research Notices, (3):51-61, 1992.
[Mel93] Richard B. Melrose. The Atiyah-Patodi-Singer index theorem, volume 4 of Research Notes in Mathematics. A K Peters, Ltd., Wellesley, MA, 1993. doi:10.1016/0377-0257(93)80040-i.
[Mel94] Richard B. Melrose. Spectral and scattering theory for the Laplacian on asymptotically Euclidian spaces. In Spectral and scattering theory (Sanda, 1992), volume 161 of Lecture Notes in Pure and Appl. Math., pages 85-130. Dekker, New York, 1994.
[Mel96] Richard B. Melrose. Differential analysis on manifolds with corners. Book, in preparation, available online, 1996. URL: https://math.mit.edu/~rbm/daomwcf.ps.
[Mer90] Frank Merle. Construction of solutions with exactly $k$ blow-up points for the Schrödinger equation with critical nonlinearity. Communications in Mathematical Physics, 129(2):223-240, Apr 1990. doi:10.1007/BF02096981.
[Mis63] Charles W. Misner. The method of images in geometrostatics. Annals of Physics, 24:102-117, 1963.
[MM83] Richard B. Melrose and Gerardo Mendoza. Elliptic operators of totally characteristic type. Mathematical Sciences Research Institute, 1983.
[MM95] Rafe R. Mazzeo and Richard B. Melrose. Analytic surgery and the eta invariant. Geometric \& Functional Analysis, 5(1):14-75, Jan 1995. doi:10.1007/BF01928215.
[MM06] Yvan Martel and Frank Merle. Multi-solitary waves for nonlinear Schrödinger equations. Annales de l'Institut Henri Poincaré C, 23(6):849-864, 2006.
[MM16] Yvan Martel and Frank Merle. Construction of multi-solitons for the energy-critical wave equation in dimension 5. Archive for Rational Mechanics and Analysis, 222:1113-1160, 2016. doi:10.1007/s00205-016-1018-7.
[Mon75] Vincent Moncrief. Spacetime symmetries and linearization stability of the Einstein equations. I. Journal of Mathematical Physics, 16(3):493-498, 1975. doi:10.1063/1.522572.
[MRT15] Mei Ming, Frederic Rousset, and Nikolay Tzvetkov. Multi-solitons and related solutions for the water-waves system. SIAM Journal on Mathematical Analysis, 47(1):897-954, 2015. doi: 10.1137/140960220.
[MST97] Yasushi Mino, Misao Sasaki, and Takahiro Tanaka. Gravitational radiation reaction to a particle motion. Phys. Rev. D, 55:3457-3476, Mar 1997. doi:10.1103/PhysRevD.55.3457.
[Pap45] Achille Papapetrou. A Static Solution of the Equations of the Gravitational Field for an Arbitary Charge-Distribution. Proceedings of the Royal Irish Academy. Section A: Mathematical and Physical Sciences, 51:191-204, 1945. URL: http://www.jstor.org/stable/20488481.
[Poi04] Eric Poisson. The motion of point particles in curved space-time. Living Rev. Rel., 7:6, 2004. doi:10.12942/lrr-2004-6.
[PPV11] Eric Poisson, Adam Pound, and Ian Vega. The motion of point particles in curved spacetime. Living Rev. Rel., 14:7, 2011. doi:10.12942/lrr-2011-7.
[PW22] Adam Pound and Barry Wardell. Black Hole Perturbation Theory and Gravitational Self-Force, pages 1411-1529. Springer Nature Singapore, Singapore, 2022. doi:10.1007/ 978-981-16-4306-4_38.
[QW97] Theodore C. Quinn and Robert M. Wald. Axiomatic approach to electromagnetic and gravitational radiation reaction of particles in curved spacetime. Physical Review D, 56(6):3381, 1997.
[Rei94] Gerhard Rein. Static solutions of the spherically symmetric Vlasov-Einstein system. In Mathematical Proceedings of the Cambridge Philosophical Society, volume 115, pages 559-570. Cambridge University Press, 1994.
[Rin09] Hans Ringström. The Cauchy problem in general relativity, volume 6. European Mathematical Society, 2009.
[RW57] Tullio Regge and John A. Wheeler. Stability of a Schwarzschild Singularity. Phys. Rev., 108:1063-1069, Nov 1957.
[Sch16] Karl Schwarzschild. Über das Gravitationsfeld eines Massenpunktes nach der Einsteinschen Theorie. Sitzungsberichte der Königlich Preußischen Akademie der Wissenschaften (Berlin), pages 189-196, 1916.
[SS21] Bernd J. Schroers and Michael A. Singer. $D_{k}$ gravitational instantons as superpositions of Atiyah-Hitchin and Taub-NUT geometries. The Quarterly Journal of Mathematics, 72(1-2):277-337, 2021.
[Tau62] Abraham Haskel Taub. On Thomas' result concerning the geodesic hypothesis. Proceedings of the National Academy of Sciences, 48(9):1570-1571, 1962. doi:10.1073/pnas.48.9.1570.
[TH84] Kip S. Thorne and James B. Hartle. Laws of motion and precession for black holes and other bodies. Phys. Rev. D, 31:1815-1837, 1984. doi:10.1103/PhysRevD.31.1815.
[Tho62] T. Y. Thomas. On the geodesic hypothesis in the theory of gravitation. Proceedings of the National Academy of Sciences, 48(9):1567-1569, 1962.
[Vas00] András Vasy. Propagation of singularities in three-body scattering. Astérisque, 262:1-157, 2000.
[Vas18] András Vasy. A minicourse on microlocal analysis for wave propagation. In Thierry Daudé, Dietrich Häfner, and Jean-Philippe Nicolas, editors, Asymptotic Analysis in General Relativity, volume 443 of London Mathematical Society Lecture Note Series, pages 219-373. Cambridge University Press, 2018.
[Yan14] Shiwu Yang. On the geodesic hypothesis in general relativity. Communications in Mathematical Physics, 325(3):997-1062, Feb 2014. doi:10.1007/s00220-013-1834-7.

Department of Mathematics, ETH Zürich, Rämistrasse 101, 8092 Zürich, Switzerland
Email address: peter.hintz@math.ethz.ch


[^0]:    Date: July 3, 2023. Original version: June 12, 2023.
    2010 Mathematics Subject Classification. Primary: 83C05, 35B25. Secondary: 83C57, 35C20, 35B40.

[^1]:    ${ }^{1}$ In such coordinates, $\mathcal{C}$ is given by $I \times\{0\}$ where $I \subseteq \mathbb{R}$, and $g$ is equal to the Minkowski metric $-\mathrm{d} t^{2}+\mathrm{d} x^{2}$ up to $\mathcal{O}\left(|x|^{2}\right)$ errors. Furthermore, the curves $s \mapsto(t, s x)$ for constant $t, x$ are geodesics. Coordinates with these properties are uniquely determined up to constant shifts of $t$ and $x \mapsto A x$ where $A \in O(3)$ is $t$ independent.

[^2]:    ${ }^{2}$ We require this orthogonality only for notational convenience: it ensures that $t$-level sets are spacelike also near the small Kerr black hole, cf. (1.2), given the form of metric we use here. See also Lemma 3.30.
    ${ }^{3}$ The coefficients of $\hat{g}_{\mathfrak{m}, \mathfrak{a}}$ are independent of $\hat{t}$ by stationarity.
    ${ }^{4}$ The existence of such an $\epsilon(\bar{V})$ is a consequence of parts (1)-(3).

[^3]:    ${ }^{5}$ This follows from the form (3.37) of the Kerr metric, specifically from the fact that pullback under the scaling map $(\hat{t}, \hat{x}) \mapsto(\epsilon \hat{t}, \epsilon \hat{x}), \epsilon>0$, sends $\hat{g}_{\epsilon \mathfrak{m}, \epsilon \mathfrak{a}}$ to $\epsilon^{2} \hat{g}_{\mathfrak{m}, \mathfrak{a}}$.

[^4]:    ${ }^{6}$ One can likely perform a similar construction in the setting of the Einstein-Maxwell equations by gluing in Kerr-Newman black holes. Outside the (electro)vacuum regime however, even just the existence of small stationary bodies that one could attempt to glue in is a highly nontrivial issue; see for example [Rei94, Jab21].

[^5]:    ${ }^{7}$ There is still a notion of Fermi normal coordinates; see Lemma 3.14.

[^6]:    ${ }^{8}$ This is the reason why the conjecture in [Hin22, §1.4]—which is our motivation for Theorem 1.1 and Conjecture 1.3-required the family $\left(\gamma_{\epsilon}, k_{\epsilon}\right)$ to be a 'suitable family'.
    ${ }^{9}$ However, our proof of Theorem 1.1 relies on some of the results proved in [Hin22], specifically the solvability theory for the linearized constraints on $X$ with control on supports, see Proposition 8.8 and [CD03]. Part (5) of Theorem 1.1 relies on the nonlinear analysis in [Hin22]. We further remark that the present construction directly produces log-smooth total families; this was not the case with the construction in [Hin22], although the latter can be modified to give log-smooth total families, as demonstrated in [Hin23d].

[^7]:    ${ }^{10}$ The key step in the construction of [Hin21a] is the solution of a linear divergence equation (relative to a Riemannian metric) related to the constraint equations on the conformal boundary of a de Sitter type spacetime [Fri86]. The only point where the construction in [Hin21a] involves a hyperbolic PDE is the solution of a (quasilinear) gauge-fixed Einstein equation in a final step; this step is straightforward however, since the error term solved away there is supported away from the Kerr-de Sitter black holes which are glued in, and thus the solution of the PDE has support only in an asymptotically de Sitter type region, far from the glued-in black holes.

[^8]:    ${ }^{11}$ A simple example is $(\epsilon, t, x)=\left(\epsilon, t_{0}, \epsilon^{1 / 2}\right)$ where $\epsilon \in(0,1)$ while $t_{0} \in I$ is fixed. In terms of (1.9), this is $(\epsilon, t, \hat{x})=\left(\epsilon, t_{0}, \epsilon^{-1 / 2}\right)$.

[^9]:    ${ }^{12}$ The assumptions on $V$ here are made for the sake of maximal simplicity. One can treat potentials with smooth dependence on $t$ with only notational modifications, and similarly also potentials with inverse cubic (or faster) decay. Many potentials with inverse quadratic decay can be handled as well with more substantial modifications, including altered exponents in polyhomogeneous expansions.
    ${ }^{13}$ A clean proof uses b-analytic techniques: the operator $\Delta+V: H_{\mathrm{b}}^{2, \alpha} \rightarrow H_{\mathrm{b}}^{0, \alpha+2}$, for $\alpha \in\left(-\frac{3}{2},-\frac{1}{2}\right)$, is a compact perturbation of the invertible operator $\Delta: H_{\mathrm{b}}^{2, \alpha} \rightarrow H_{\mathrm{b}}^{0, \alpha+2}$, where $H_{\mathrm{b}}^{k, \beta}$ consists of all functions on $\mathbb{R}^{3}$ which lie in $\langle x\rangle^{-\beta} L^{2}\left(\mathbb{R}^{3}\right)$ upon application of up to $k$ of the vector fields $\partial_{j}, x^{j} \partial_{\ell}$. Since $V \geq 0$, the nullspace of $\Delta+V$ is trivial. Thus, $\hat{u}_{(0)}=1-(\Delta+V)^{-1} V$, and the stated regularity then follows in view of $\Delta \hat{u}_{(0)}=-V \hat{u}_{(0)}$ from elementary properties of $\Delta$. Alternatively, one can write $\hat{u}_{(0)}=1+v$ and find

[^10]:    ${ }^{15}$ One may want to cut $h$ off to a neighborhood of $M_{\circ}$ in $\widetilde{M}$ in order to emphasize that $\epsilon h$ is a correction term at $M_{\circ}$. We do not do this in this sketch for notational brevity.

[^11]:    ${ }^{16}$ As before, we do not explicitly cut off $h$ to a neighborhood of $\hat{M}$, for notational brevity.

[^12]:    ${ }^{17}$ That is, the coefficients in the coordinates $z=(t, x)$ on $M$ lie in $\rho_{\circ} \mathcal{C}^{\infty}(\widetilde{M})$. We remind the reader that $\operatorname{Ric}\left(\widetilde{g}_{0}\right)$ is defined on an $\epsilon$-level set as the Ricci curvature of the restriction of $\widetilde{g}_{0}$ to this level set; likewise for other geometric quantities and operators on $\widetilde{M}$.
    ${ }^{18}$ For general Lorentzian metrics $\widetilde{g}_{0} \in \mathcal{C}^{\infty}(\widetilde{M})$, one only has $\operatorname{Err}_{0} \in \hat{\rho}^{-2} \mathcal{C}^{\infty}(\widetilde{M})$. The gain of two orders at $\hat{M}$ in (1.21) holds for a careful choice of $\widetilde{g}_{0}$, and is due to the quadratic nature of the difference of $g$ and the Minkowski metric in Fermi normal coordinates.
    ${ }^{19}$ The control of supports-specifically, ensuring that correction terms vanish near spacelike infinity-is mainly of importance when performing gluing constructions on asymptotically flat spacetimes, with combinations with stability results in mind. See Remark 12.2.

[^13]:    ${ }^{20}$ For completeness, we mention that in early stages of the construction one does need to keep careful track of leading order logarithmic factors, as e.g. in §10.2.4.
    ${ }^{21}$ As already noted by D'Eath [D'E75], ‘[W]e have QS [quasistationary] internal perturbations because gravitational waves only need a time of order $M$ ' (in present notation: $\epsilon$ ) 'to cross the black hole, whereas the background is changing on a time scale of order 1 . Thus the small black hole can adjust its gravitational field on what it feels to be a long time scale in order to cope with the tidal field of the background.'
    ${ }^{22}$ Rotations are either Killing vector fields, or can be rewritten as changes of the axis of rotation of the Kerr black hole. Thus, there are 3 translational and 4 black hole parameter degrees of freedom.
    ${ }^{23}$ We do not directly phrase this as a Fredholm index 0 statement for $\widehat{D_{\hat{g}_{b}} \operatorname{Ric}}(0)$. But for the proof we do use that a gauge-fixed version of the linearized Ricci curvature operator, at zero frequency, can be regarded as a Fredholm index 0 operator between suitable function spaces, as shown in [HHV21, Theorem 4.3].

[^14]:    ${ }^{24}$ The factor of $\epsilon^{-2}$ arises from switching from the coordinates $\hat{z}$ back to $z=(t, x)$.
    ${ }^{25}$ The argument really involves an additional term which is linear in $\hat{t}$ and $\hat{c}^{\prime \prime}\left(t_{0}\right)$, arising from the aforementioned further $\mathcal{O}(\epsilon)$ correction term. We also omit further terms arising from the $\mathcal{O}(\epsilon)$ terms of $\widetilde{g}_{\hat{c}}$ through the quadratic terms in the Einstein equations.
    ${ }^{26}$ The fact that quadratic-in- $\hat{t}$ correction terms are required to eliminate parts of the cokernel is closely related to the fact that the resolvent family for the linearization of a gauge-fixed version of the Einstein vacuum equations around Kerr has a second order pole at zero frequency [HHV21].

[^15]:    ${ }^{27}$ For instance, a $\mathcal{O}\left(\epsilon^{1}\right)$ modulation of the center of mass of the small black hole, required to eliminate the cokernel when solving away a $\mathcal{O}\left(\epsilon^{-2} \epsilon^{1+2}\right)=\mathcal{O}(\epsilon)$ error term at $\hat{M}$, produces also a $\mathcal{O}\left(\epsilon^{-2} \cdot\left(\epsilon^{1}\right)^{3}\right)=\mathcal{O}(\epsilon)$ term via cubic self-interaction, and further $\mathcal{O}(\epsilon)$ terms via quadratic interactions with additional $\mathcal{O}\left(\epsilon^{2}\right)$ correction terms.

[^16]:    ${ }^{28}$ We remark that $[N \mathcal{C} ; o]$ is naturally diffeomorphic to ${ }^{+} N\left(\partial M_{\circ}\right)$.

[^17]:    ${ }^{29}$ The preimage of 0 under $\epsilon: \widetilde{M} \rightarrow[0,1)$ is the union $M_{\circ} \cup \hat{M}$.

[^18]:    ${ }^{30}$ We write $T^{a, b} M=\left(\bigotimes^{a} T M\right) \otimes\left(\bigotimes^{b} T^{*} M\right)$, similarly for tensor powers of other (tangent) bundles and their duals.

[^19]:    ${ }^{31}$ A third 'normal operator' is the principal symbol of $P$, which captures the leading order behavior at high frequencies. This plays no role in the present paper however.

[^20]:    ${ }^{32}$ In our application, $\hat{K}_{p}$ will be a closed ball which, in $\hat{x}$-coordinates, has a fixed radius, and a center depending smoothly on $p$.

[^21]:    ${ }^{33}$ Here $\beta^{*} \mathcal{C}^{\infty}=\beta^{*} \mathcal{C}^{\infty}(M)$ is a subset of $\mathcal{A}_{\mathrm{phg}}^{\mathrm{No}_{\mathrm{O}}, \mathrm{N}_{0}}(\widetilde{M})$.

[^22]:    ${ }^{34}$ The Lorentz transformation $R$ is unique up to pre-composition by a rotation around the $z$-axis. Since such rotations are isometries for $\hat{g}_{\mathfrak{m}, a}$, the metric $\hat{g}_{\mathfrak{m}, \mathfrak{a}}$ is well-defined.

[^23]:    ${ }^{35}$ In our gluing construction, we will operate under the assumptions that $\mathcal{C}$ is a geodesic and $b$ is constant. We state the more general result here so that we may prove the necessity of these assumptions for the existence of a total family with specified $M_{\circ^{-}}$and $\hat{M}$-models satisfying the Einstein vacuum equations; see $\S \S 8.3$ and 9.3. We could further generalize the naive gluing here by considering maps $\Phi_{p}(\hat{t}, \hat{x})=(\hat{t}, A(p) \hat{x}+\hat{c}(p))$ where $\hat{A} \in \mathcal{C}^{\infty}(\mathcal{C} ; O(3))$ and $\hat{c} \in \mathcal{C}^{\infty}\left(\mathcal{C} ; \mathbb{R}^{3}\right)$. It will turn out that $\hat{A}$ is necessarily constant, see Proposition 9.13, while the flexibility of shifting the center of mass of the $\hat{M}$-model metrics via $\hat{c}$ is not needed; in any case this could equivalently be implemented via pulling back along $(\epsilon, t, x) \mapsto(\epsilon, t, x-\epsilon \hat{c}(t))$ near $\mathcal{C}$ (glued via a partition of unity to the identity map on $\stackrel{\widetilde{M}}{ }$ away from $\hat{M}$ ).
    ${ }^{36}$ Concretely, writing $\mathrm{e}^{-1}\left(\left(\Phi_{c\left(t_{0}\right)}\right)_{*} \hat{g}_{b\left(c\left(t_{0}\right)\right)}\right)=-\mathrm{d} t^{2}+\mathrm{d} r^{2}+r^{2} g+h\left(t_{0}, \frac{\epsilon}{r}, \omega\right)$, this extension is simply given by the expression on the right hand side.

[^24]:    ${ }^{37}$ While often, e.g. in linear stability problems, only considers the case $f=0$, we need to allow general $f$ here; see the discussion in $\S 1.2 .3$.

[^25]:    ${ }^{38}$ We stress that equation (4.10) may not be solvable when $(X, \gamma, k)$ has nontrivial KIDs.

[^26]:    ${ }^{40}$ We exclude the case $l=0$ here, since $\mathbf{S}_{0}$ consists of constants.

[^27]:    ${ }^{41}$ One can equally well perform all computations in $(t, r)$-coordinates, and in fact in the present paper some calculations would be slightly simplified. We use double null coordinates $\left(x^{0}, x^{1}\right)$ and the related coordinates $\left(t_{*}, r\right)$ here, as these are more commonly used in related works on spectral theory and microlocal analysis on asymptotically flat spacetimes.

[^28]:    ${ }^{42}$ This is a family of second order differential operators on $\mathbb{S}^{2}$ acting on sections of $\underline{\mathbb{R}} \oplus \underline{\mathbb{R}} \oplus T^{*} \mathbb{S}^{2} \oplus \underline{\mathbb{R}} \oplus$ $T^{*} \mathbb{S}^{2} \oplus S^{2} T^{*} \mathbb{S}^{2}$. Conceptually more accurately, it is a family of operators on $\partial\left(\overline{\mathbb{R}^{3}} \backslash\{0\}\right)=\partial \overline{\mathbb{R}^{3}}$ acting on sections of the restriction to $\partial \overline{\mathbb{R}^{3}}$ of the bundle on $\overline{\mathbb{R}^{3}} \backslash\{0\}$ defined by continuous extension of (6.6).

[^29]:    ${ }^{43}$ The converse is not automatic; that is, suppose, say, $\lambda \in \mathbb{C}$ is such that ker $N_{\bullet}(D \operatorname{Ric}, \lambda)=\operatorname{ran} N_{\bullet}\left(\delta^{*}, \lambda+\right.$ 1) for all $\bullet \in\{\mathrm{s} l, \mathrm{v} l\}$. Then we can only conclude that $\operatorname{ker} N(D \operatorname{Ric}, \lambda)=\operatorname{ran} N\left(\delta^{*}, \lambda+1\right)$ if we restrict to the subspace of $\mathcal{C}^{\infty}\left(\mathrm{ff} ; \underline{\beta}^{*} T_{(0,0)}^{*} \mathbb{R}^{4}\right)$ consisting of tensors with finite pure type support, i.e. only finitely many projections onto pure type tensors are nonzero. We show in $\S 7.4$ - necessarily using analytic tools-how to remove this restriction.
    ${ }^{44}$ As explained above, (7.10) means that in the splitting (6.15b), the space of symmetric 2-tensors of the form $(-S, 0, d S,-S,-d S, 0)^{T}, S \in \mathbf{S}_{1}$, projects isomorphically onto the quotient space.

[^30]:    ${ }^{45}$ While we do not attempt to exactly parallel the arguments in [HHV21, §8.1.1] here, we do remark that the choice of $h_{4}^{*}$ (which in particular tests the spherical pure trace and trace free parts of a symmetric 2 -tensor) is inspired by the definition of the gauge-invariant quantity $J$ in [HHV21, Equation (8.8)], and similarly the choice of $\left(h_{1}^{*}, h_{2}^{*}, h_{3}^{*}\right)$ (which tests for the non-spherical part of a symmetric 2-tensor) is inspired by $\widetilde{F}$ in the reference.

[^31]:    ${ }^{46}$ The right hand side is $\left\langle\partial_{\lambda} N_{\mathrm{s} 0}(\delta \mathrm{G},-2) f,\left(\frac{1}{2}, \frac{1}{2}\right)^{T}\right\rangle$ in terms of $(6.15 \mathrm{a})$.
    ${ }^{47}$ The right hand side, for fixed $\mathrm{S} \in \mathbf{S}_{1}$, is $\left\langle\partial_{\lambda} N_{\mathrm{s} 1}(\delta \mathrm{G},-2) f,\left(\frac{1}{2},-\frac{1}{2}, 1\right)^{T}\right\rangle$ in terms of (6.15b).
    ${ }^{48}$ The right hand side, for fixed $\mathrm{V} \in \mathbf{V}_{1}$, is $\left\langle\partial_{\lambda} N_{\mathrm{v} 1}(\delta \mathrm{G}, 1) f,\left(\frac{1}{2},-\frac{1}{2}\right)^{T}\right\rangle$ in terms of $(6.15 \mathrm{~b})$.

[^32]:    ${ }^{49}$ The argument is as follows. Let $j \in \mathbb{N}_{0}$. If there exists $i$ such that $R_{[j]}(D \operatorname{Ric}, \lambda)=K_{[i]}(\delta G, \lambda-2)$, then $R_{\left[j^{\prime}\right]}(D \operatorname{Ric}, \lambda)=R_{[j]}(D \operatorname{Ric}, \lambda)$ for all $j^{\prime} \geq j$ since $R_{\left[j^{\prime}\right]}(D \operatorname{Ric}, \lambda) \supset R_{[j]}(D \operatorname{Ric}, \lambda)$ is always contained in $K_{[i]}(\delta \mathrm{G}, \lambda-2)$ by Proposition 7.3. Note now that by (7.24), the assumption on $i$ here is equivalent to $R_{[i]}\left(\delta^{*},-\bar{\lambda}\right)=K_{[j]}(D$ Ric,$-1-\bar{\lambda})$. This holds in the s0 case with $\lambda=0, i=1, j=1$ by ( 7.25 a ), in the s1 case with $\lambda=0, j=0, i=1$ by (7.13), and in the v1 case with $\lambda=-1, j=0, i=1$ by (7.15).

[^33]:    ${ }^{50}$ Thus, if $h$ does not have any scalar type 0 components, then we can find $\omega$ so that $h^{\prime}=0$, so $h$ is pure gauge.

[^34]:    ${ }^{51}$ This means that the components of $f(r, \omega)$ with respect to the bundle trivialization induced by the coordinates $t, x$ are homogeneous of degree $z$ with respect to dilations $(r, \omega) \mapsto(\lambda r, \omega)$ when $k=0$, and quasi-homogeneous when $k \geq 1$.

[^35]:    ${ }^{52}$ An example is $\mathrm{V}=\partial_{\phi}^{b}=\sin ^{2} \theta \mathrm{~d} \phi$, so $r^{2} \mathrm{~V}=x^{1} \mathrm{~d} x^{2}-x^{2} \mathrm{~d} x^{1}$.

[^36]:    ${ }^{53}$ This index set is not sharp for those $(z, k) \in \hat{\mathcal{F}}$ with $z \notin \mathbb{Z}$. Since in this paper all exponents $z$ will be integers, we content ourselves with the possibly oversized index set $\hat{\mathcal{E}}$ here.

[^37]:    ${ }^{54}$ The isomorphism is given by $T_{X}^{*} M \ni \omega \mapsto\left(\omega(\nu),\left.\omega\right|_{T X}\right)$ where $\nu$ is the future unit normal of $X$.

[^38]:    ${ }^{55}$ Compare this with Theorem 7.12: the scalar type 1 tensor $\mathrm{d} t \mathrm{~d} x^{k}$, and the sum $\mathrm{d} x^{j} \mathrm{~d} x^{k}$ of scalar type 0 and 2 tensors both lie in ker $\widehat{D_{g} \operatorname{Ric}}(0)$ or indeed in ker $N(D$ Ric, 0$)$ in the notation of $\S 7$, and are thus pure gauge. Lastly, while $\mathrm{d} t^{2} \in \operatorname{ker} N_{\mathrm{s} 0}(D R i c, 0)$, this is not in the range of $N_{\mathrm{s} 0}\left(\delta^{*}, 1\right)$ (cf. Proposition $7.6(1)$ ). Rather, it is the symmetric gradient of a non-stationary 1-form, $\mathrm{d} t^{2}=\delta_{g}^{*}(t \mathrm{~d} t)$. This explains the appearance of $A_{00}=\int a_{00} \mathrm{~d} t$.

[^39]:     may cause the boundary terms at infinity in the integration by parts in (9.6) to vanish even when $\omega$ does not decay. That such a cancellation typically does not occur is a consequence of Theorem 9.6 below: the (stationary) tensors in (9.17) lie in the kernel of $\widehat{\delta_{\hat{g}_{b}} \mathrm{G}_{\hat{g}_{b}}}(0)$ but are not orthogonal to certain (quadratically decaying) tensors $\mathrm{G}_{\hat{g}_{b}} \delta_{\hat{g}_{b}}^{*} \omega$ by Theorem 9.6.

[^40]:    ${ }^{57}$ Thus, $\omega_{b, j} \equiv \omega_{j} \bmod \rho_{\circ} \mathcal{C}^{\infty}\left(\hat{X}_{b} ;{ }^{3 \mathrm{sc}} T_{\hat{X}_{b}}^{*} \hat{M}_{b}\right)$ in view of (3.40).
    ${ }^{58}$ See (9.11) and (9.12) below for the explicit expressions.

[^41]:    ${ }^{59}$ The scaling is chosen such that the coefficients of $\mathrm{V}(\mathfrak{q})$ in the splitting (6.14), using $\hat{r}=|\hat{x}|$ in place of $r$, are independent of $\hat{r}$.
    ${ }^{60}$ The first arguments of the $L^{2}\left(\hat{X}_{b}^{\circ} ; S^{2} T_{\hat{X}_{b}^{\circ}}^{*} \hat{M}_{b}^{\circ}\right)$-pairings here are described in Lemma 9.7 below.
    ${ }^{61}$ That is, $\pi_{b, \text { COM }}$ restricts the domain of definition of a linear functional to $\mathcal{K}_{b, \mathrm{COM}}^{*}$; this is the adjoint of the inclusion $\mathcal{K}_{b, \mathrm{COM}}^{*} \hookrightarrow \mathcal{K}_{b, \text { tot }}^{*}$. Likewise for $\pi_{b, \text { Kerr }}$.

[^42]:    ${ }^{62}$ We commit this abuse of notation only for better readability of the table below. We consider it an acceptable abuse due to part (1).

[^43]:    ${ }^{63}$ This is $-\mathrm{d} \hat{x}^{0} \mathrm{~d} \hat{x}^{1}-2 \hat{r}^{2} \phi j=-\mathrm{d} t^{2}+\mathrm{d} \hat{r}^{2}-2 \hat{r}^{2} \phi=-\mathrm{d} t^{2}-2 \mathrm{~d} \hat{x}^{2}+3 \mathrm{~d} \hat{r}^{2}$. Lemma 8.10 is an averaged version of this computation: the distributional pairing computed there is, for $h^{*} \in \mathcal{C}_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{3} ; S^{2} T^{*} \mathbb{R}^{4}\right)$, given by $\left\langle D_{\underline{g}} \operatorname{Ric}\left(\frac{1}{r}\left(\mathrm{~d} t^{2}+\mathrm{d} r^{2}\right)\right), h^{*}\right\rangle=\left\langle\frac{1}{r}\left(\mathrm{~d} t^{2}+\mathrm{d} r^{2}\right) h,\left(D_{\underline{g}} \operatorname{Ric}\right)^{*} h^{*}\right\rangle=\lim _{\epsilon}{ }_{0}\left\langle\left[D_{\underline{g}} \operatorname{Ric}, \chi\left(\frac{r}{\epsilon}\right)\right] \frac{1}{r}\left(\mathrm{~d} t^{2}+\mathrm{d} r^{2}\right), h^{*}\right\rangle=$ $\int_{\mathbb{S}^{2}}\left\langle\partial_{\lambda} N\left(\widehat{D_{\underline{g}} \operatorname{Ric}}(0),-1\right)\left(\mathrm{d} t^{2}+\mathrm{d} r^{2}\right)(\omega), h^{*}(0)\right\rangle \mathrm{d} g(\omega)$, where the indicial operator is defined in terms of $r$ (as compared to $\hat{r}^{-1}$ in the current section). The first argument is $\frac{1}{2}\left(\mathrm{~d} t^{2}+2 \mathrm{~d} x^{2}-3 \mathrm{~d} r^{2}\right)$, as computed above. (Here, the 1-form $\mathrm{d} r$ depends on $\omega$, and should correctly be regarded as a section of the pullback of $T^{*} \mathbb{R}^{4}$ to $\left[\mathbb{R}^{4} ; x^{-1}(0)\right]$ over the front face $r^{-1}(0)$.) Note that the test 'function' (symmetric 2 -tensor) $h^{*}$ here is smooth across $x=0$, and thus we may integrate $\frac{1}{2}\left(\mathrm{~d} t^{2}+2 \mathrm{~d} x^{2}-3 \mathrm{~d} r^{2}\right)$ in $\omega$, which gives $2 \pi\left(\mathrm{~d} t^{2}+\mathrm{d} x^{2}\right)$ since $\operatorname{vol}\left(\mathbb{S}^{2}\right)=4 \pi, \mathrm{~d} r=\sum_{j=1}^{3} \frac{x^{j}}{|x|} \mathrm{d} x^{j}$, and $\int_{\mathbb{S}^{2}}\left(\mathrm{~d} r^{2}\right) \mathrm{d} \omega=\sum_{j, k=1}^{3}\left(\int \frac{x^{j} x^{k}}{|x|^{2}} \mathrm{~d} \omega\right) \mathrm{d} x^{j} \mathrm{~d} x^{k}=\frac{4 \pi}{3} \sum_{j=1}^{3}\left(\mathrm{~d} x^{j}\right)^{2}=\frac{4 \pi}{3} \mathrm{~d} x^{2}$.

[^44]:    ${ }^{64}$ This is most easily computed by writing $\mathrm{V}(\mathfrak{q})=\neq \phi \mathrm{S}(\mathfrak{q})$ and noting that $\langle\mathrm{V}(\dot{\mathfrak{a}}), \mathrm{V}(\mathfrak{q})\rangle=\langle\phi \mathrm{S}(\dot{\mathfrak{a}}), \phi \mathrm{S}(\mathfrak{q})\rangle=$ $\langle\phi \not \subset S(\dot{\mathfrak{a}}), \mathrm{S}(\mathfrak{q})\rangle=2 \int_{\mathbb{S}^{2}}(\dot{\mathfrak{a}} \cdot \hat{x})(\mathfrak{q} \cdot \hat{x}) \mathrm{d} \phi=\frac{8 \pi}{3}(\dot{\mathfrak{a}} \cdot \mathfrak{q})$.

[^45]:    ${ }^{65}$ That is, each term in its polyhomogeneous expansion at $\partial \hat{X}_{b}$ is a smooth function of the product of $\partial \hat{X}_{b}$ and the parameter space.

[^46]:    ${ }^{66}$ That is, $f$ is a stationary symmetric 2 -tensor on the complement of the spatial $\mathfrak{m}$-ball in $\mathbb{R}_{\hat{t}} \times \mathbb{R}_{\hat{x}}^{3}$ whose coefficients with respect to the standard coordinate differentials are rapidly vanishing as $|\hat{x}| \rightarrow \infty$.
    ${ }^{67}$ In other words, $h$ is a stationary solution of $D_{\hat{g}_{b}} \operatorname{Ric}(h)=f$.
    ${ }^{68}$ This means that $E^{\Upsilon}$, expressed in the frame $\mathrm{d} \hat{t}$, $\mathrm{d} \hat{x}$, is a $10 \times 4$ matrix whose entries are smooth functions of $|\hat{x}|^{-1}, \frac{\hat{x}}{|\hat{x}|}$ which are independent of $\hat{t}$ and vanish at $|\hat{x}|^{-1}=0$.

[^47]:    ${ }^{69}$ This integral can be evaluated easily via polarization from $\int_{\mathbb{S}^{2}}(\mathfrak{q} \cdot x)^{4} \mathrm{~d} \not \mathfrak{g}=\frac{4 \pi}{5}|\mathfrak{q}|^{4}$ for $\mathfrak{q} \in \mathbb{R}^{3}$, which in turn follows by spherical symmetry and scaling from the special case $\mathfrak{q}=(0,0,1)$. In polar coordinates, one finds $\int_{0}^{2 \pi} \int_{0}^{\pi}(\cos \theta)^{4} \sin \theta \mathrm{~d} \theta \mathrm{~d} \phi=-\left.\frac{2 \pi}{5}\left(\cos ^{5} \theta\right)\right|_{0} ^{\pi}=\frac{4 \pi}{5}$.

[^48]:    ${ }^{70}$ One may want to multiply the term $\widetilde{\beta}^{*} g^{\prime}$ in (10.4) by a cutoff $\chi_{\circ}$ vanishing near $\hat{x}=0$ to stress its origin as a correction term of the metric $g$ at $M_{0}$. We do not do this here for notational brevity.

[^49]:    ${ }^{71}$ The notation reflects the fact that $h_{\sharp,(2,1)}^{1}$ is the $r^{2} \log r$ term in the polyhomogeneous expansion of $\tilde{h}_{\sharp}^{1}$ at $r=0$.

[^50]:    ${ }^{72}$ This simply means that $f^{1}$ is a smooth family (in $t \in I$ ) of symmetric 2-tensors $f^{1}(t, \hat{x})_{\mu \nu} \mathrm{d} \hat{z}^{\mu} \mathrm{d} \hat{z}^{\nu}$ where $\hat{z}=(\hat{t}, \hat{x}) \in \mathbb{R}^{1+3}$ and $f^{1}(t,-)_{\mu \nu} \in \mathcal{C}^{\infty}\left(\left\{\hat{x} \in \mathbb{R}^{3}:|\hat{x}| \geq \mathfrak{m}\right\}\right)$ is smooth in $\rho_{\circ}=|\hat{x}|^{-1}$, $\frac{\hat{x}}{|\hat{x}|}$, and vanishes quadratically at $\rho_{\circ}=0$.
    ${ }^{73}$ Recall here the normalization (10.2).

[^51]:    ${ }^{74}$ That is, the components of $f$ in the frame $\mathrm{d} \hat{t}, \mathrm{~d} \hat{x}$ are smooth on $I_{t} \times\left(\overline{\mathbb{R}_{\hat{x}}^{3}} \backslash\{|\hat{x}|<\mathfrak{m}\}\right)$.

[^52]:    ${ }^{75}$ More precisely, they are defined on the subset where $|\hat{x}+\hat{c}(t)| \geq \mathfrak{m}$; we shall not make this explicit in the notation here.

[^53]:    ${ }^{76}$ In particular, the vanishing of the scalar type 1 component of $g_{(2)}$ in Lemma 10.2 is critical: otherwise, the solution $h^{1}$ of equation (10.17) would have an $r(\log r)$ scalar type 1 leading order term, which would lead to a scalar type 1 error term at $\hat{M}^{\circ}$ of size $\epsilon \cdot \epsilon(\log \epsilon)$, which could not be solved away since this would require a modulation of the center of mass at order $\log \epsilon$-which blows up at $\hat{M}$.

[^54]:    ${ }^{77}$ The error space here is contained in $\mathcal{A}_{\mathrm{phg}}^{\mathbb{N}_{\mathrm{o}} \cup(3,1)_{+},(1,0)_{+}}$. But we keep the two summands separate here to record the fact that the coefficient of the first logarithmic term at $\hat{M}$, resp. $M_{\circ}$ does not have a logarithmic leading order term at the other boundary.

[^55]:    ${ }^{78}$ The leading parts of the index sets of the first term are $(1,1)$ and $(2,0)$, and those of the second term are $(1,0)$ and $(2,1)$.
    ${ }^{79}$ That is, its $\hat{M}$-model is constant along $\mathcal{C}$ and equal to $\hat{g}_{b}$, while its $M_{\circ}$-model is $g$.

[^56]:    ${ }^{80}$ The term $f_{1}$ is independent of the choice of defining function $\rho_{\circ}$, whereas changing from $\rho_{\circ}$ to $a \rho_{\circ}$ where $0<a \in \mathcal{C}^{\infty}(\widetilde{M})$ changes $f_{0}$ to $f_{0}+\left(\left.\log a\right|_{M_{\circ}}\right) f_{1}$. This does not affect the memberships (10.43).

[^57]:    ${ }^{81}$ The index set can be sharpened to $(-2,0) \cup(-1,0)_{+}$, but we do not need this level of precision here.

[^58]:    ${ }^{82}$ Recall the notation (2.4).

[^59]:    ${ }^{83}$ At the current stage, we apply this result with $k=3$.

[^60]:    ${ }^{84}$ See also point (8) in $\S 5$.

[^61]:    ${ }^{85}$ Following Notation 3.17, all tensors are defined only in some open neighborhood of $\hat{M} \cup M_{\circ}$. Recall that $\widetilde{g}_{\infty}$ is a Lorentzian signature section of $S^{2} \widetilde{T} \widetilde{M}$ in some such open neighborhood by Corollary $3.21(1)$.
    ${ }^{86}$ For $\hat{\mathcal{E}}=(3, *)$ and $\mathcal{E}=(1,0)_{+} \cup(3, *)$, Theorem 10.27 produces such a $\widetilde{g}_{\infty}$.

[^62]:    ${ }^{87}$ In local coordinates $x^{1}, \ldots, x^{n}$ on $X$, this means $g=-N^{2} \mathrm{~d} t^{2}+\bar{g}_{i j}\left(\mathrm{~d} x^{i}+\beta^{i} \mathrm{~d} t\right)\left(\mathrm{d} x^{j}+\beta^{j} \mathrm{~d} t\right)$ and $g^{-1}=-N^{-2} e_{0}^{2}+\bar{g}^{i j} \partial_{x^{i}} \otimes_{s} \partial_{x^{j}}$.
    ${ }^{88}$ The sign convention for $k$ here is consistent with the one used in $\S 4.1$, but it is the opposite of [CB09].

[^63]:    ${ }^{91}$ We use hats here to notationally distinguish the small black hole parameters from those of $(M, g)$.

