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PETER HINTZ

Abstract. Given a smooth globally hyperbolic (3 + 1)-dimensional spacetime (M, g)
satisfying the Einstein vacuum equations (possibly with cosmological constant) and an
inextendible timelike geodesic C, we constructed in Part I [Hin23a] a family of metrics gε
on the complement Mε ⊂M of an ε-neighborhood of C with the following behavior: away
from C one has gε → g as ε → 0, while the ε−1-rescaling of gε around every point of C
tends to a fixed subextremal Kerr metric. Furthermore, gε solves the Einstein vacuum
equation modulo O(ε∞) errors. The ultimate goal, which we achieve in Part III [Hin24a],
is to correct gε to a true solution on any fixed precompact subset of M by addition of a size
O(ε∞) metric perturbation which needs to satisfy a quasilinear wave equation (namely,
the Einstein vacuum equations in a suitable gauge).

The present paper lays the necessary analytical foundations. We develop a framework
for proving estimates (including tame estimates) for solutions of (tensorial) wave equations
on (Mε, gε) which, on a suitable scale of Sobolev spaces, are uniform on ε-independent
precompact subsets of the original spacetime M . These estimates are proved by combining
two ingredients: the spectral theory for the corresponding wave equation on Kerr; and
uniform microlocal estimates governing the propagation of regularity through the small
black hole, including radial point estimates reminiscent of diffraction by conic singularities
and long-time estimates near perturbations of normally hyperbolic trapped sets.

As an illustration of this framework, we construct solutions of a toy nonlinear scalar
wave equation on (Mε, gε) for uniform timescales and with full control in all asymptotic
regimes as ε→ 0.
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1. Introduction

In this work, we develop analytical tools for proving uniform estimates for solutions of
linear wave equations on families (Mε, gε) of (3+1)-dimensional spacetimes in which a mass
ε Kerr black hole, in the limit ε↘ 0, travels along a timelike curve C in a spacetime (M, g).
These tools are used in the companion paper [Hin24a] to complete the construction, begun
in [Hin23a], of metrics of this type which are moreover solutions of the Einstein vacuum
equations. (In the present paper, the Einstein vacuum equations play no role.)

1.1. A simple linear example. We denote the metric of a Kerr black hole with mass
m > 0 and subextremal specific angular momentum a, |a| < m, by ĝm,a; see [Ker63] and
Definitions 3.1, 3.3. We consider this as a Lorentzian metric on a subset {|x̂| ≥ m} ⊂
Rt̂ × R3

x̂ for which dt̂ is timelike, and which is stationary (L∂t̂ ĝm,a = 0), axisymmetric, and

asymptotically flat in that the metric coefficients (ĝm,a)µ̂ν̂ in the coordinates t̂, x̂ tend to

those of the Minkowski metric −dt̂2 +dx̂2 as |x̂| → ∞. (The boundary |x̂| = m is a spacelike

hypersurface lying behind the black hole event horizon {|x̂| = r̂m,a = m−
√

m2 − |a|2}.) We
moreover have the scaling behavior

(ĝm,a)µ̂ν̂(x/ε) = (ĝεm,εa)µ̂ν̂(x). (1.1)

Fix local coordinates t ∈ R, x ∈ R3 on M := Rt×R3
x in which g is equal to the Minkowski

metric −dt2 + dx2 at C = Rt × {0}. For ε ∈ (0, 1), we then consider Lorentzian metrics gε
on Mε = M ∩ {|x| ≥ εm} so that on M \ C we have gε → g in C∞ (i.e. locally uniformly
with all derivatives), while (gε)µν(t, εx̂) → (ĝm,a)µ̂ν̂(x̂) in C∞ for t ∈ R, x̂ ∈ R3, |x̂| ≥ m.
(Identifying x̂ = x

ε , the metric gε thus describes a mass εm Kerr black hole near x = 0 in
view of (1.1).) We also require uniform control in intermediate regions ε . |x| . 1, in that
the metric coefficients (gε)µν are smooth functions of t, |x|, ε

|x| ,
x
|x| .

1 See Figure 1.1.

In such geometries, it is natural to measure regularity with respect to the vector fields
∂t, ∂x in |x| & 1 (i.e. standard regularity on M away from C) and ε∂t, ε∂x in |x| . ε (i.e.
regularity in the time and space coordinates adapted to the scale of the small Kerr black

1They thus restrict to ε
|x| = 0, resp. |x| = 0 to gµν(t, |x| x|x| ) = gµν(t, x), resp. (ĝm,a)µ̂ν̂(x/|x|

ε/|x| ) =

(ĝm,a)µ̂ν̂(x
ε
).
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t ∼ 1

t = 0

t

εr̂m,a
r̂m,a

t̂

t̂ ∼ ε−1

t̂ = 0

Figure 1.1. Illustration of the metric gε for ε � 1, and (on the right) its
rescaling by ε−1 around a point (t, 0) ∈ C. The red tube indicates the event
horizon of the small black hole. The gray lines on the left are meant to
illustrate waves incident to or reflected off the small black hole.

hole). Interpolating suitably in the intermediate region, we thus define Hs
se,ε(M) := Hs(M)

with the ε-dependent norm

‖u‖Hs
se,ε(M) :=

∑
i+|β|≤s

‖(ρ̂∂t)i(ρ̂∂x)βu‖2L2(M), ρ̂ := (ε2 + |x|2)
1
2 . (1.2)

We refer to Hs
se,ε(M) as an se-Sobolev space, and regularity with respect to ρ̂∂t, ρ̂∂x as

se-regularity.

Theorem 1.1 (Uniform estimates for linear scalar waves). Let T, r0 > 0, and set

Ωε = {0 ≤ t ≤ T, εm ≤ |x| ≤ r0 + 2(T − t)}. (1.3)

Assume that the boundary hypersurfaces of Ωε are spacelike with respect to gε for ε ∈ (0, ε0].
(This always holds when r0, T, ε0 > 0 are sufficiently small.) Write Lε = �gε for the
linear scalar wave operator on (Mε, gε). Let s = 0 and fix α̂ ∈ (1

2 ,
3
2). Then there exists a

constant C so that the following holds. For f ∈ Hs+6(Mε) vanishing in t ≤ 0, denote by
u ∈ Hs+7(Mε) the forward solution of Lεu = f , i.e. the unique solution of

Lεu = f on Ωε, u = 0 in t ≤ 0.

Then u satisfies the uniform estimate

‖ρ̂−α̂u‖Hs
se,ε(Ωε)

≤ C‖ρ̂−α̂+2f‖Hs+6
se,ε (Ωε)

, ε ∈ (0, ε0]. (1.4)

More generally, for all k ∈ N0, there exists a constant Ck so that for all ε ∈ (0, ε0],∑
i+|β|≤k

‖ρ̂−α̂∂it(ρ̂∂x)βu‖Hs
se,ε(Ωε)

≤ Ck
∑

i+|β|≤k

‖ρ̂−α̂+2∂it(ρ̂∂x)βf‖Hs+6
se,ε (Ωε)

. (1.5)

This is a consequence of Theorem 5.5 (with α◦ = 0) for k = 0. See Remark 5.13 (and
Theorem 5.12) for the case of general k ∈ N. We comment on a few aspects of Theorem 1.1.

(1) (se-regularity losses.) In Theorems 5.5 and 5.12, we utilize variable order se-Sobolev
spaces Hs

se,ε, i.e. the order s depends on the point in phase space and needs to be
above, resp. below an explicit threshold value at certain incoming, resp. outgoing
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radial sets; see Definition 4.18 and Remark 1.10. For suitable such orders s, one
can use the Hs

se,ε(Ωε)-norm on both sides of the estimates (1.4)–(1.5). The resulting
uniform estimates thus only lose one se-derivative relative to standard hyperbolic
estimates; we will argue that this loss (or at least some small se-regularity loss) arises
from trapping near the small black hole. The large se-regularity loss in (1.4)–(1.5)
arises from the lossy translation of such a rather precise variable order estimate to
constant integer orders.

(2) (Why se-regularity; weights.) In |x| & 1, we have Lε
ε→0−−→ L◦ := �g. On the

other hand, under the identification t̂ = t
ε and x̂ = x

ε , we have ε2Lε
ε→0−−→ �ĝm,a for

bounded |x̂|. This motivates the relative weight ρ̂2 in (1.4) as well as the usage of
se-regularity (∂t, ∂x in |x| & 1 and ∂t̂, ∂x̂ in |x| . ε).

(3) (s-regularity.) We shall refer to regularity under ∂t, ρ̂∂x as s-regularity. In rescaled

coordinates in |x̂| = |x|
ε . 1, this is regularity with respect to ε−1∂t̂, ∂x̂. Thus, the

estimate (1.5) means, for k > 0, that u varies only on unit time scales from the
perspective of M (i.e. measured with t), or equivalently that u behaves adiabatically
near the small black hole, i.e. varies very slowly on unit time scales as measured
with t̂.

Remark 1.2 (Semiglobal results). On domains Ω ∩ {|x| ≥ εm} where Ω ⊂ M is a compact
manifold with corners and spacelike boundary hypersurfaces which near their intersection
with C equal to level sets of t, one can prove uniform estimates of the form (1.4) (possibly
with further regularity losses) by concatenating finitely many such estimates. Note that
on domains which do not intersect the curve C, the estimate (1.4) follows (with only the
standard hyperbolic loss, and for all s ∈ N0) from standard hyperbolic theory, applied to a
continuous (in ε) family of wave equations.

Remark 1.3 (Classical solutions). If the norm on the right hand side of (1.5) is bounded
by CN,kε

N for all N, k, then so is the left hand side. A variant of Sobolev embedding thus

implies that u ∈ C∞(Ωε), and all its derivatives along ∂t, ρ̂∂x have L∞-norm bounded by εN

for all N . In this way, Theorem 1.1 and its generalizations (discussed below) can be used to
control the non-perturbative part of solutions of linear and nonlinear wave equations whose
perturbative part (generalized Taylor expansion in ε) is already known. See Theorem 6.16
for a concrete example.

Let us consider the statement of Theorem 1.1 from the perspective of the small black
hole by using t̂ = t

ε and x̂ = x
ε ; we are thus working on the domain

Ωε =
{

(t̂, x̂) : 0 ≤ t̂ ≤ ε−1T, m ≤ |x̂| ≤ ε−1(r0 + 2(T − t))
}
. (1.6)

In terms of z = (t, x) and ẑ = (ẑ0, . . . , ẑ3) = (t̂, x̂), the metric coefficients of gε are thus

(gε)µν(t, x̂) = (ĝm,a)µ̂ν̂(x̂) + ε|x̂|hµ̂ν̂
(
t, ε|x̂|, x̂

|x̂|

)
+O((ε|x̂|)2),

where hµ̂ν̂ is smooth in its arguments. (The error term, which captures the deviation of
gε from g away from C, is small when |x| = ε|x̂| is small.) Therefore, (gε)µν is a size ε

perturbation of the Kerr metric ĝm,a (with mass now fixed) in |x̂| . 1 for times 0 ≤ t̂ . ε−1,
while (gε)µν differs by a unit amount from the Kerr values for |x̂| ∼ ε−1. Waves which
originate in the far-field region |x̂| ∼ ε−1 can thus arrive in the near-field region |x̂| ∼ 1
in time t̂ ∼ ε−1 and fall into the black hole, linger for some time near the trapped set of
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Kerr, or scatter back to the far-field region. The estimate (1.4) must account for all these
possibilities.

Remark 1.4 (Scattering by the small black hole). One may expect scattering by the small
black hole to produce waves traveling into its radiation zone with unit frequency, i.e. waves

oscillating on unit scales in t̂− |x̂| = t−|x|
ε ; from the perspective of M , these are thus waves

with frequency ε−1. The choice s = 0 in Theorem 1.1 (also s < −1
2 +α̂ would be admissible)

ensures the finiteness of norms of such outgoing waves once they have reached the far field
region |x| & 1. On the other hand, for sources which vary only on unit scales in t (and
in particular are slowly varying near the small black hole), the solution also varies only on
such scales—this is the content of (1.5).

1.1.1. Generalizations. In order to be able to solve linear, semilinear, or quasilinear tenso-
rial wave equations on glued spacetimes (Mε, gε) for uniform finite time intervals (measured
using t), we shall generalize the setting and sharpen the conclusions of Theorem 1.1 in the
following ways.

(1) (Tensorial operators.) Lε may be a tensorial wave operator on (Mε, gε), i.e. it may
act on sections of a vector bundle. Assuming for notational simplicity that the
vector bundle is trivial, we thus have

Lε =
∑

i+|β|≤2

`ε,iβ(t, x)∂it∂
β
x = �gε + l.o.t., (1.7)

with `ε,iβ(t, x) being a smooth matrix-valued function of t, |x|, ε
|x| ,

x
|x| , and with the

principal symbol of Lε being equal to that of �gε . To Lε we can then associate a
tensorial wave operator on Kerr,

L =
∑

i+|β|≤2

ˆ̀
iβ(x̂)∂i

t̂
∂βx̂ = �ĝm,a + l.o.t., ˆ̀

iβ(x̂) := lim
ε→0

`ε,iβ(t, εx̂),

which we require here to be independent of t. Theorem 1.1 has a direct analogue for
every such family Lε, provided the operator L satisfies a mode stability assumption
in Imσ ≥ 0 (discussed in §1.2.3 below).

(2) (Regularity of coefficients; tame estimates.) The smoothness of `ε,iβ can be relaxed

considerably: it suffices to assume that `ε,iβ = `
(0)
ε,iβ + `

(1)
ε,iβ where `

(0)
ε,iβ is smooth as

above, while `
(1)
ε,iβ only satisfies uniform se-estimates in that

|(ρ̂∂t, ρ̂∂x)γ`
(1)
ε,iβ | ≤ Cγε, ε ∈ (0, ε0],

for all γ ∈ N4
0 with |γ| ≤ d0 where d0 is large and finite (depending only on L). As-

suming the same for (∂t, ρ̂∂x)-derivatives of `
(1)
ε,iβ, we moreover prove tame estimates

for forward solutions of Lεu = f ; omitting weights (which are as in (1.5)), these
take the form

‖u‖Hk
s,ε
≤ Ck

(
‖`(1)
ε ‖Cds,ε

)(
‖f‖Hk+d

s,ε
+ ‖`(1)

ε ‖Ck+d
s,ε
‖f‖Hd

s,ε

)
.

Here, the Hk
s,ε-norm is defined like (1.2) except one uses ∂t, ρ̂∂x instead of ρ̂∂t, ρ̂∂x,

and the Cks,ε-norm is the supremum norm of all up to k-fold derivatives along ∂t, ρ̂∂x.
See Theorem 6.8 for the precise version in the case L = �ĝm,a . Such tame estimates
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are the key ingredient for the applicability of a Nash–Moser iteration scheme for
solving nonlinear equations; see Theorem 6.16 for an example.

(3) (Estimates without mode stability.) Mode stability for L fails in important cases,
e.g. when L is the linearized gauge-fixed Einstein operator on Kerr in generalized
harmonic gauge, as studied in [HHV21, AHW22]; the estimate (1.4) is then false.
Nonetheless, we prove estimates which provide uniform control on u in spaces with
high se-regularity in terms of bounds on u in lower se-regularity spaces: omitting
weights, this reads

‖u‖Hs
se,ε(Ωε)

≤ C
(
‖Lεu‖Hs

se,ε(Ωε)
+ ‖u‖Hs0

se,ε(Ωε)

)
(1.8)

where s0 < s; here u = 0 for t ≤ 0. See Theorem 4.20 for a precise version. In fact,
it is via the combination of such an estimate with estimates for L−1 how we prove
Theorem 1.1. In the absence of mode stability at zero energy for L, one can still
combine (1.8) with certain weaker estimates for L−1 to conclude, as we demonstrate
in the linearized Einstein setting in [Hin24a].

We will describe the main ideas of how to do uniform (tame) analysis for wave-type
operators in this generality in §1.2.

Remark 1.5 (Other geometries). Using (a subset of) the methods developed in this paper,
one can prove uniform estimates when the model metric ĝm,a of (gε)ε∈(0,1) is replaced by
suitable other types of metrics ĝ, such as stationary, asymptotically flat, nontrapping met-
rics. The simplest example is the Minkowski metric, which is the model arising from the
choice gε := g, and an operator family to which our methods apply is

Lε = �g + ε−2V
(x
ε

)
for V ∈ C∞c (R3

x̂) (or for V having at least inverse quadratic decay at infinity), assuming
mode stability for �ĝ + V . In particular, we can correct the formal solution for the model
hyperbolic singular perturbation problem discussed in [Hin23a, §1.2.1] to a true solution
via a correction which is trivial in perturbation theory, i.e. which vanishes to all orders
(and with all derivatives) as ε↘ 0; see Remark 5.16. We shall not discuss such geometries
in any detail in this paper, and instead refer the interested reader to Remark 3.7 and the
further remarks referenced there.

1.1.2. Related work. Yang [Yan14] considers the Einstein field equations coupled to a non-
linear Klein–Gordon equation which admits (exponentially decaying) soliton solutions.
More precisely, [Yan14, Theorem 1.1] establishes the existence, for uniform finite time
intervals, of solutions to the initial value problem when the scalar field data are close to
soliton shrunk to spatial scale ε, and the scalar field potential is scaled in an ε-dependent
manner so that also the amplitude of the soliton tends to 0 as ε→ 0. In fact, Yang shows
that the soliton approximately moves along a timelike geodesic in the unperturbed space-
time (M, g). This improves on an earlier result by Stuart [Stu04b] (see also [Stu04a] for
related work on semilinear wave equations admitting solitons) which established short-time
existence and required a stronger order of vanishing of the scalar field potential in the
limit ε → 0. The spacetime metric remains uniformly close in C1 to g. The ‖ · ‖Hs

ε
-norms

introduced in [Yan14, Equation (9)] are equivalent (up to an overall power of ε related to
Sobolev embedding) to the Hs

se,ε-norm (1.2) over |x| . ε, but are weaker when ε� |x| . 1



8 PETER HINTZ

(where the norm (1.2) does not lose a power of ε with each differentiation); this is related
to Remark 1.4.

Hyperbolic singular gluing problems, with precise control of the evolving solutions for a
uniform time interval, were also considered in the context of the Euler equations by Davila–
del Piño–Musso–Wei [DdMW20, DdMW22]; again spatial derivatives are scaled by ε, and
the relevant uniform estimates are closed at a low level of regularity. Literature concerned
with the construction of (multi-)soliton solutions to nonlinear Schrödinger, KdV, water
waves, and wave or Klein–Gordon equations includes [Mer90, Mar05, MM06, CMM11,
CM14, BGC14, MRT15, MM16, Jen16, CM18, JM20, Kad24]. See also the recent con-
struction [KS24a, KS24b] of finite-time blow-up solutions for the energy-critical Zakharov
system.

An extensive review of the literature concerning gravitational self-force and matched
asymptotic expansions in general relativity as well as gluing methods for the constraint
equations is given in [Hin23a, §1.1].

1.2. Framework for uniform analysis. Our approach towards proving uniform high
frequency estimates of the form (1.8) is fully microlocal except for the usage of simple
energy estimates near the boundaries of the domain Ωε; see §1.2.2. The upgrade of (1.8)
to uniform estimates (1.4) requires bounds for the Kerr model operator L; see §1.2.3. The
overall structure of the argument is thus essentially standard (even if the execution is quite
delicate):

• use microlocal techniques to control u in terms of Lεu at high frequencies (i.e. in
the sense of se-differentiability) (§1.2.2);
• use the invertibility of certain normal operators of Lε as ε↘ 0 to control u also to

leading order in the sense of ε-decay (though with a loss of regularity) (§1.2.3);
• combine both types of estimates to control u by Lεu modulo error terms involving

weaker norms of u multiplied by a positive power of ε. For small enough ε, the error
terms can be absorbed, giving (1.4) (also §1.2.3).

Estimates with higher s-regularity such as (1.5) are subsequently proved by commuting
Lε with appropriate s-vector fields. Technical challenges arise in this step from the need
to avoid regularity losses which would preclude the applicability to nonlinear problems via
tame estimates; see §1.2.4.

Throughout this section, we work in local coordinates t ∈ R, x ∈ R3 on M in which the
curve C ⊂M is given by Rt × {0}.

Remark 1.6 (Constructions in perturbation theory vs. nonpertubative solutions). The tech-
niques developed in the present paper are entirely different from those in [Hin23a] (where
formal solutions gε of the Einstein vacuum equations are constructed which are of the type
considered in §1.1). This is common for singular or asymptotic gluing problems. Indeed, the
construction of the perturbative part of a glued solution (i.e. in generalized Taylor series in
the asymptotic parameter, here the mass ε of the small black hole) is typically accomplished
via repeated inversion of linear model problems, often with infinite regularity throughout
the construction; moreover, only certain aspects of the linear problems need to be under-
stood, e.g. in [Hin23a] only linearized gravity on Kerr at zero frequency, or in [Kad24] the
linearization of the nonlinear wave equation around the soliton at zero frequency. Correcting
the perturbative solution by adding an appropriate non-perturbative part requires facing
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the full difficulties caused by the nonlinear, hyperbolic (i.e. evolution) character of the par-
tial differential equation under consideration. This in particular requires precise tracking
of regularity, and depends on full spectral information. For example, if mode stability fails
for the Kerr model operator L (concrete such settings being studied in [Mos17]), i.e. typical

solutions of Lu = 0 have ect̂ growth, then uniform estimates of the form (1.4) cannot hold

since u is then expected to grow like ect/ε, i.e. exponentially in ε−1 on unit size intervals in
t.

Remark 1.7 (Energy methods). It is conceivable that the toy problem considered in The-
orem 1.1 can be treated using energy methods. We do not explore this possibility here.
The reason is that the framework developed here, based on robust microlocal analysis and
exploiting only spectral information for the Kerr model, is highly versatile; this is essential
for the application to the (gauge-fixed) Einstein vacuum equation in [Hin24a].

1.2.1. Total space, null-geodesics, phase space. As in [Hin23a], we find it convenient to

encode uniformity as ε↘ 0 by working on a suitable total space, i.e. a compactification M̃

of
⋃
ε∈(0,1){ε}×Mε to a manifold with corners. Concretely, we define M̃ as the real blow-up

M̃ := [[0, 1)ε ×M ; {0} × C]. Thus, M̃ can be written as the union of three overlapping
regions:

• the near-field region [0, 1)ε × Rt × R3
x̂ where x̂ = x

ε ;

• the far-field region [0, 1)ε × Rt × (R3
x \ {0});

• the transition region [0, 1)ρ◦ × [0, 1)ρ̂ × Rt × S2
ω where ρ◦ = ε

|x| , ρ̂ = |x|, ω = x
|x| .

Furthermore, the identity map in ε, t, x coordinates extends to a smooth blow-down map

β̃ : M̃ → [0, 1)ε ×M

which is a diffeomorphism on ε > 0. The space M̃ fibers over [0, 1) in a singular manner:
the fiber over ε > 0 is Mε := {ε} ×M ∼= M , whereas the fiber over ε = 0 is the union of
two boundary hypersurfaces:

• M◦, given in the far-field region by ε = 0 and in the transition region by ρ◦ = 0;
• M̂ , given in the near-field region by ε = 0 and in the transition region by ρ̂ = 0.

Thus, M◦ = [M ; C] is a compactified version of the far-field region, arising from M by
blowing up C (i.e. regarding polar coordinates around C as valid and nondegenerate down

to the center), while M̂ = Rt × R3
x̂ is a compactification of the near-field region. See

Figure 1.2. Below, we shall describe the sense in which each fiber

M̂t0 := M̂ ∩ {t = t0} ∼= R3
x̂, t0 ∈ R,

should be thought of as the Kerr spacetime manifold quotiented out by time translations.

Equipping Mε ⊂ M̃ with the metric gε as in §1.1 for all ε ∈ (0, 1) produces a total metric

g̃, whose coefficients (with respect to t, x) are smooth functions on M̃ . We can then regard

null-geodesics on (Mε, gε) as curves on M̃ which are tangent to the level sets of ε.

We proceed to qualitatively describe the behavior of null-geodesics inside the domain Ωε

from (1.3) in the limit ε→ 0. For every fixed ε > 0, null-geodesics simply go from an initial
to a final spacelike boundary hypersurface of Ωε. (The hypersurface |x̂| = m deep inside the
small Kerr black hole is one of these final hypersurfaces.) But as ε → 0, the null-geodesic
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M̂

ε
t
x̂= x

εε

t
x

M◦

ρ◦= ε
|x|

ρ̂= |x|
t

Figure 1.2. The total space M̃ on which our uniform analysis will be

phrased, and in the phase space over which we will analyze L̃ = (Lε)ε∈(0,1)

microlocally. We also indicate local coordinates (near-field region: red, far-
field region: blue, intermediate region: green).

dynamics of the small Kerr black hole become visible: for example, a null-geodesic can
start in the far-field region, approach the small black hole and orbit ∼ ε−1 many times
before exiting Ωε and escaping again into the far-field region (or crossing the event horizon,
or remaining trapped). Such a null-geodesic is thus almost trapped from the perspective
of the small black hole. To resolve the dynamics in the near-field region, we rescale the
affine parameter by ε when the null-geodesic is in a region of bounded |x̂| so that one orbit
takes parameter time ∼ 1. However, this implies that the ε→ 0 limit of such null-geodesics
remains stuck at the value of t which it had when entering the near-field region, and indeed
one gets a forward trapped null-geodesic on Kerr (or more precisely the spatial manifold
of the Kerr black hole at the time t). Taking the limit while appropriately shifting the
affine parameters may instead produce a backward trapped null-geodesic which escapes the
near-field region. Furthermore, when transitioning from the near- to the far-field region,

limits of null-geodesics pass through the corner M◦∩M̂ of M̃ . Other limits of null-geodesics
include those which enter the near-field region but remain far from trapping or horizons
and instead exit into the far-field region again; and of course those which always remain in
the far-field region, which are thus null-geodesics of (M \ C, g) simply.

Remark 1.8 (Scattering of null-geodesics). In the context of the works [MW04, MVW08,
MVW13, Hin24b] and from the perspective of M \ C = M◦ \ ∂M◦, one may be tempted

to regard the curve C (or its resolved version ∂M◦ = β̃−1(C)) as a timelike curve of cone

points. However, ∂M◦ = ∂M̂ is now itself the boundary at infinity of Rt times the spatial
manifold of an asymptotically flat space. Thus, the ‘conic singularity’ at ∂M◦ has non-
trivial interior dynamics (namely those of the Kerr metric). One can therefore no longer
characterize geometric and diffractive null-geodesics via distance π propagation along ∂M◦
(see also [MZ96]); rather, the scattering map for null-geodesics on Kerr enters. This is
very complicated [Cha92, §20] and only partially defined—but it is also irrelevant for the
purposes of the present paper since we do not need to prove diffractive improvements in
the spirit of [MW04, MVW08, MVW13].
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We shall encode the rescaling of parameters, the trapped set of Kerr, etc. by working in

a suitable phase space over M̃ , the se-cotangent bundle

seT ∗M̃ → M̃,

which is a rank 4 vector bundle over the 5-dimensional manifold M̃ . Since we are working

in local coordinates on M here, this bundle is trivial and given by M̃ × R4; the point is
that over Mε, we identify

Mε × R4 3 (ε, t, x; ζse) 7→ −σse
dt

ρ̂
+ ξse ·

dx

ρ̂
∈ T ∗(t,x)M,

ζse = (σse, ξse) ∈ R× R3, ρ̂ = (ε2 + |x|2)
1
2 .

(1.9)

This gives a natural isomorphism T̃ ∗Mε
M̃ ∼= T ∗M which, however, does not extend to ε = 0.

In other words, the standard momentum variables associated with t, x are rescalings by
ρ̂−1 of the se-momentum variables σse, ξse.

2 Note that uniformly equivalent se-momentum

variables, i.e. smooth and nondegenerate fiber-linear coordinates on seT ∗M̃ , are defined in
the near-field region by writing covectors as −σ dt̂ + ξ dx̂ (where dt̂ = dt

ε and dx̂ = dx
ε ),

and in the far-field region via −σ dt + ξ dx; thus, seT ∗M̃ is indeed well-adapted to resolve
null-geodesic dynamics (lifted to phase space) in both regimes.

Null-bicharacteristics—lifts of null-geodesics to phase space—are integral curves of the
Hamiltonian vector field of the function Gε|(t,x)(ζ) := |ζ|2

g−1
ε |(t,x)

. In the far-field region

|x| & 1, we simply have convergence HGε → HG where G(ζ) = |ζ|2g−1 . In the near-field

region |x̂| . 1 on the other hand, we have

ε2Gε|(t,x̂)(−σ dt̂+ ξ dx̂) = |−σ dt+ ξ dx|2gε|(t,εx̂)
→ |−σ dt̂+ ξ dx̂|2

ĝ−1
m,a|x̂

,

which explains why Hε2Gε → HĜm,a
where Ĝm,a(ζ) = |ζ|2

ĝ−1
m,a

. Carefully note that the ∂t̂-

component of HĜm,a
remains bounded for bounded se-momenta; but ∂t̂ = ε∂t, and thus t

is constant along Hε2Gε-integral curves over M̂ (where ε = 0), as already observed prior to
Remark 1.8.

In order to work uniformly near ε = 0, one considers Hρ̂2Gε . Its integral curves over M◦
either miss ∂M◦ altogether, or they tend to ∂M◦ in the forward or past direction, with
limiting momentum a multiple of (∂t∓ ∂r)[, r := |x|, over ∂M◦. Thus, there are radial sets

Rin, Rout ⊂ seT ∗∂M◦M̃ \ o

over the corner ∂M◦ = M◦∩M̂ ; these are the sets through which entrance into and exit from
the near-field region take place. From the perspective of the Kerr black hole, these are the
sets from which, resp. towards which null-bicharacteristics scatter. Their intersections with
a fixed t-level set are thus closely related to the radial sets of [Mel94, VZ00] in stationary
scattering theory, and in some sense also to past and null infinity [Pen65] (although in the

present setting we do not keep track of the fast time variable t̂ over M̂). The trapped set
of Kerr is likewise a smooth conic submanifold

Γ ⊂ seT ∗
M̂
M̃ \ o,

2Correspondingly, what constitutes large momenta—which is of central importance for microlocal

analysis—differs dramatically between T ∗M and seT ∗M̃ as one approaches points in M̂ in the base.
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which was characterized in [WZ11, Dya15]. There is a further (generalized) radial set over
the event horizon which played an important role already in [Vas13] (and, non-microlocally,
in [DR09]).

We point out that all of these sets lie over ε = 0, consistent with the fact that scattering
and trapping only take place in the limit ε ↘ 0. (For the analysis near the trapped set,

we do need to construct an extension of the backwards trapped set over M̂ to small ε > 0.
This is done in Proposition 3.26 using a general result on normally hyperbolic trapping,
Theorem B.1, which follows the constructions given in [HPS77, Hin21b].)

The detailed description of the null-bicharacteristic dynamics is the subject of §3.2; see
already Figure 3.4.

1.2.2. Uniform microlocal analysis on se-Sobolev spaces. A natural class of vector fields

adapted to the geometry on M̃ is given by the space Vse(M̃) of se-vector fields: these are

spanned over C∞(M̃) by ρ̂∂t, ρ̂∂x (cf. (1.2)). (By (1.9), their principal symbols are thus

smooth fiber-linear functions on seT ∗M̃ .) This is a Lie algebra, with the Lie bracket given

by the commutator of vector fields. (An element of Vse(M̃) is thus a family, parameterized

by ε ∈ (0, 1), of vector fields on M ∼= Mε which degenerate in a particular fashion at M̂ .)

Therefore, we can define corresponding spaces Diffmse(M̃) of se-differential operators, and

more generally also spaces of weighted operators, with weights ρ−`◦◦ ρ̂−
ˆ̀

where `◦, ˆ̀ ∈ R.
The key example in the present paper is the total operator

L̃ = (Lε)ε∈(0,1) ∈ ρ̂−2Diff2
se,

which acts on C∞c (M̃◦) via Lε on the ε-level set Mε ⊂ M̃ . As further justification for the
weight ρ̂−2, we note that

−∂2
t + ∂2

x = ρ̂−2
(
−(ρ̂∂t)

2 + (ρ̂∂x)2 − [ρ̂∂x, ρ̂]ρ̂−1 ρ̂∂x
)
∈ ρ̂−2Diff2

se

indeed, since [ρ̂∂x, ρ̂]ρ̂−1 ∈ C∞(M̃) by direct computation.

We shall use se-pseudodifferential operators to effect microlocalization in (conic subsets

of) seT ∗M̃ \ o for the purpose of analyzing the operator L̃. We thus quantize symbols

a = a(ε, t, x;σse, ξse) ∈ Sm(seT ∗M̃) (omitting cutoff functions to suitable neighborhoods of
{(t, x) = (t′, x′)}) as

Opse,ε(a)u(t, x) = (2π)−4

∫∫∫∫
ei(−(t−t′)σ+(x−x′)·ξ)a(ε, t, x; ρ̂σ, ρ̂ξ)u(t′, x′) dt′ dx′ dσ dξ.

For now, we only discuss the class Ψ̃m
se of families (Opse,ε(a))ε∈(0,1) of operators obtained by

inserting cutoff functions localizing to |t − t′|, |x − x′| . ρ̂ in this oscillatory integral, and
by allowing symbols a which only feature se-regularity in the base variables in that∣∣(ρ̂∂t)i(ρ̂∂x)β∂γ(σse,ξse)a

∣∣ ≤ Ciβγ(1 + |σse|+ |ξse|)m−|γ| ∀ i, β, γ. (1.10)

Operators of this class are families of bounded geometry ps.d.o.s (pseudodifferential op-
erators) [Shu92], with the bounded geometry structure depending on ε; see §2.5.3. The

principal symbol of an element of Ψ̃m
se captures the symbol a modulo symbols with an extra

power of (1 + |σse|+ |ξse|)−1.
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The key reason why se-ps.d.o.s are useful for uniform analysis is that for every Ã =
(Aε)ε∈(0,1) ∈ Ψ̃m

se and s ∈ R, there exists a constant C so that, for all ε ∈ (0, 1),

‖Aεu‖Hs−m
se,ε
≤ C‖u‖Hs

se,ε
.

Remark 1.9 (Fine localization; variable orders). Using Ψ̃se we can localize rather finely also
in the base—namely, to sets of size ∼ ρ̂ in t, x, which for bounded |x̂| means: to sets of

size ∼ 1 in t̂, x̂. For example, multiplication by χ ∈ C∞c (R4
t̂,x̂

) defines an element of Ψ̃0
se.

Furthermore, following a general principle in microlocal analysis going back to [Unt71] and
used e.g. in [BVW15, Vas18, Hin23c], we can define se-ps.d.o.s whose differential order is

variable, i.e. a function on the cosphere bundle seS∗M̃ = (seT ∗M̃ \ o)/R+; via testing with
these, we can define se-Sobolev spaces with variable regularity order.

To analyze L̃ se-microlocally, observe that its principal symbol is given by the function G̃
given over Mε by Gε—the Hamiltonian flow of which (in the characteristic set) we discussed
in §1.2.1. Therefore, we can utilize the full toolkit of principal symbol-based microlocal

analysis to prove uniform microlocal estimates for L̃ on se-Sobolev spaces. For example,
microlocal elliptic regularity takes the form of a uniform estimate (omitting weights)

‖Bεu‖Hs
se,ε
≤ C

(
‖GεLεu‖Hs−2

se,ε
+ ‖χu‖H−Nse,ε

)
, ε ∈ (0, 1), (1.11)

where B̃ = (Bε), G̃ = (Gε) ∈ Ψ̃0
se, with G̃ and L̃ elliptic on the se-operator wave front set of

B̃ (defined in the usual fashion in terms of the full symbol of B̃), and with3 χ ∈ C∞se (M̃) a
cutoff function which equals 1 near the projections of the supports of the Schwartz kernels

of B̃, G̃ to M̃ along both projection maps M̃2 → M̃ .

Similarly, we have uniform estimates which are analogues of real principal type propaga-
tion estimates, originating in [DH72, Hor71], in the form given in [Hör09, Theorem 26.1.6],
[Vas18, Theorem 5.4], [DZ19, §E.4], or [Hin23b, Theorem 8.7].

Near the (generalized) radial sets over ∂M◦ and over the event horizon, we can exploit
the saddle point or source/sink structure of the flow to prove uniform estimates quantifying
the propagation of se-regularity from the unstable manifold (which is absent for the radial
set over the event horizon) into the radial set itself. See §§4.2 and 4.3.

Remark 1.10 (Threshold conditions). A subtlety which is well-known from asymptoti-
cally Euclidean scattering (see e.g. [Vas18, Proposition 5.28]) is that propagation estimates
through the radial set Rin—which connects null-bicharacteristics from the far-field region
incident on (spatial infinity of) the black hole and null-bicharacteristics in the near-field re-

gion coming in from infinity—yield uniform control in weighted spaces Hs,α◦,α̂
se,ε = ρα◦◦ ρ̂

α̂Hse,ε

only under the above-threshold condition s > −1
2 + α◦ − α̂ (plus further constant shifts in

case the Kerr model operator L is not symmetric), roughly corresponding to the absence of
(high frequency) incoming radiation. On the other hand, when propagating se-estimates out
of the near-field region through Rout, there is a below-threshold condition s < −1

2 +α◦− α̂
(again with shifts when L 6= L∗), roughly corresponding to having to allow for outgoing
radiation from the small black hole. There is a further threshold condition of the form
s > sthr arising from the radial point estimate at the event horizon. Accommodating all
threshold conditions typically requires the differential order s to be variable.

3The notation means that (ρ̂∂t)
i(ρ̂∂x)βχ ∈ L∞(M̃) for all i, β.
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Lastly, near the trapped set, we are able to adapt the proof from [Hin21b]—which in
turn is based on [Dya16]—to propagate uniform control on solutions of Lεu = f from the
forward trapped set into the trapped set Γ itself, with a loss of two se-derivatives on u
compared to elliptic estimates. This is the most delicate microlocal estimate in this paper;
see §4.4.

In all of these estimates, we need to localize in time, as we are ultimately interested
in proving uniform estimates on the bounded (in M) domain Mε. Such localizations are,
however, harmless due to the monotonicity of t and t̂ along (future) null-bicharacteristics.
Upon concatenating the se-microlocal estimates, we obtain a uniform (schematic) estimate

‖u‖Hs
se,ε(Ω

[
ε)
≤ C

(
‖Lεu‖Hs

se,ε(Ωε)
+ ‖u‖Hs0

se,ε(Ωε)

)
(1.12)

where Ω[
ε = {(t, x) : 0 ≤ t ≤ T + δρ̂, ε(m− δ) ≤ |x| ≤ r0 − δ + 2(T − t)} is slightly smaller

than Ωε in (1.3) (here 0 < δ � 1 is fixed). The cause for the discrepancy of domains on
the left and the right hand sides is the ever-present error term in microlocal estimates, e.g.
χu in (1.11).

It is crucial at this point that using Ψ̃se we can localize to unit size intervals in the fast
time t̂, cf. Remark 1.9.4 The point is that we can bridge the gap between Ω[

ε and Ωε via
straightforward energy estimates. Indeed, from the perspective of the Kerr black hole at
time t = T , i.e. in terms of t̂ = t−T

ε and x̂ = x
ε , the remaining region T − δρ̂ ≤ t ≤ T is

equal to −δ〈x̂〉 ≤ t̂ ≤ 0; but for δ < 1, this is a region of Kerr which is disjoint from past
and future null infinity, and indeed simple energy estimates allow one to control solutions
of �ĝm,av = h (with v, h vanishing for t̂ < −δ〈x̂〉, say) in this region. The gap near the
inner boundary at |x| = εm is similarly bridged via energy estimates (with |x̂| being a time
variable there), and the gap near the outer boundary at |x| = r0 + 2(T − t) is likewise
bridged via standard energy estimates. The details are given in §4.5.

Altogether, these considerations prove the uniform se-regularity estimate (1.8); see §4.6.
We state this now with the correct weights: writing ‖u‖

Hs,α◦,α̂
se,ε (Ωε)

:= ‖ρ−α◦◦ ρ̂−α̂u‖Hs
se,ε(Ωε)

,

this is

‖u‖
Hs,α◦,α̂

se,ε (Ωε)
≤ C

(
‖Lεu‖Hs,α◦,α̂−2

se,ε (Ωε)
+ ‖u‖

H
s0,α◦,α̂
se,ε (Ωε)

)
, (1.13)

with s0 < s (and with s0, s satisfying the threshold conditions of Remark 1.10 and being
non-strictly monotonically decreasing along the future-directed null-bicharacteristic flow).

We stress that up to this point, we have only used symbolic properties of L̃; mode stability
for the Kerr model L does not play any role yet. In particular, our arguments go through

without any changes when L̃ acts on sections of a vector bundle; no symmetry conditions
are required, and the only nontrivial requirement is a bound on the subprincipal symbol of
the trapped set (see Proposition 4.13).

1.2.3. Model operators. The estimate (1.13) does not yield unconditional uniform control
of u as ε↘ 0. For example, when mode stability for L fails at some σ ∈ C with Imσ > 0,
then both norms on u on either side are typically exponentially growing in ε.

4Otherwise, we would have to shrink Ωε by a fixed amount in t, e.g. to t ≤ T − δ. This would be
disastrous: controlling u uniformly on the time interval [T − δ, T ] which would not yet be covered is just as
difficult as controlling it on [0, T ], which we have not yet done at this point.
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In order to proceed, we thus need to impose a mode stability assumption on L at fre-
quencies σ ∈ C with Imσ ≥ 0. One says that mode stability holds at a frequency σ 6= 0
with Imσ ≥ 0 if there do not exist any outgoing solutions u = u(x̂) of the equation

L(e−iσt̂u(x̂)) = 0. In the present paper, the precise meaning of the outgoing condition

is the triviality of the nullspace of L̂(σ) = eiσt̂Le−iσt̂ on appropriate scattering Sobolev
spaces [Mel94] with variable decay order (as used also in [Vas18, Proposition 5.28]); see
Proposition 4.25. In the case that L = �ĝm,a is the scalar wave operator, this can be shown

to be equivalent to the requirement that e−iσt̂u be smooth across the future event horizon,
and u ∼ r̂−1eiσr̂∗ as r̂ = |x̂| → ∞, where r̂∗ ∼ r̂ + 2m log r̂ (see [SR15, Definition 1.1] for
the precise conditions for separated mode solutions u); we recall in Lemma 5.2 the relevant
results from [Hin21a, §3].5

For σ = 0, the operator L̂(0) is, near spatial infinity, an elliptic operator with good
mapping properties on b-Sobolev spaces [MM83, Mel93], i.e. Sobolev spaces which measure
regularity with respect to r̂∂x̂ (recall that we are working in r̂ ≥ m > 0). Mode stability at
zero frequency is then the statement that on L2-based b-Sobolev spaces with some range of
weights r̂−αD , the operator L̂(0) is invertible. For L = �ĝb , this is true for αD ∈ (−3

2 ,−
1
2).

See Proposition 4.24 for the precise statement.

The qualitative mode stability assumption on L, coupled with quantitative Fredholm and
high energy estimates, implies uniform bounds on L̂(σ)−1 as an operator on (semiclassical,
when |σ| � 1) scattering Sobolev spaces when σ 6= 0 and b-Sobolev spaces when σ = 0,
and scattering-b-transition Sobolev spaces for uniform estimates near σ = 0. (The latter
spaces were defined in [Hin21a, Appendices A.3–A.4], based on earlier work by Guillarmou–
Hassell [GH08].) Using the Plancherel theorem (and Paley–Wiener), these quantitative
estimates immediately imply the boundedness of the forward solution operator for L on
certain spacetime L2-based Sobolev spaces Hs,α

3b = r̂−αHs
3b—namely, weighted 3b-Sobolev

spaces as introduced in [Hin23d]. These are function spaces on Rt̂ × R3
x̂ which measure

regularity with respect to

〈x̂〉∂t̂, 〈x̂〉∂x̂; (1.14)

on the Fourier transform side, these are L2-spaces in σ ∈ R with values in precisely the
aforementioned function spaces for resolvent estimates. We recall this relationship in (2.8)
following [Hin23d, Proposition 4.29(1)]; this was used previously already in the proofs of
[Hin23d, Theorem 7.2] and [Hin23c, Proposition 5.19], and we thus refer the reader to these
works for further discussion of the relationship of 3b- and resolvent estimates.

In the case L = �ĝb , we obtain

L−1 : Hs0,αD+2
3b = r̂−αD−2Hs0

3b → Hs0,αD
3b ; (1.15)

we refer the reader to Theorem 5.3 for the precise statement and the conditions on s0 and
αD ∈ (−3

2 ,−
1
2). The estimate (1.15) in particular implies that solutions of initial value

problems with suitably decaying data are in L2 in time, which is significantly weaker than
the quantitative decay estimates proved in [DRSR16] following earlier work [AB15, TT11],
or the precise decay rates established in [Hin22, AAG21] (see also [LO24, LX24, LS24] for
further recent work in similar directions). The utility of (1.15) for present purposes lies in

5We remark that mode stability for large |σ| is a consequence of symbolic high energy (or semiclassical,
with |σ|−1 being the semiclassical parameter) estimates; that is, this is automatic. See Proposition 4.26.
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the fact that the 3b-spaces precisely match the se-Sobolev spaces on which our microlocal

analysis for L̃, leading to the estimate (1.13), is based.

To explain this, note that the basic se-vector fields ρ̂∂t, ρ̂∂x, with ρ̂ = (ε2 + |x|2)
1
2 , are, in

terms of the coordinates t̂ = t
ε , x̂ = x

ε (thus ρ̂ = ε〈x̂〉), precisely equal to the basic 3b-vector
fields (1.14). Therefore, we have a uniform equivalence of norms (up to powers of ε required
to accommodate changes in volume densities)

‖u‖
H

s0,α◦,α̂
se,ε (Ωε)

∼ ε−α̂‖u‖Hs0,αD
3b (Ωε)

, αD = α◦ − α̂,

where on the right we regard u as a function of (t̂, x̂) on the Kerr domain (1.6). See
Lemma 2.9 and Proposition 2.19 for detailed statements. From (1.15) we get ‖u‖Hs0,αD

3b
≤

C‖Lu‖
H

s0,αD+2

3b

. Since L is equal to ε2Lε up to error terms which vanish at M̂ (as se-

differential operators of order 2), we can improve (1.13) to

‖u‖
Hs,α◦,α̂

se,ε (Ωε)
≤ C

(
‖Lεu‖Hs,α◦,α̂−2

se,ε (Ωε)
+ ‖u‖

H
s0+2,α◦,α̂−δ
se,ε (Ωε)

)
(1.16)

for any fixed δ ≤ 1, provided α◦ − α̂ = αD ∈ (−3
2 ,−

1
2). In other words, we can control u

not only in the sense of se-regularity, but also to leading order at M̂ , by Lεu.

Remark 1.11 (se-regularity order). We need 2 more orders of se-regularity in the error term
here compared to (1.13) due to the loss of 2 derivatives in (1.15) and the second order
nature of ε2Lε−L. Therefore, the error term in the estimate (1.16) is only weaker than the
left hand side if s0 < s− 2. In other words, the microlocal se-regularity analysis of §1.2.2 is
indeed necessary. This is of course a typical feature of non-elliptic problems: the ability to
solve Lu = f does not suffice to solve perturbed problems Lεu = f via Lu = f − (Lε−L)u
via the application of a fixed point argument, since Lε − L uses more derivatives than L
gains.

Remark 1.12 (More precise spaces for resolvent analysis). We cannot use Vasy’s resolvent
estimates on very precise second microlocal spaces [Vas21a, Vas21b], as this would force
us to work with similarly precise spaces for the entire gluing problem in lieu of the softer
se-spaces.

To further improve the estimate (1.16), we have two options.

(1) (Option I: small domains.) For s0 < s− 2, we can estimate the error term of (1.16)
using ‖u‖

H
s0+2,α◦,α̂−δ
se,ε

≤ C‖ρ̂δu‖
Hs,α◦,α̂

se,ε
. But when the domain Ωε is small (i.e. T, r0 >

0 are small in (1.3)), ρ̂δ is small on Ωε, and thus this error term can be absorbed
into the left hand side of (1.16). We implement this (by working with a rescaled
operator on a fixed domain) in §5.2.1.

(2) (Option II: inversion of the model operator at M◦.) A more systematic option is
to improve the M◦-decay order α◦ of the error term in (1.16) by using suitable

estimates for the model operator of L̃ at M◦, given by restricting the coefficients of

L̃ over M \ C to ε = 0. (In the notation used in (1.7), this model operator is thus

L◦ =
∑

i+|β|≤2 `0,iβ(t, x)∂it∂
β
x where `0,iβ(t, x) = limε→0 `ε,iβ(t, x) for x 6= 0.) On the

level of function spaces, the basic se-derivatives ρ̂∂t, ρ̂∂x restrict to ε = 0 as r∂t, r∂x
where r = |x|. These are edge vector fields on M◦ [Maz91]. Thus, an estimate for



GLUING SMALL BLACK HOLES ALONG TIMELIKE GEODESICS II: UNIFORM ANALYSIS 17

L◦ of the form

‖u‖
Hs,`

e
≤ C‖L◦u‖Hs−1,`−2

e
, s = s0 + 2, ` = (α̂− δ)− α◦, (1.17)

where the weighted edge Sobolev space Hs,`
e = r`Hs

e is defined via testing with edge
vector fields, can be used to improve the error term of (1.16) to ‖u‖

H
s0+3,α0−δ,α̂−δ
se,ε

≤
Cεδ‖u‖

H
s,α0,α̂
se,ε

, which is thus small for sufficiently small ε > 0. The proof of estimates

of the form (1.17) is given in [Hin24b]. We implement this option in §5.2.

Either option produces the desired estimate (1.4) for the M◦-weight α◦ = 0 (and with more
precise variable orders, as in point (1) following the statement of Theorem 1.1).

Remark 1.13 (No adjoint estimates). The solvability of the linear wave equations we study
here is trivial, as for any fixed ε > 0 this follows from standard existence results on compact
regions with spacelike boundaries; it is only the proof of uniform estimates that is highly
nontrivial. An important consequence of this observation is that it suffices to prove ‘direct’
estimates for given solutions such as (1.4); one does not need to prove ‘adjoint’ estimates
for the adjoint problem L∗εu

∗ = f∗ which would give solvability via duality. This will be
particularly important in the proof of uniform s-regularity estimates below, where we use
N0 degrees of s-regularity via testing with vector fields; the dual spaces are, at best, difficult
to work with unless one has a pseudodifferential calculus available which allows for real se-
and s-regularity orders. (We do not develop such a calculus here.)

1.2.4. Adiabatic (s-)regularity and tame estimates. In order to explain the basic ideas and
challenges succinctly, we start with the sharper variable order version of (1.4) (but omit
weights since they only play a minor role at this point)

‖u‖Hs
se,ε(Ωε)

≤ C‖f‖Hs
se,ε(Ωε)

, f = Lεu, (1.18)

valid for monotone variable orders satisfying threshold conditions (see Remark 1.10) and
for u vanishing in t < 0.

Among the basic s-vector fields ∂t, ρ̂∂x, only ∂t is not already an se-vector field. In order
to prove (1.5), a natural first step is to commute Lεu = f with ∂t, so

Lε(∂tu) = ∂tf + [Lε, ∂t]u.

When L̃ = (Lε)ε∈(0,1) has smooth (or just s-regular) coefficients on M̃ , the commutator

[L̃, ∂t] is of the same class ρ̂−2Diff2
se as L̃ (cf. (1.7)). Therefore, applying (1.18) to this

equation with s− 2 in place of s gives

‖∂tu‖Hs−2
se,ε
≤ C

(
‖∂tf‖Hs−2

se,ε
+ ‖u‖Hs

se,ε

)
.

We have thus gained one s-derivative at the expense of two se-derivatives (two being the

differential order of [L̃, ∂t]). Keeping in mind that the threshold conditions impose an
absolute upper bound on s, this is unacceptable.

The remedy is to revisit the microlocal se-regularity estimates from §1.2.2 on function

spaces H
(s;k)
(se;s),ε which encode k degrees of s-regularity (in the argument thus far: k = 1) and

s degrees of se-regularity; see Definition 2.12 and §2.5.4. There is an important technical
caveat, however: elements of the class Ψ̃se used thus far do not preserve (uniform) s-
regularity; for example, acting with the 0-th order operator given by multiplication with
χ ∈ C∞c (R4

t̂,x̂
) on a function u, we have ∂t(χu) = (∂tχ)u+ χ(∂tu), with ∂tχ blowing up like
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ρ̂−1 as ε→ 0. Therefore, for the present task, we need to work with a class Ψse of se-ps.d.o.s
whose symbols are s-regular, i.e. ρ̂∂t in (1.10) is replaced with ∂t. The standard geometric
microlocal approach towards defining such a class of operators and prove their mapping
and composition properties would be via a characterization of their Schwartz kernels on a
suitable resolution of [0, 1)ε ×M ×M ; here, we instead take a simpler route and use the
black box construction of [Hin24c] to define Ψse as an algebra of ps.d.o.s associated with a
(parameterized) scaled bounded geometry structure. See §2.5.4.

Precisely because elements of Ψse preserve s-regularity, they cannot localize sharply in
t̂. Instead, the error term of microlocal estimates, such as χu in (1.11), must be measured
on a set that is bigger by a unit amount in t. (The radial point and trapping estimates are
proved in this setting in §§4.2.1, 4.3.1, and 4.4.1.) As an analogue of (1.12), we thus obtain

‖u‖
H

(s;k)
(se;s),ε

(Ωε)
≤ C

(
‖Lεu‖H(s;k)

(se;s),ε
(Ω]ε)

+ ‖u‖
H

(s0;k)

(se;s),ε
(Ω]ε)

)
,

where Ω]
ε = {(t, x) : 0 ≤ t ≤ T + δ, ε(m− δ) ≤ |x|+ r0 + δ + 2(T − t)} is larger than Ωε. In

order to bridge the gap T ≤ t ≤ T + δ, it is thus necessary to use the already established
se-solvability theory on this time interval. See §4.2.1 for details on how one can thus prove
(via an iterative argument in the s-regularity order) the estimate (1.5).

Finally, we briefly comment on how we prove tame estimates in §6.1. The basic idea is to
commute ∂kt through Lεu = f (and proceed inductively in k). The error term [Lε, ∂

k
t ]u can

then be expanded into j-fold s-derivatives of the coefficients of Lε acting on (k − j)-fold s-
derivatives of u. Standard tame multiplication estimates (i.e. Moser estimates) can be used
to bound L2-, or indeed fixed regularity Hse,ε-norms of these terms. An important aspect
of our arguments is that we only ever use at most a fixed finite number of se-derivatives;
thus, we do not need to record tameness in the se-regularity order.

1.3. Outline of the paper. The structure of the paper, and a list of the main results
proved in each of its sections, is as follows.

• In §2, we develop the analytic toolbox for our analysis: we describe in detail the
various classes of vector fields which arose above (in particular se-, s-, 3b-, and edge
vector fields), as well as the associated classes of differential operators (and their
model operators), Sobolev spaces, and pseudodifferential operators.
• In §3, we give the precise definition of glued spacetimes (Definition 3.4) and study

the null-bicharacteristic flow in the se-cotangent bundle in detail.
• In §4, we prove se-microlocal estimates at (generalized) radial sets and at the

trapped set; this culminates in Theorem 4.20 which provides uniform se-regularity
control (i.e. a rigorous version of the estimate (1.13)). We also collect information

on the spectral family L̂(σ) of the Kerr model operator which is accessible without
the assumption of mode stability.

• In §5, we study operators L̃ = (Lε)ε∈(0,1) for which the Kerr model L satisfies mode
stability in Imσ ≥ 0, focusing on the scalar wave operator treated in Theorem 1.1.
The main results are Theorems 5.3 (the 3b-estimate (1.15) on Kerr), Theorems 5.5
and 5.9 (uniform estimates on general or on small domains), and Theorem 5.12
(higher s-regularity as in (1.5)). We illustrate the capabilities of our estimates in
Theorem 5.14 by solving linear equations with non-perturbative (i.e. O(ε∞)) source
terms.
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• In §6, we lay the groundwork for nonlinear problems by proving tame estimates
(Theorem 6.8) and setting up a suitable version of the Nash–Moser iteration scheme
(Theorem 6.11), including the relevant smoothing operators. As an illustration, we
use this framework to solve a toy nonlinear wave equation (Theorem 6.16).
• Appendix A recalls fundamental notions of geometric singular analysis such as b-

vector fields and operators, blow-ups, conormality and polyhomogeneity, and anal-
ysis on manifolds with bounded geometry.
• Appendix B is devoted to the construction of extensions of (un)stable trapped sets—

which is a purely dynamical result—as needed in our proof of uniform trapping
estimates in §4.4.

2. Vector fields, function spaces, pseudodifferential operators

In §§2.1–2.2, we recall notions from edge and 3b-analysis from [Maz91, Hin23d]. The
development of novel material on se-analysis begins in §2.3. The notion of s-regularity is
introduced in §2.4. Up until this point, we only discuss Sobolev spaces with integer (or, more
generally, constant real) orders. In our application, we need spaces with microlocally varying
differentiability orders; these, and the underlying classes of pseudodifferential operators, are
discussed in §2.5. The reader unfamiliar with basic notions of geometric singular analysis
should consult Appendix A before proceeding.

2.1. Towards diffraction by the gluing curve: edge analysis. Let M◦ be a manifold
with boundary, and suppose the boundary ∂M◦ is the total space of a fibration Z−∂M◦ →
Y . Then the space Ve(M◦) of edge vector fields [Maz91] consists of all smooth vector fields
on M◦ which are tangent to the fibers of M◦. This is a Lie algebra and C∞(M◦)-module.
In local coordinates r ≥ 0, ω ∈ RnY , t ∈ RnZ in which the fibration ∂M◦ → Y is given by
the projection (ω, t) 7→ ω, the space Ve(M◦) thus consists of all linear combinations, with
smooth coefficients, of the vector fields

r∂ti (1 ≤ i ≤ nZ), r∂r, ∂ωj (1 ≤ j ≤ nY ).

These vector fields are a local frame of the edge tangent bundle

eTM◦ →M◦,

the smooth sections of which are thus precisely the edge vector fields. An edge differential
operator A ∈ Diffme (M◦) of order m ∈ N0 is the locally finite sum of up to m-fold composi-
tions of elements of Ve(M◦). If r ∈ C∞(M◦) is a boundary defining function, one can also
consider spaces of weighted edge differential operators, denoted

Diffm,`e (M◦) = r−`Diffme (M◦) = {r−`P : P ∈ Diffme (M◦)}.

Such operators define continuous linear maps on Ċ∞(M◦).

We shall encounter the edge setting in the following way: if M is a smooth (n + 1)-
dimensional manifold without boundary and C ⊂ M is a closed embedded 1-dimensional
submanifold, then M◦ := [M ; C] is a manifold with boundary, and the restriction of the
blow-down map β : [M ; C]→M to the front face ∂M◦ defines a fibration Sn−1− ∂M◦ → C.
In this case nZ = 1 and nY = n−1, so Ve(M◦) is spanned by r∂t (with t a coordinate along
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C), r∂r, and spherical vector fields ∂ωj . Every element P ∈ Diffme (M◦) can thus locally be
written in the form

P =
∑

j+k+|α|≤m

ajkα(t, r, ω)(rDt)
j(rDr)

kDα
ω , ajkα ∈ C∞(Rt × [0,∞)r × Sn−1

ω ).

The edge normal operator of P at time t0 ∈ R is given by freezing coefficients at t = t0 and
r = 0, so

Ne,t0(P ) :=
∑

j+k+|α|≤m

ajkα(t0, 0, ω)(rDt)
j(rDr)

kDα
ω ;

this is an operator on Rt × [0,∞)r × Sn−1
ω which is translation invariant in t and dilation-

invariant in (t, r). If the coefficients ajkα(t0, 0, ω) are independent of the value t0 of t, we
drop the subscript ‘t0’. (This property is sensitive to the particular choice of coordinates.)
Formally passing to the Fourier transform in t by replacing Dt with multiplication by
−σ ∈ C, and subsequently setting r′ := r|σ| and σ̂ = σ

|σ| produces the reduced normal
operator

N̂e,t0(P, σ̂) :=
∑

j+k+|α|≤m

ajkα(t0, 0, ω)(−σ̂r′)j(r′Dr′)
kDα

ω

∈ Diffm,0,mb,sc ([0,∞]r′ × Sn−1) = (1 + r′)mDiffmb,sc([0,∞]r′ × Sn−1),

(2.1)

where Diffmb,sc([0,∞]r′ ×Sn−1) is the space of differential operators which on r′−1([0, 4)) are

b-operators and on ρ′−1([0, 4)), where ρ′ = r′−1, scattering operators of order m. (Note

that (1+r′)−1 is a defining function of ρ′ = 0.) We write this as N̂e(P, σ̂) when ajkα(t0, 0, ω)
is independent of t0.

These notions extend in a straightforward manner to operators acting between spaces of
sections of vector bundles E,F → M◦, that is, P ∈ Diffme (M◦;E,F ). Then N̂e,t0(P, σ̂) is

an element of Diffm,0,mb,sc ([0,∞]r′ × Sn−1;π∗t0E, π
∗
t0F ), where πt0 : (r′, ω) 7→ (t0, 0, ω) ∈ ∂M◦.

Thus, the bundle π∗t0E is the pullback of E|β−1(t0) to [0,∞] × Sn−1, similarly for π∗t0F . It

may happen that for an identification of the bundles E|β−1(t) → β−1(t) = Sn−1 for varying

t, similarly for F , the operators N̂e,t0(P, σ̂) are t0-independent; in this case we again drop
‘t0’ from the notation.

The associated Sobolev spaces are called weighted edge Sobolev spaces. We first define
them when M◦ is compact. Fixing a weighted b-density on M◦, such as rn−1|dt dr dgSn−1 |
in local coordinates, to define L2(M◦), one defines Hs,`

e (M◦) = r`Hs
e (M◦) = {r`u : u ∈

Hs
e (M◦)} for s ∈ N0, ` ∈ R, where

Hs
e (M◦) = {u ∈ L2(M◦) : Pu ∈ L2(M◦) ∀P ∈ Diffme (M◦)}.

The space Hs,`
e (M◦) can be given the structure of a Hilbert space, with squared norm

given by the sum of squared L2-norms of r−`Pju where {Pj} ⊂ Diffme (M◦) is a finite

subset spanning Diffme (M◦) over C∞(M◦). Weighted edge Sobolev spaces Hs,`
e (M◦;E) of

sections of vector bundles E →M◦ are defined as distributions on (M◦)
◦ which are tuples of

elements of Hs,`
e (M◦) when multiplied by any smooth function on M◦ on whose support E is

trivialized. Thus, every P ∈ Diffm,`e (M◦;E,F ) defines a bounded operator Hs,`′
e (M◦;E)→

Hs−m,`′−`
e (M◦;F ) when s ≥ m. Edge spaces of extendible and/or supported distributions
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on precompact subsets of manifolds M◦ with fibered boundary can be defined analogously
to (A.2a)–(A.2c).

2.2. Towards scattering theory for the small black hole: 3b-analysis. We now
work on the space

M :=
[
R1+n; ∂(R× {0})

]
(2.2)

with interior M◦ = Rt × Rnx. We denote the front face by T = T+ t T− where T± is the

lift of {±∞} × {0}; and we denote the lift of ∂R1+n by D. Thus, one can use ρD = 1
〈x〉

and ρT = 〈x〉
〈(t,x)〉 as defining functions of D and T , respectively. Following [Hin23d, §3.1],

we define the space of 3b-vector fields by V3b(M) := ρ−1
D V3sc(M). This Lie algebra and

C∞(M)-module is thus spanned over C∞(M) by the vector fields

〈x〉∂t, 〈x〉∂x1 , . . . , 〈x〉∂xn . (2.3)

The corresponding class of (weighted) differential operators is denoted

Diffm,`D,`T3b (M) = ρ−`DD ρ−`TT Diffm3b(M).

The associated Sobolev spaces, relative to a fixed choice of weighted b-density on M, are
denoted

Hs,αD,αT
3b (M) = ραDD ραTT Hs

3b(M).

When we consider spaces H̄s,αD,αT
3b (U) of extendible distributions on an open subset U ⊂M

(which in applications is parameter-dependent), we shall always work with fixed boundary
defining functions ρD, ρT and use the quotient norm, i.e. the smallest norm of any extension.
Carefully note that even in the case that Ū ∩ ∂M = ∅, this norm depends on the weights
αD, αT at D, T ⊂M. For example, in the case s = 0, we have

‖u‖
H̄

0,αD ,αT
3b (U)

= ‖ρ−αDD ρ−αTT u‖L2(U).

Thus, when Uε = ε−1U1 where ∅ 6= U1 ⊂ M and ε > 0 is a parameter, then the norm on
H̄0,αD,αT

3b (Uε) is uniformly equivalent to the L2(Uε) norm if and only if αD = αT = 0.

Here and below, we no longer spell out the purely notational changes required for ac-
commodating vector bundles.

2.2.1. Spectral family and Fourier transform. Consider a stationary 3b-differential operator

P =
∑

j+|α|≤m

ajα(x)(〈x〉Dt)
j(〈x〉Dx)α ∈ Diffm,`D,03b,I (M),

where ajα ∈ 〈x〉`DC∞(Rnx); the subscript ‘I’ indicates the stationarity of P , i.e. the t-
independence of its coefficients (or equivalently [P, ∂t] = 0). We can then define the spectral
family of P by formally replacing Dt with multiplication by −σ ∈ C, which gives

P̂ (σ) =
∑

j+|α|≤m

ajα(x)(−σ〈x〉)j(〈x〉Dx)α ∈ Diffm(Rn). (2.4)

Note that P̂ (σ) ∈ Diffm,m+`D
sc (Rn) = 〈x〉m+`DDiffmsc(Rn) with smooth dependence on σ ∈ C,

and for σ = 0 one in fact has P̂ (0) ∈ Diffm,`Db (Rn).
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In order to record the structure of P̂ (σ) as a family of operators more precisely, we recall
from [GH08, Hin21a] (see also [Hin23d, §2.4]) for the low frequency regime the space

Xsc-b :=
[
[0, 1)|σ| ×X ; {0} × ∂X

]
, X := Rn,

with boundary hypersurfaces denoted scf (‘scattering face’, the lift of [0, 1)×∂X ), tf (‘tran-
sition face’, the front face), and zf (‘zero face’, the lift of {0}×X ); and we further recall the
Lie algebra Vsc-b(X ) of sc-b-transition vector fields, consisting of all V ∈ ρscfVb(Xsc-b) which
are tangential to all |σ|-level sets (i.e. d|σ|(V ) = 0). Here ρscf ∈ C∞(Xsc-b) is a defining
function of scf; a possible choice is ρscf = ρ

ρ+|σ| where ρ = 〈x〉−1. Thus, sc-b-transition

vector fields are spanned over C∞(Xsc-b) by ρscf〈x〉∂x. (A sc-b-transition vector field is thus
a family of vector fields on X ◦ with smooth dependence on the parameter |σ| ∈ (0, 1) and
a specific degeneration near |σ| = 0 and/or ∂X .) See Figure 2.1.

|σ|

scf

tf

ρ′ = ρ
|σ|

ρzf ρ

|σ|

Figure 2.1. On the left: the sc-b-transition double space in ρ = 〈x〉−1 < 1,
with the factor Sn−1

ω , ω = x
|x| , suppressed. On the right: the product space

[0, 1)|σ| × Rn. The arrow is the blow-down map.

Since ρscf |σ|〈x〉 = ρ
ρ+|σ| |σ|ρ

−1 = |σ|
ρ+|σ| ∈ C

∞(Xsc-b), we see from (2.4) that for any fixed

σ̂ ∈ C, |σ̂| = 1, (
ρ`D P̂ (σ̂|σ|)

)
|σ|∈[0,1)

∈ Diffm,m,0,0sc-b (X ) = ρ−mscf Diffmsc-b(X ),

and therefore(
|σ|`D P̂ (σ̂|σ|)

)
|σ|∈[0,1)

∈ Diffm,m+`D,0,−`D
sc-b (X ) = ρ

−(m+`D)
scf ρ`Dzf Diffmsc-b(X ). (2.5)

The second, third, and fourth orders refer to weights at scf, tf, and zf, respectively, and
ρH ∈ C∞(Xsc-b) is a defining function of H ∈ M1(Xsc-b), with possible choices being
ρscf = ρ

ρ+|σ| as above (with ρ ∈ C∞(X ) a boundary defining function), ρtf = ρ + |σ|, and

ρzf = |σ|
ρ+|σ| .

This operator family has a transition face normal operator Ntf(P, σ̂), given by restriction
to tf: to define it, we first rewrite (2.4) in inverse polar coordinates ρ = |x|−1, ω = x

|x| as

P̂ (σ) =
∑

j+k+|α|≤m

ρ−`Da0
jkα(σ, ρ, ω)

(σ
ρ

)j
(ρDρ)

kDα
ω

where a0
jkα ∈ C∞(X ). We then pass to ρ′ = ρ

|σ| ; thus

tf = [0,∞]ρ′ × Sn−1. (2.6)
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Restricting the coefficients of (|σ|`D P̂ (σ̂|σ|))|σ|∈[0,1) to σ = 0 gives

Ntf(P, σ̂) =
∑

k+|α|≤m

atf,kα(σ̂, ρ̂, ω)(ρ′Dρ′)
kDα

ω

∈ Diffm,m+`D,−`D
sc,b (tf) =

( ρ′

1 + ρ′

)−m−`D
(1 + ρ′)−`DDiffmsc,b([0,∞]ρ′ × Sn−1),

where the coefficients atf,kα ∈ ( ρ′

1+ρ′ )
−m−`D(1 + ρ′)−`DC∞(tf) (with smooth dependence on

σ̂) are given by atf,kα(σ̂, ρ′, ω) :=
∑

j≤m−k−|α| a
0
jkα(0, 0, ω)σ̂jρ′−j−`D .

For the high frequency regime, we introduce h = |σ|−1 and z = σ/|σ|; then

P̂ (h−1z) ∈ Diffm,m+`D,m
sc,~ (X ) = h−mDiffm,m+`D,0

sc,~ (X ) = h−mρ−m−`DDiffmsc,~(X ) (2.7)

(where now ρ ∈ C∞(X ) is a global boundary defining function such as ρ = 〈x〉−1), with
smooth dependence on z ∈ C, |z| = 1; the space Diffmsc,~(X ) is defined in the usual way
relative to the space of semiclassical scattering vector fields Vsc,~(X ) which are vector fields
of the form V = hW where W ∈ C∞([0, 1)h;Vsc(X )). See [VZ00] and [Hin23d, §2.3] for
details.

We next discuss function spaces. Fix on X a weighted b-density µ and then on M the
(weighted b-)density |dt| ⊗µ. By the Plancherel theorem, the Fourier transform, here with
the convention

û(σ, x) = (Fu)(σ, x) :=

∫
R
eiσtu(t, x) dt, x ∈ X ,

induces an isomorphism L2(M) ∼= L2(Rσ;L2(X )). Moreover, the Fourier transform inter-
twines the vector fields (2.3) with −iσ〈x〉, 〈x〉∂x. For ρ := |x|−1 < 1 and ω = x

|x| we can

replace these by σρ−1, ρ∂ρ, ∂ω, i.e. ρ−1
scf = ρ+|σ|

ρ times σ
ρ+|σ| , ρscfρ∂ρ, ρscf∂ω; on the other

hand, for |σ| > 1, we can replace them by h−1ρ−1 times 1, h∂x. Thus, the Fourier transform
gives an isomorphism

F : Hm,αD,0
3b (M)→ L2

(
Rσ;Hm,αD

3̂b,σ
(X )

)
,

Hm,αD
3̂b,σ

(X ) :=

{
Hm,m+αD,αD,0

sc-b,|σ| (X ), |σ| ≤ 1,

Hm,m+αD,m
sc,|σ|−1 (X ), |σ| > 1,

(2.8)

where we set

‖u‖2
Hm,r,l,b

sc-b,|σ|(X )
:=

∑
|α|≤m

‖ρ−rscfρ
−l
tf ρ
−b
zf (ρscf〈x〉∂x)αu‖2L2(X ),

‖u‖2
Hm,r,b

sc,h (X )
:=

∑
|α|≤m

‖〈x〉rh−b(h∂x)αu‖2L2(X ).

See [Hin23d, Proposition 4.24] for details.

The Hm,r,l,b
sc-b,|σ|(X )-norms can in turn be described using standard scattering and/or b-

norms (see Appendix A). Write µ = ρ−wµb where 0 < µb ∈ C∞(X ; bΩX ) is an unweighted
b-density; and use a density µ′ on tf which is the product of an unweighted b-density µ′b with

ρ′−w. Let χ ∈ C∞c ([0, 1)) be equal to 1 near 0, and set χzf = χ( |σ|ρ+|σ|) and χtf = χ(|σ|+ ρ);

define moreover Ψ|σ|(ρ
′, ω) := (|σ|, |σ|ρ′, ω) ∈ Xsc-b for |σ| 6= 0 (using the coordinates |σ|,
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ρ ≥ 0, ω ∈ Sn−1 on the right). Recalling (2.6), we then have uniform (in |σ|) norm
equivalences

‖χzfu‖Hm,r,l,b
sc-b,|σ|(X ;µ)

∼ |σ|−b‖χzfu‖Hm,l−b
b (X )

,

‖χtfu‖Hm,r,l,b
sc-b,|σ|(X )

= ‖χtfu‖
H
m,r+w

2 ,l+
w
2 ,b

sc-b,|σ| (X ;µb)
∼ |σ|−l−

w
2 ‖Ψ∗|σ|(χtfu)‖

H
m,r+w

2 ,b−l−
w
2

sc,b (tf;µ′b)

= |σ|−l−
w
2 ‖Ψ∗|σ|(χtfu)‖

Hm,r,b−l
sc,b (tf;µ′)

.

(2.9)

See [Hin23d, Proposition 2.21].

2.3. Combination; uniformity in ε: se-analysis. Let M be an (n + 1)-dimensional
manifold without boundary (which will play the role of the spacetime into which we wish
to glue a black hole), and let C ⊂M be a closed embedded 1-dimensional submanifold with
orientable normal bundle. We then recall from [Hin23a, Definitions 3.1 and 3.9]:

Definition 2.1 (Total gluing spacetime; vector fields). The total gluing spacetime is

M̃ :=
[

[0, 1)ε ×M ; {0} × C
]
, with blow-down map β̃ : M̃ → [0, 1)ε ×M.

for |σ| 6= 0 (using the coordinates |σ|, ρ ≥ 0, ω ∈ Sn−1 on the right) for |σ| 6= 0 (using

the coordinates |σ|, ρ ≥ 0, ω ∈ Sn−1 on the right)The boundary hypersurfaces of M̃ are

denoted M◦ = [M ; C] (the lift of {0} ×M) and M̂ = NC ∼= C × Rn (the front face, i.e.
lift of {0} × C, which is the radially compactified normal bundle of C in M). We write

β◦ = β̃|M◦ : M◦ → M and β̂ = β̃|M̂ : M̂ → C. Furthermore, we set Mε := {ε} ×M ⊂ M̃

for ε > 0. Defining the vertical tangent bundle T̃ ([0, 1)×M) := [0, 1)× TM → [0, 1)×M ,
we set

T̃ M̃ := β̃∗T̃ ([0, 1)×M).

With respect to the fibration β̂ of M̂ , we moreover define the Lie algebra and C∞(M̃)-
module of se-vector fields by

Vse(M̃) = {V ∈ Vb(M̃) : dε(V ) = 0, V is tangent to the fibers of M̂}.

The fibers of M̂ are denoted M̂p := β̂−1(p) for p ∈ C; when an identification of C with

a subset of Rt is chosen, we also write M̂t instead of M̂p when t ∈ R corresponds to the

point p ∈ C. Defining functions of M◦ and M̂ (also local ones) are denoted ρ◦ and ρ̂,

respectively; we always require ρ◦ρ̂ = ε. We write Diffmse(M̃) for the space of locally finite

sums of up to m-fold compositions of elements of Vse(M̃); 0-fold compositions are defined

to be multiplication operators by elements of C∞(M̃). We finally write

Diffm,`◦,
ˆ̀

se (M̃) := ρ−`◦◦ ρ̂−
ˆ̀
Diffmse(M̃).

Remark 2.2 (Action of operators). If P = (Pε)ε∈(0,1) ∈ Diffmse(M̃) and u ∈ C∞(M), we shall
write Pu for the function Pεu when the value of ε is clear from the context (typically from
the subscript of an se-Sobolev norm, see below).

If t ∈ R, x ∈ Rn are local coordinates near a point in C, with C = {x = 0}, then one can

take ρ̂ = (ε2 + |x|2)1/2 and ρ◦ = ε
(ε2+|x|2)1/2 = 〈x̂〉−1 where x̂ = x

ε . A local spanning set of
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Vse(M̃) is ρ̂∂t, ρ̂∂xi (1 ≤ i ≤ n); this is thus a local frame for the se-tangent bundle

seTM̃ → M̃,

and we have
T̃ M̃ = ρ̂−1 seTM̃, (2.10)

in the sense that the map C∞(M̃ ; T̃ M̃) 3 V 7→ ρ̂V ∈ C∞(M̃ ; seTM̃) is an isomorphism of

C∞(M̃)-modules. An se-vector field V ∈ Vse(M̃) is thus a smooth family, parameterized
by ε ∈ (0, 1), of smooth vector fields V |Mε on M ∼= {ε} ×M = Mε which degenerate in a
specific fashion near C as ε→ 0.

Definition 2.3 (se-Sobolev spaces). Suppose M is compact. Fix a smooth positive density
on M . Then for ε > 0 we define the se-Sobolev space Hm

se,ε(M) = Hm(M) to have the
ε-dependent squared norm

‖u‖2Hm
se,ε(M) :=

∑
j

‖Pj |Mεu‖2L2(M),

where {Pj} ⊂ Diffmse(M̃) is a fixed (i.e. ε-independent) finite spanning set.6 The weighted

se-Sobolev space Hm,α◦,α̂
se,ε (M), where α◦, α̂ ∈ R, is equal to Hm(M) for all ε > 0 as a vector

space, but with norm

‖u‖
Hm,α◦,α̂

se,ε (M)
:= ‖ρ−α◦◦ ρ̂−α̂u‖Hm

se,ε(M)

where ρ◦, ρ̂ are fixed defining functions.

If instead of a fixed positive density on M one chooses a smooth positive section of the

density bundle associated with T̃ M̃ , one obtains uniformly equivalent norms.

Remark 2.4 (Norm in local coordinates). For u with support in a fixed compact subset of
a coordinate chart Rt × Rnx, the Hm

se,ε(M)-norm is uniformly (for ε ∈ (0, 1]) equivalent to

‖u‖2Hm
se,ε(M) =

∑
j+|α|≤m

∥∥((ε2 + |x|2)1/2∂t
)j(

(ε2 + |x|2)1/2∂x
)α
u
∥∥2

L2(R1+n
t,x )

. (2.11)

These spaces are Hilbert spaces, and one can define them for m ∈ R via duality (with
respect to L2(M)) and interpolation (or better yet via testing with se-pseudodifferential

operators, defined below). Every element P ∈ Diffm,`◦,
ˆ̀

se (M̃) defines, upon restriction to Mε,
a continuous map Hs → Hs−m, whose norm between the appropriate se-spaces is uniformly
bounded: for all s, α◦, α̂, there exists a constant C which is independent of ε so that

‖u‖
Hs−m,α◦−`◦,α̂−ˆ̀

se,ε (M)
≤ C‖Pu‖

Hs,α◦,α̂
se,ε (M)

for all ε ≤ 1
2 .

While se-Sobolev spaces are convenient for estimates, the regularity of coefficients of
se-operators is better measured in L∞-based spaces:

Definition 2.5 (se-continuity). For α◦, α̂ ∈ R, we write

Ck,α◦,α̂se,ε (M) := Ck(M), ‖u‖Ck,α◦,α̂s,ε (M)
:=
∑
j

‖ρ−α◦◦ ρ̂−α̂Pj |Mεu‖L∞(M), (2.12)

6Thus, the norm depends on C, even though we do not make this explicit in the notation.
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where Pj is as in Definition (2.3). Furthermore, we set

Ck,α◦,α̂se (M̃) :=
{
ũ : M̃ \ (M◦ ∪ M̂)→ C : sup

ε∈(0,1)
‖ũ|Mε‖Ck,α◦,α̂se,ε (M)

<∞
}
.

2.3.1. Normal operators. In local coordinates t ∈ R and x ∈ Rn as above, an element of

Diffmse(M̃) can be written as

P =
∑

j+|α|≤m

ajα(ε, t, x)(ρ̂Dt)
j(ρ̂Dx)α, (2.13)

where the ajα are smooth on M̃ . We fix the choice ρ̂ = (ε2 + |x|2)1/2; restricting the
coefficients to M◦ then gives a◦,jα = ajα|M◦ ∈ C∞(M◦) (i.e. smooth in t, |x|, x

|x|) and in

view of ρ̂|M◦ = |x| the edge operator

NM◦(P ) =
∑

j+|α|≤m

a◦,jα(|x|Dt)
j(|x|Dx)α ∈ Diffme (M◦).

More invariantly, the restriction of a defining function of M̂ to M◦ is a defining function of
∂M◦. Thus, there is a natural isomorphism of cotangent bundles

seT ∗M◦M̃
∼= eT ∗M◦ (2.14)

which is the adjoint of seTM◦M̃
∼= eTM◦.

We next turn to normal operators at M̂ . For fixed t0, let us set

t̂ :=
t− t0
ε

, x̂ :=
x

ε
. (2.15)

Then ρ̂Dt = ε〈x̂〉 · ε−1Dt̂ = 〈x̂〉Dt̂ and ρ̂Dx = 〈x̂〉Dx̂. Note that M̂t0 = Rnx̂ via continuous

extension of Rn 3 x̂ 7→ limε→0(ε, t0, εx̂) ∈ M̂t0 . Defining thus ajα(t0, ·) := ajα|M̂t0
∈

C∞(M̂t0) = C∞(Rnx̂), the operator P induces the stationary 3b-operator

NM̂t0
(P ) =

∑
j+|α|≤m

ajα(t0, x̂)(〈x̂〉Dt̂)
j(〈x̂〉Dx̂)α ∈ Diffm3b,I(M), (2.16)

where we setM = [R1+n
t̂,x̂

; ∂(Rt̂×{0})] as in (2.2). (When NM̂t0
(P ) is independent of t0 for

a fixed choice of local coordinates t, x, we drop ‘t0’ from the notation.) These considerations
lead to a natural isomorphism

3bT ∗ẑM∼= seT ∗z M̃, (2.17)

where the function z = z(ẑ) is defined by continuous extension of ẑ = (t̂, x̂) 7→ (t0, x̂) = z

(where on the right we use the coordinates t, x̂ near M̂◦). In other words, smooth sections

of seT ∗
M̂t0

M̃ are identified with smooth stationary sections of 3bT ∗M.

Using the material from §2.2, the operator NM̂t0
(P ) in turn has a spectral family

N̂M̂t0
(P, σ) =

∑
j+|α|≤m

ajα(t0, x̂)(−σ〈x̂〉)j(〈x̂〉Dx̂)α,

which in turn has transition face normal operators. More generally, for P ∈ Diffm,`◦,
ˆ̀

se (M̃),
one has normal operators

NM◦(ε
`◦P ) ∈ Diffm,

ˆ̀−`◦
e (M◦),
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NM̂t0
(ε

ˆ̀
P ) ∈ Diffm,`◦−

ˆ̀,0
3b (M).

In particular, using (2.5) with `D = `◦ − ˆ̀, we then have

(r′)−(ˆ̀−`◦)N̂e,t0

(
r

ˆ̀−`◦NM◦(ε
`◦P ), σ̂

)
∈ Diff

m,ˆ̀−`◦,m−(ˆ̀−`◦)
b,sc ([0,∞]r′ × S2), (2.18)(

|σ|`◦−ˆ̀
N̂M̂t0

(ε
ˆ̀
P, σ̂|σ|)

)
||σ|∈[0,1) ∈ Diff

m,m+(`◦−ˆ̀),0,−(`◦−ˆ̀)
sc-b (X ), (2.19)

where X = Rnx̂; here r′ = r|σ|. See [Hin23a, §3] for a more geometric perspective on the
normal operators of se-differential operators.

Lemma 2.6 (Identification of tf- and reduced normal operators). Let P ∈ Diffm,`◦,
ˆ̀

se (M̃).
Let σ̂ ∈ C, |σ̂| = 1. Write

N̂e,t0(P, σ̂) ∈ Diff
m,ˆ̀−`◦,m−(ˆ̀−`◦)
b,sc ([0,∞]r′ × S2)

for the reduced normal operator (2.18). Furthermore, write

N̂tf,t0(P, σ̂) ∈ Diff
m,m+(`◦−ˆ̀),−(`◦−ˆ̀)
sc,b (tf), tf = [0,∞]ρ′ × S2, (2.20)

for the transition face normal operator of (2.19); here ρ′ = 1/r̂
|σ| for r̂ = |x̂| = |x|

ε . Then the

pullback of N̂e,t0(P, σ̂) along the map (ρ′, ω) 7→ (r′, ω) = (ρ′−1, ω) is equal to N̂tf,t0(P, σ̂).

Proof. Consider first the unweighted case `◦ = ˆ̀ = 0. Both normal operators only involve
the coefficients of P (as an se-operator) at ∂M̂t0 . It thus suffices to check the claim for

a local frame of se-vector fields near ∂M̂t0 . We take r∂t, r∂r, ∂ω, the reduced normal
operators of which are, in terms of r′ = r|σ| and σ̂ = σ

|σ| , given by

−irσ = −ir′σ̂, r′∂r′ , ∂ω. (2.21)

On the other hand, writing r = εr̂ and t̂ = t−t0
ε , these se-vector fields take the form

r̂ε∂t = r̂∂t̂, r̂∂r̂, ∂ω, whose spectral families are −iσr̂, r̂∂r̂, ∂ω, and which thus have the
transition face normal operators −iσ̂ρ′−1, −ρ′∂ρ′ , ∂ω. Under the identification ρ′ = r′−1,
these are equal to (2.21).

To prove the weighted version of the Lemma, we only need to check the weights them-

selves. So for w = ρ−`◦◦ ρ̂−
ˆ̀
, where we may take ρ◦ = ε

r = r̂−1 and ρ̂ = r near ∂M̂ , we have

NM◦(ε
`◦w) = r`◦−

ˆ̀
, so N̂e,t0(w, σ̂) = (r′)`◦−

ˆ̀
; on the other hand, N̂M̂t0

(ε
ˆ̀
w, σ̂|σ|) = r̂`◦−

ˆ̀
,

so N̂tf,t0(w, σ̂) = (ρ′)−(`◦−ˆ̀). The conclusion is now evident. �

The same calculations also show the equality of boundary spectra

specb(N̂e,t0(P, σ̂)) = specb(N̂tf,t0(P, σ̂)) = − specb(N̂M̂t0
(P, 0)) (2.22)

and their independence of σ̂; here, the boundary spectra are computed for the b-normal
operators at r′ = 0, resp. ρ′ = 0, resp. r̂−1 = 0.

The functions t̂, x̂ defined by (2.15) induce a diffeomorphism

ff[M̃ ; M̂t0 ] ∼=M, (2.23)
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where ff[X;Y ] denotes the front face of [X;Y ]. This follows from a local coordinate com-

putation: replacing M by Rt × Rnx, the space [M̃ ; M̂t0 ] is the iterated blow-up

[[0, 1)× Rt × Rnx; {0} × Rt × {0}; {0} × {t0} × {0}
]
.

Since {0} × {t0} × {0} ⊂ {0} × Rt × {0}, the order of the two blow-ups can be exchanged
by [Mel96, Proposition 5.8.1]. Now, the front face of [[0, 1)× Rt × Rnx; {0} × {t0} × {0}] is

diffeomorphic to R1+n
t̂,x̂

, and the lift of {0}×Rt×{0} meets this at the boundary at infinity

where x̂/t̂ = 0, i.e. at ∂Rt̂ × {0}; this gives (2.23). (See also [Hin23a, §3.1].) The operator

NM̂t0
(P ) then arises, in a more geometric fashion, as the restriction to ff[M̃ ; M̂t0 ] of P .

2.3.2. Relationship of se- and edge-notions. The relationship between se-vector fields on M̃
and edge vector fields on M◦ has the following consequence for Sobolev spaces, which we
phrase in local coordinates for simplicity.

Lemma 2.7 (se- and edge Sobolev spaces). Consider local coordinates t ∈ R, x ∈ Rn on
M , with C = {x = 0}. Let χ ∈ C∞c ([0,∞)), and write χ◦(ε, t, x) = χ( ε

|x|) which is thus equal

to 1 near M◦. Let m ∈ N0, α◦, α̂ ∈ R. Then we have a uniform equivalence of norms

‖χ◦u‖Hm,α◦,α̂
se,ε (M)

∼ ε−α◦‖(χ◦u)(ε,−)‖
Hm,α̂−α◦

e (M◦)

for all u with support in any fixed compact subset of Rt × Rnx. On the right, we regard
(χ◦u)(ε,−) as the function Rt × (Rnx \ {0}) 3 (t, x) 7→ (χ◦u)(ε, t, x); and we use on M◦ the
density |dtdx|.

Proof. We have (ε2 + |x|2)1/2 = |x|η(ε, x) where η(ε, x) = (1 + ε2

|x|2 )1/2 and η(ε, x)−1 are

smooth on suppχ◦. Thus, in the expression (2.11) for χ◦u in place of u, the replacement
of the derivatives on the right hand side by (|x|∂t)j(|x|∂x)α gives a uniformly equivalent
norm. �

Define fiber-linear coordinates σe, ξe ∈ R and ηe ∈ T ∗S2 on eT ∗M◦ by writing edge
covectors in terms of t ∈ IC , r = |x| ≥ 0, ω = x

|x| ∈ S2 as

−σe
dt

r
+ ξe

dr

r
+ ηe, ηe ∈ T ∗ωS2. (2.24)

Then the proof of Lemma 2.7 also shows that σe, ξe, ηe are smooth fiber-linear coordinates

also on seT ∗M̃ in a neighborhood of ∂M◦, since dt
r , dr

r , and spherical 1-forms are a local

frame of seT ∗M̃ near ∂M◦.

2.3.3. Relationship of se- and 3b-notions. In order to transfer bounds for distributions on
M, with parametric ε-dependence, in 3b-spaces to bounds in se-spaces, we first need to

upgrade (2.23) to a relationship between [M̃ ; M̂t0 ] and [0, 1)ε ×M. (The relationship on
the level of function spaces is discussed in Lemma 2.9 below.) We state this directly in
local coordinates:

Lemma 2.8 (Relationship between resolved spaces). Let M = Rt×Rnx, C = Rt×{0}, and

define M̃ = [[0, 1)ε ×M ; {0}× C] and M̂t0 ⊂ M̃ as in Definition 2.1. Define M as in (2.2)
with coordinates denoted t̂, x̂, and boundary hypersurfaces T (front face) and D (lift of the
original boundary).
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(1) The map

(0, 1)×M 3 (ε, t, x) 7→ (ε, t̂, x̂) =
(
ε,
t− t0
ε

,
x

ε

)
∈ (0, 1)×M (2.25a)

extends by continuity to a smooth map

Ψ: [M̃ ; M̂t0 ]→ M̃ :=
[

[0, 1)×M; {0} × T ; {0} × D
]

(2.25b)

which is a diffeomorphism onto its image (equal to the complement of the union of

the lifts of [0, 1)×T and [0, 1)×D). Under Ψ, the lift of M̂ , resp. M◦ gets mapped
to the lift of {0} × T , resp. {0} × D.

(2) Denote by seT [M̃ ; M̂t0 ] the pullback of seTM̃ , and denote by 3bTM̃ the pullback of
3bTM along the composition of maps M̃ → [0, 1) ×M → M. Then pushforward

along Ψ induces a bundle isomorphism seT [M̃ ; M̂t0 ] ∼= 3bT
Ψ([M̃ ;M̂t0 ])

M̃. (That is,

the space of pushforwards of se-vector fields under Ψ is equal to the space of families
of 3b-vector fields on M, parameterized by ε ∈ (0, 1), whose coefficients are smooth
on the image of Ψ.)

See Figure 2.2 for an illustration.

t

x

ε

1

2

3

x̂
t̂

ε 1

23

Figure 2.2. Illustration of Lemma 2.8. Boundary hypersurfaces which are
mapped to each other under Ψ are labeled by matching numbers on both

sides. On the left: the space [M̃ ; M̂t0 ]. On the right: the subset of the space
[[0, 1)×M; {0} × T ; {0} × D] where t̂ ≥ 0.

Proof of Lemma 2.8. We check part (1) in local coordinates.

Near the interior of the front face of [M̃ ; M̂t0 ], a local coordinate system is ε, t−t0
ε , x

ε ;

and ε, t̂, x̂ are local coordinates on [0, 1)×M◦.
Next, near the interior of one of the two components of the intersection of the front face

of [M̃ ; M̂t0 ] with the lift of M̂ , we can use t − t0, ε
t−t0 , x

ε as local coordinates. These are

equal to εt̂ = ε
1/t̂

, 1
t̂
, x̂, which are local coordinates near the interior of one of the two

components of the intersection of the front face of [[0, 1) ×M; {0} × T ] with the lift of
{0} ×M (which is disjoint from the lift of {0} × D and thus unaffected by the blow-up of
the latter).
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We continue with a neighborhood of the interior of the intersection of the front face of

[M̃ ; M̂t0 ] with the lift of M◦. There, local coordinates are |x|, x
|x| ,

t−t0
|x| , ε

|x| . But these equal

ε|x̂|, x̂
|x̂| ,

t̂
|x̂| ,

1
|x̂| , with the last three being local coordinates on M away from T , and the

first one a local defining function of the lift of {0} ×M to [[0, 1)×M; {0} ×D] away from
the lift of {0} × T .

Finally, we consider a neighborhood of the codimension 3 corner of [M̃ ; M̂t0 ]. Starting

with the local coordinates t− t0, ε
|x| , |x|,

x
|x| on M̃ near M̂t0 ∩M◦, local coordinates on the

space [M̃ ; M̂t0 ] produced by blowing up M̂t0 = {t − t0 = |x| = 0} are t − t0, |x|
t−t0 , ε

|x| ,
x
|x| .

In terms of t̂, x̂, these are equal to

εt̂,
|x̂|
t̂
,

1

|x̂|
,
x̂

|x̂|
. (2.26)

On the other hand, starting with the local coordinates ε, |x̂|
t̂

, 1
|x̂| ,

x̂
|x̂| on [0, 1) ×M near

[0, 1) × (T ∩ D), we first blow up {0} × T = {ε = |x̂|
t̂

= 0}; in the region where |x̂|
t̂
& ε

(which ends up containing a neighborhood of the relevant codimension 3 corner), we can

then use as local coordinates ε
|x̂|/t̂ = εt̂

|x̂| ,
|x̂|
t̂

, 1
|x̂| ,

x̂
|x̂| , and the lift of {0} × D is given by

{ εt̂|x̂| = 1
|x̂| = 0}. In the region where 1

|x̂| &
εt̂
|x̂| , we can then introduce as local coordinates

on the space on the right in (2.25b): 1
|x̂| ,

εt̂/|x̂|
1/|x̂| = εt̂, |x̂|

t̂
, x̂
|x̂| . These match (2.26), as desired.

We sketch an alternative proof based on commuting blow-ups: the map (ε, t, x) 7→ (ε, t̂, x̂)
is easily seen to extend to a diffeomorphism Ψ0 : [[0, 1) × Rt × Rnx; {(0, 0, 0)}] → [[0, 1) ×
Rt̂ × Rnx̂; {0} × ∂R1+n]. We then blow up the lift of {0} × (Rt × {0}) in the domain (thus

producing a compactification of [M̃ ; M̂t0 ]) and its image under Ψ0, i.e. the lift of {0} ×
(∂Rt̂ × {0}), in the target. The resulting diffeomorphism Ψ1 restricts to [M̃ ; M̂t0 ] to the
map Ψ in (2.25b). This uses that the image of this restriction Ψ is disjoint from the lift of
[0, 1)× (∂Rt̂×{0}), so one may as well blow up this lift in the target without affecting the

mapping properties of Ψ; but since ({0}×∂R1+n)∩ ([0, 1)× (∂R×{0}) = {0}× (∂R×{0}),
we can commute blow-ups to see that the resulting target space is[

[0, 1)× R1+n; {0} × ∂R1+n; {0} × (∂R× {0}); [0, 1)× (∂R× {0})
]

∼=
[
[0, 1)× R1+n; [0, 1)× (∂R× {0}); {0} × (∂R× {0}); {0} × ∂R1+n

]
=
[
[0, 1)×M; {0} × T ; {0} × D

]
.

Part (2) follows from the fact that the space of se-vector fields on M̃ is spanned by
ρ̂∂t = 〈x̂〉∂t̂ and ρ̂∂x = 〈x̂〉∂x̂. �

Lemma 2.9 (se- and 3b-Sobolev spaces). Take M = Rt × Rnx, C = Rt × {0} to define

M̃ , and set M = [R1+n
t̂,x̂

; ∂(R × {0})]. Fix the densities |dt dx| and |dt̂dx̂| on M and

M. Define Ψ as in (2.25a)–(2.25b). Let λ > 0 and set Ω = {|t| < λ, |x| < λ} ⊂ M ,
Ωε = {|t̂| < ε−1λ, |x̂| < ε−1λ} ⊂ M. Let m ∈ N0, α◦, α̂ ∈ R. Then we have a uniform
equivalence of norms

‖u‖
Hm,α◦,α̂

se,ε
∼ ε

n+1
2
−α̂‖(Ψ∗u)(ε,−)‖

Hm,α◦−α̂,0
3b

(2.27)
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when u has support in Ω (and thus (Ψ∗u)(ε,−) has support in Ωε).

Proof. Since

‖u‖
H̄m,α◦,α̂

se,ε (Ω)
= ε−α̂‖u‖

H̄m,α◦−α̂,0
se,ε (Ω)

,

it suffices to consider the case α̂ = 0. The norm equivalence (2.27) then follows for m =
α◦ = 0 from |dtdx| = εn+1|dt̂ dx̂|, for general m from Lemma 2.8(2), and for general α◦
from the relationship between M◦ and D ⊂M in Lemma 2.8(1). Note here that the closure

of
⋃
ε∈(0,1){ε}×Ωε in M̃ (see (2.25b)) is disjoint from the ‘lateral’ boundary hypersurfaces

(i.e. the lifts of [0, 1)× T and [0, 1)×D). �

For α̂ = 0 and u supported in Ω, one can further characterize the 3b-norm on the right
in (2.27) using the Fourier transform via (2.8).

2.4. Higher regularity: s-analysis. Note that se-regularity near t = t0, x = 0 amounts
to uniform regularity in the ‘fast’ variables t̂, x̂ from (2.15) when t̂, x̂ are bounded. Regu-
larity in the ‘slow’ time variable t is a stronger notion which we capture as follows.

Definition 2.10 (s-vector fields). In the notation of Definition 2.1, we define the Lie algebra

and C∞(M̃)-module of s-vector fields by

Vs(M̃) = {V ∈ Vb(M̃) : dε(V ) = 0}.

The corresponding space of m-th order s-differential operators is denoted Diffms (M̃).

In local coordinates t, x on M , with C = {x = 0}, a local spanning set of Vs(M̃) is given

by ∂t, ρ̂∂x where ρ̂ = (ε2 + |x|2)1/2. Their restrictions to M◦ are ∂t, |x|∂x and thus span the
space of b-vector fields on M◦. On the other hand, expressed in terms of t̂ = t−t0

ε , x̂ = x
ε ,

these vector fields are ε−1∂t̂, 〈x̂〉∂x̂.

Remark 2.11 (s-vector fields from the 3b-perspective). The lifts of ε−1∂t̂, 〈x̂〉∂x̂ to [M̃ ; M̂t0 ]

do not restrict to the front face M = ff[M̃ ; M̂t0 ] to a subset, let alone a spanning set, of

Vb(M). Thus, s-regularity on M̃ translates into a notion different from b-regularity onM.
This may at first seem surprising since in the 3b-setting the strongest sensible notion of
regularity for 3b-equations onM is b-regularity onM (see e.g. [Hin23d, Corollary 6.16] or
[Hin23c, Corollary 5.35]); but of course b-regularity on M still measures, in any compact
subset of M◦, only regularity in the fast time t̂.

Definition 2.12 (Function spaces). Let M be compact, m, k ∈ N0, α◦, α̂ ∈ R.

(1) (Mixed (se;s)-Sobolev spaces.) For ε ∈ (0, 1), we define

H
(m;k),α◦,α̂
(se;s),ε (M) := Hm+k(M) (2.28)

with norm

‖u‖2
H

(m;k),α◦,α̂
(se;s),ε

(M)
:=
∑
j

‖Qju‖2Hm,α◦,α̂
se,ε (M)

where {Qj} ⊂ Diffks (M̃) is a fixed finite spanning set of Diffks (M̃) over C∞(M̃). (The
L2-space underlying the norm on Hse,ε is defined using a positive smooth density
on M unless noted otherwise.)
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(2) (s-Sobolev spaces.) In the special case m = 0, we write

Hk,α◦,α̂
s,ε (M) = Hk(M), ‖u‖2

Hk,α◦,α̂
s,ε (M)

=
∑
j

‖ρ−α◦◦ ρ̂−α̂Qju‖2L2(M) (2.29)

(3) (s-continuity.) We define Ck,α◦,α̂s,ε (M) and Ck,α◦,α̂s (M̃) analogously to Definition 2.5.

(4) (Mixed (se;s)-continuity.) We define C(k;m),α◦,α̂
(se;s),ε (M) = Ck+m(M) but with norm

‖u‖C(k;m),α◦,α̂
(se;s),ε

(M)
:=
∑
j,l

‖ρ−α◦◦ ρ̂−α̂PjQlu‖L∞(M)

where {Pj} ⊂ Diffkse(M̃) and {Ql} ⊂ Diffms (M̃) are fixed finite spanning sets over

C∞(M̃). We then define C(k;m),α◦,α̂
se;s (M̃) analogously to Definition 2.5.

We record the following version of Sobolev embedding.

Proposition 2.13 (s-Sobolev embedding). Suppose k > dim(M)
2 + l = n+1

2 + l. Then

Hk,α◦,α̂
s,ε (M) ↪→ Cl,α◦,α̂−

n
2

s,ε (M), (2.30)

and the inclusion map has uniformly bounded operator norm. Conversely, for all η > 0,
the map

Cl,α◦,α̂s,ε (M) ↪→ H
l,α◦,α̂+n

2
−η

s,ε (M) (2.31)

has uniformly bounded operator norm.

Proof. For any fixed ε > 0, (2.30) is the standard Sobolev embedding Hk(M) ↪→ Cl(M).
It suffices to prove the uniform boundedness of (2.30) for l = 0. If U ⊂ M is an open
subset with U ∩ C = ∅, and χ ∈ C∞c (U), then ‖χu‖

Hk,α◦,α̂
s,ε (M)

∼ ε−α◦‖χu‖Hk(M) (with ‘∼’

denoting uniform equivalence of norms), which controls ε−α◦‖χu‖L∞(M). It thus suffices to

work near the front face M̂ ⊂ M̃ and in local coordinates t, x as above. We shall reduce
the Proposition to Sobolev embedding on R1+n by passing to rescaled coordinates in which
s-vector fields are uniformly equivalent to coordinate vector fields on R1+n. (This is thus

an instance of a bounded geometry perspective, here for Vs(M̃).)

First, for t0 < t1 and r̂0 > 0, consider a set

U :=
{

(ε, t, x) : ε ∈ (0, 1), t ∈ (t0, t1),
∣∣∣x
ε

∣∣∣ < r̂0

}
⊂ M̃, Uε := U ∩Mε.

On U , we may use ρ̂ = ε and ρ◦ = 1. Define the map Φε : (t, x) 7→ (t, xε ); then

Φε(Uε) = V := (t0, t1)×Br̂0(0) ⊂ Rt × Rnx̂, (Φε)∗∂t = ∂t, (Φε)∗(ε∂x) = ∂x̂.

Furthermore, (Φε)∗(|dt dx|) = εn |dtdx̂|. Therefore, for χ ∈ C∞c (V ), we have

‖(Φ∗εχ)u‖
Hk,α◦,α̂

s,ε (M)
∼ ε

n
2
−α̂‖χ((Φε)∗u)‖Hk(R1+n) & ε

n
2
−α̂‖χ((Φε)∗u)‖L∞ = ε

n
2
−α̂‖χu‖L∞ .

Second, for t0 < t1 and r0 > 0, consider now

U ′ :=
{

(ε, t, x) : ε ∈ (0, 1), t ∈ (t0, t1), ε ≤ |x| ≤ r0

}
⊂ M̃, U ′ε := U ∩Mε.
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On this set, we may take ρ̂ = |x| and ρ◦ = ε
|x| . Passing to polar coordinates x = rω,

define Φ′ : (t, r, ω) 7→ (t,− log r, ω); then s-vector fields are C∞(M̃)-linear combinations of
∂t, ρ̂∂r = r∂r, ∂ω, and we record

Φ′(U ′ε) = V ′ε := (t0, t1)× (− log r0,− log ε)× Sn−1 ⊂ Rt × (− log r0,∞)R × Sn−1
ω ,

Φ′∗∂t = ∂t, Φ′∗(ρ̂∂r) = −∂R, Φ′∗∂ω = ∂ω.

Passing on U ′ from the density |dt dx| = rn−1|dt dr dω| on M to |dt dr
r dω| amounts to

replacing α̂ by α̂ − n
2 ; and then we note that Φ′∗(|dt dr

r dω|) = |dtdR dω|. Shifting the
orders so that α◦ = α̂− n

2 = 0, we then observe that

‖χu‖
Hk,α◦,α̂

s,ε (M ;|dt dx|) ∼ ‖χu‖Hk
s,ε(M ;|dt dr

r
dω|) ∼ ‖Φ

′
∗(χu)‖Hk(Rt×RR×Sn−1

ω ) & ‖χu‖L∞ ,

completing the proof of (2.30).

We verify (2.31) near the corner M◦ ∩ M̂ in coordinates t ∈ I b R, cε ≤ r ≤ C, and for
α◦ = α̂ = 0 and l = 0. We drop integration over (n− 1)-spheres from the notation. Then∫

I

∫ C

cε
|r−

n
2

+ηu(ε, t, r)|2 rn−1 dtdr ≤ ‖u‖L∞ |I|
∫ C

cε
r−1+2η dr

is uniformly bounded as ε↘ 0, as required. �

We next discuss the mapping properties of se- and s-differential operators on the mixed
Sobolev spaces (2.28). We first note:

Lemma 2.14 (Commutator s-vector fields). Denote by

V[s](M̃) ⊂ Vs(M̃)

the space consisting of all s-vector fields V with the property that [V,W ] ∈ Vse(M̃) for all

W ∈ Vse(M̃). Then V[s](M̃) spans Vs(M̃) over C∞s (M̃).

Proof. For χ ∈ C∞(M̃) with suppχ∩ M̂ = ∅, we have χV[s] = χVs. Furthermore, Vse(M̃) ⊂
V[s](M̃).

In local coordinates t, x on M , a spanning set of Vs(M̃) is given by the union of {∂t} and

Vse(M̃). Note then that for all ψ ∈ C∞(M̃) with support in the coordinate chart for which

ψ|M̂ = β̂∗φ for some φ ∈ C∞(C) (i.e. ψ is fiber-constant on M̂), and for W ∈ Vse(M̃), we
have

[ψ∂t,W ] = ψ[∂t,W ]− (Wψ)∂t. (2.32)

But [∂t,W ] ∈ Vse(M̃), and Wψ ∈ εC∞s (M̃); therefore [ψ∂t,W ] ∈ Vse(M̃). This proves

ψ∂t ∈ V[s](M̃). Since every element of Vs(M̃) can be written as a linear combination of ψ∂t

and elements of Vse(M̃) with C∞s (M̃)-coefficients, the lemma is proved. �

The following simple consequence plays a crucial role in the regularity theory for se-
operators.

Corollary 2.15 (Commutators of se-operators and commutator s-vector fields). Let P ∈
Diffm,`◦,

ˆ̀
se (M̃). Let χ ∈ C∞(M̃) be equal to 1 near M̂ and supported in the lift of the
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coordinate chart ε, t, x on M̃ ′ around C. Then [χ∂t, P ] ∈ Diffm,`◦,
ˆ̀

se (M̃). If, moreover, the

normal operators NM̂t0
(ε

ˆ̀
P ) are independent of t0, then [χ∂t, P ] ∈ Diffm,`◦,

ˆ̀−1
se (M̃).

Proof. The first statement follows from χ∂t ∈ V[s] via induction on m. For the second part,

it suffices to work near a compact subset of M̂◦ and with ˆ̀ = 0; the claim then follows
by direct differentiation of (2.13) where we take ρ̂ = ε and ajα = ajα(ε, t, x̂), with ajα
independent of t at ε = 0. �

Corollary 2.16 (Order of se- and s-operators). Given P ∈ Diffmse(M̃) and Q ∈ Diffqs(M̃),
one can write PQ =

∑
j QjPj and QP =

∑
k P
′
kQ
′
k (finite sums) for suitable Pj , P

′
k ∈

Diffmse(M̃) and Qj , Q
′
k ∈ Diffqs(M̃).

Proof. This follows from Lemma 2.14 by a simple inductive argument in q. �

Therefore, when M is compact, every P ∈ Diffmse(M̃) defines a uniformly bounded map

P : H
(s;k)
(se;s),ε(M)→ H

(s−m;k)
(se;s),ε (M),

similarly for weighted spaces and operators. One can relax the regularity requirements to

P ∈ C(d0;k)
se;s Diffmse(M̃) for some sufficiently large d0 (depending only on s,m). Analogous

mapping properties hold on the spaces C(s;k)
se;s . Corollary 2.16 also implies that changing the

order of the operators Pj and Ql in Definition 2.12(4) leads to a uniformly equivalent norm.

2.5. Pseudodifferential operators; variable order spaces. In our analysis we shall
need to work with spaces Hs

se,ε(M) whose differential order is a function on se-phase space.
Such spaces are defined microlocally, i.e. via testing with variable order se-pseudodifferen-
tial operators. We define such operators in §2.5.3 below, following a recapitulation (and
rephrasing from a bounded geometry perspective) from [Hin23d, Hin24b] of the edge and 3b-

settings in §§2.5.1–2.5.2. The ps.d.o.s (of class Ψ̃se) defined in §2.5.3 do not act uniformly
boundedly on the mixed function spaces of Definition 2.12, since they do not preserve
s-regularity. In §2.5.4, we use the parameterized scaled bounded geometry perspective
introduced in [Hin24c] to define a more restrictive class of se-ps.d.o.s (denoted Ψse) whose
elements do act uniformly boundedly on mixed function spaces; these ps.d.o.s will be the
key tools to track se-regularity microlocally in spaces encoding fixed integer amounts of
s-regularity.

2.5.1. Edge setting. In the edge setting, we only consider here the local coordinate descrip-
tion of (variable order) edge pseudodifferential operators in the special case of interest; we
refer the reader to Mazzeo’s original paper [Maz91] and also to [Hin24b, Appendix A] for
details. We work in coordinates t ∈ R, r ≥ 0, ω ∈ Sn−1 on the manifold M◦ as in §2.1,
and indeed in a coordinate patch on Sn−1, so we regard ω ∈ Rn−1; for concreteness, we

use projective coordinates ω = (x
j

x1 )j=2,...,n on Sn−1 ⊂ Rnx. Edge vector fields are thus
spanned by r∂t, r∂r, ∂ω. Given a variable order function s ∈ C∞(eS∗M◦) and a symbol
a ∈ Ss(eT ∗M◦) with support lying over a compact subset of the coordinate patch, we can
define the quantization

Ope(a) ∈ Ψs
e(M◦)
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as follows. Write edge covectors as −σe
dt
r + ξe

dr
r + ηe · dω; fix a cutoff φ ∈ C∞c ((−2, 2))

which is equal to 1 on [−1, 1], and a cutoff χ ∈ C∞c (Rn−1) which equals 1 near the ω-support
of a; then

(Ope(a)u)(t, r, ω) = (2π)−n−1

∫∫∫
exp
[
i
(
−σe

t− t′

r′
+ ξe log

( r
r′

)
+ ηe · (ω − ω′)

)]
× φ

(∣∣∣ t− t′
r′

∣∣∣)φ(log
( r
r′

))
χ(ω′)a(t, r, ω;σe, ξe, ηe)

× u(t′, r′, ω′) dσe dξe dηe
dt′

r′
dr′

r′
dω′.

(2.33)

The principal symbol of A = Ope(a) is a mod
⋂
δ>0 S

s−1+2δ(eT ∗M◦), and one then defines
the elliptic set Elle(A), resp. operator wave front set WF′e(A) of A to be the elliptic set,
resp. essential support, of a as usual; they can be regarded equivalently as conic subsets of
eT ∗M◦ \ o (or their closures in eT ∗M◦ \ o) or as subsets of fiber infinity eS∗M◦. Spaces of

weighted ps.d.o.s are denoted Ψs,`
e (M◦) = r−`Ψs

e(M).

When M◦ is compact and equipped with a smooth weighted b-density, variable order edge
spaces Hs

e(M◦) can now be defined via testing with elliptic edge-ps.d.o.s: let A ∈ Ψs
e(M◦)

be elliptic and fix any constant s0 ≤ inf s, then we set

‖u‖2Hs
e(M◦)

:= ‖u‖2
H
s0
e (M◦)

+ ‖Au‖2L2(M◦)
;

similarly for weighted spaces Hs,α
e (M◦).

A more direct approach to variable order edge Sobolev spaces (discussed also in [Hin24b,
Appendix A.2]) is to regard (M◦)

◦, equipped with any fixed smooth Riemannian edge
metric, as a manifold with bounded geometry [Shu92]. We shall freely use the material
from Appendix A. In local coordinates as above, and restricting further to bounded r, this
amounts to covering a neighborhood of Rt × (0, 1]r × Rn−1

ω by the sets

Ujk =
(
(j − 1)2−k, (j + 1)2−k

)
t
× (2−k−1, 2−k+1)r × {|ω| < 2}, (2.34)

where j ∈ Z, k ∈ N0 (or, more generally, k ∈ Z bounded from below, in order to cover a
larger range of r). Under the maps

φjk : Ujk 3 (t, r, ω) 7→ (2kt− j, 2kr, ω) ∈ U := (−1, 1)T ×
(1

2
, 2
)
R
× {|ω| < 2}, (2.35)

the vector of basic edge vector fields (r∂t, r∂r, ∂ω) pushes forward to Ajk(∂T , ∂R, ∂ω) where
the (n+ 1)× (n+ 1) matrix valued function Ajk on U and its inverse are uniformly (for all
j, k, and with all derivatives) bounded. Therefore, elements of Ss(eT ∗M◦) with compact
support contained in r ≤ 1 push forward to a uniformly bounded family of elements of
Ss(T ∗U); when M◦ is compact, this implies that Ss(eT ∗M◦) ⊂ Ssuni(T

∗(M◦)
◦). In fact, this

remains true for symbols of class C∞e Ss(eT ∗M◦) where we write C∞e (M◦) ⊂ C∞((M◦)
◦) for

the space of all functions which remain uniformly bounded on M◦ upon application of any
number of smooth edge vector fields. Symbols of class C∞e Ss(eT ∗M◦) thus have only edge
regularity in the base variables.

We can then quantize symbols in Ssuni(T
∗(M◦)

◦) to define the space Ψs
uni((M◦)

◦). In
the present context this is thus the space of s-th order edge pseudodifferential operators
with edge-regular coefficients, which we denote C∞e Ψs

e(M◦); indeed one can show that for
a ∈ Ss(eT ∗M◦) the quantizations Ope(a) (defined via (2.33)) and Opuni(a) agree modulo
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C∞e Ψ−∞e (M◦), essentially since the cutoffs in (2.33) localize (t, r, ω) and (t′, r′, ω′) to the
same chart Ujk or, more accurately, a uniformly bounded number of such charts. The
same considerations apply to quantizations of symbols of variable order s ∈ C∞(eS∗M◦)
(and indeed the regularity s ∈ C∞e (eS∗M◦) is sufficient). One can then further equivalently
define Hs

e(M◦) := Hs
uni((M◦)

◦), and similarly for weighted spaces; the L2 space here is
defined with respect to a uniformly positive and bounded density, which here means a
smooth positive edge density.

Given A ∈ Ψs
uni((M◦)

◦), the fact that (M◦)
◦ is, by definition, the interior of the manifold

M◦ allows one to define the elliptic set as a subset not only of S∗(M◦)
◦, but of eS∗M◦ in

essentially the usual fashion: A is elliptic at ζ ∈ eS∗M◦ if and only if there exists an open
neighborhood U ⊂ eS∗M◦ of ζ so that A is uniformly elliptic on U ∩ S∗(M◦)◦. One can
also use compactifications of S∗(M◦)

◦ other than eS∗M◦. For example, if Z ⊂ ∂M◦ is a
boundary fiber, one can define

Elle(A) ⊂ β∗(eS∗M◦), β : [M◦;Z]→M◦,

in the same fashion. This is useful since cutoffs like χ(t/r), with χ ∈ C∞c (R), are on the one
hand only elements of C∞e ⊂ C∞e Ψ0

e and not of C∞ ⊂ Ψ0
e , but on the other hand lift to be

smooth on the blow-up of Rt × [0,∞)r × Sn−1 along Z = {0} × {0} × Sn−1, so for example
Elle(χ(t/r)), as a subset of eS∗M◦, does not contain any points over ∂M◦, whereas as a
subset of β∗(eS∗M◦) it does (namely the points where χ(t/r) 6= 0, with t/r being smooth
near the interior of the front face of [M◦;Z]). — The same considerations apply to the
operator wave front set.

2.5.2. 3b-setting. We now turn to spaces of 3b-pseudodifferential operators on the com-
pactification M of Rt × Rnx defined in (2.2). These spaces were first defined in [Hin23d,
Definition 4.3] via their Schwartz kernels; here, we instead use the corresponding bounded
geometry perspective on Rt × Rnx indicated in [Hin23d, Definition 4.5]. (We drop the hats
from the notation for better readability.) Concretely, recalling that 3b-vector fields are
spanned by 〈x〉∂t, 〈x〉∂x, we cover R1+n with two families of distinguished open sets. The
first family covers the region |x| < 2 and is given by

U
(1)
j = (j−1, j+1)t×BRn(0, 2)x, BRn(x0, R) = {x ∈ Rn : |x−x0| < R}, j ∈ Z. (2.36)

The second family covers the region |x| > 1
2 . Working the region where±x1 > 1

4 maxj 6=1 |xj |,
we use local coordinates ωj = xj

x1 , j = 2, . . . , n, on Sn−1 (so |ωj | < 4) and the sets

U
(2)
±1,jk =

(
2k(j − 1), 2k(j + 1)

)
t
× (2k−1, 2k+1)r ×BRn−1(0, 2)ω, j ∈ Z, k ∈ N0, (2.37)

which are subsets of R1+n via x1 = ±r/
√

1 + |ω|2, xj = x1ωj (j = 2, . . . , n); we define

the sets U
(2)
±m,jk for m = 2, . . . , n analogously. See Figure 2.3. We can then map U

(1)
j →

U (1) := (−1, 1)T × BRn(0, 2)X via (t, x) 7→ (t − j, x), and the basic 3b-vector fields ∂t, ∂x
push forward to ∂T , ∂X ; similarly, we map

U
(2)
±1,jk 3 (t, r, ω) 7→ (T,R, ω) ∈ U (2) := (−1, 1)T ×

(1

2
, 2
)
R
×BRn−1(0, 2)ω

via (T,R, ω) = (2−kt − j, 2−kr, ω); the pushforwards of r∂t, r∂r, ∂ω under this map are

R∂T , R∂R, ∂ω. Note then that R,R−1 are bounded on U (2). We conclude that a 3b-vector
field on M is an element of C∞uni(R1+n;TR1+n), and indeed we have C∞uni(R1+n;TR1+n) =
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C∞3bV3b(M) where C∞3b(M) is the space of bounded smooth functions onM◦ = R1+n which
remain bounded upon application of any number of 3b-vector fields on M.

t

x

U
(1)
j

U+1,j,k

U−1,j,k

T

D

Figure 2.3. Illustration of some of the coordinate charts for the bounded
geometry perspective on V3b(M), here in the 2-dimensional case M =
[Rt × Rx, ∂(Rt × {0})]. Charts of type (2.36) are drawn in blue, charts of
type (2.37) in red. On the left: picture in t, x coordinates. On the right: the
same picture (with some additional charts), drawn in a compactified fashion.

We can now define (variable order, weighted) 3b-Sobolev spacesHs,αD,αT
3b (M) as weighted

(with weight w = ραDD ραTT ) uniform Sobolev spaces on M◦; here s ∈ C∞(3bS∗M) (or even

s ∈ C∞3b(3bS∗M), although we do not need this level of generality). The underlying volume
density is a positive 3b-density; usage of other weighted b-densities can be accommodated
by shifting the weights appropriately. This defines the same space (up to equivalence of
norms) as in [Hin23d, §4.5] where smooth coefficient 3b-ps.d.o.s are utilized instead of the
uniform ps.d.o.s here (which are 3b-ps.d.o.s with 3b-regular coefficients), for the smooth
coefficient 3b-ps.d.o.s, upon localization of their Schwartz kernel to a collar neighborhood
of the 3b-diagonal, are special instances of uniform ps.d.o.s, and the notions of ellipticity
coincide.

We now recall from [Hin23d, Proposition 4.29(1)] the variable order version of the isomor-
phism (2.8) for variable orders s ∈ C∞(3bS∗M) which are stationary, i.e. invariant under
the lift of t-translations to 3bT ∗M. (In coordinates −σ3b

dt
〈x〉 + ξ3b

dx
〈x〉 , the lift of the trans-

lation (t, x) 7→ (t + a, x) is given simply by (t, x, σ3b, ξ3b) 7→ (t + a, x, σ3b, ξ3b).) Namely,
using a density |dt| ⊗ µ on M where µ is a weighted b-density on X = Rnx, we have the
isomorphism

F : Hs,αD,0
3b (M)→ L2

(
Rσ;Hs,αD

3̂b,σ
(X )

)
,

Hs,αD
3̂b,σ

(X ) :=

{
Hs∞,ssc+αD,αD,0

sc-b,|σ| (X ), |σ| ≤ 1,

Hs∞,ssc+αD,s~
sc,|σ|−1 (X ), |σ| > 1,

(2.38)

where for |σ| ≤ 1 the orders s∞ (variable sc-b-transition regularity order) and ssc (variable
sc-decay order at scf ⊂ Xsc-b) are defined in terms of s via pullback along identifications
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of the sc-b-transition phase space and 3b-phase space as in [Hin23d, Lemmas 4.28(1) and
3.12]; and similarly for |σ| > 1, the orders s∞ (semiclassical scattering regularity order),
ssc (semiclassical scattering decay order), and s~ (semiclassical order, i.e. power of h) are
defined in terms of s as in [Hin23d, Lemma 4.28(2)]. The norms on variable order sc-b-
transition and semiclassical scattering spaces here are defined as usual via testing with
elliptic elements in the corresponding class of variable order pseudodifferential operators.
(In the sc-b-transition case, they can be described in terms of the more standard variable
order b- [BVW15, Appendix A] and variable order scattering [Vas18] spaces completely
analogously to (2.9).) We refer the reader to [Hin24c, §4.3] for a vast generalization of (2.38).

2.5.3. se-setting: bounded geometry perspective. We consider the se-setting first in local
coordinates, so we take

M = Rt × Rnx, C = Rt × {0} ⊂M, M̃ = [[0, 1)ε ×M ; {0} × C] (2.39)

as in Definition 2.1. In the region |x̂| < 2 (with x̂ = x
ε ), we define for ε ∈ (0, 1) the sets

U
(1)
ε,j := {ε} ×

(
(j − 1)ε, (j + 1)ε

)
t
×BRn(0, 2)x̂, j ∈ Z. (2.40)

In |x̂| > 1
2 , so |x| > ε

2 , we work in the region where ±x1 > 1
4 maxj 6=1 |xj |. There, we

introduce local coordinates ωj = xj

x1 (j = 2, . . . , n) on Sn−1, and define for j ∈ Z, k ∈ N0

the sets

U
(2)
ε,±1,jk := {ε} ×

(
2k(j − 1)ε, 2k(j + 1)ε

)
t
×
(
2k−1ε, 2k+1ε

)
r
×BRn−1(0, 2)ω, (2.41)

regarded as a subset of M̃ via x1 = ±r/
√

1 + |ω|2, and similarly U
(2)
ε,±m,jk when xm and

x1 exchange roles. Roughly speaking, U
(2)
ε,±1,jk lives in the near-field regime (bounded |x̂|)

when k is bounded while ε decreases, and it lives in the far-field regime (|x| & 1) when
2kε ≥ 1; see Figure 2.4. Define the maps

φ
(1)
ε,j : U

(1)
ε,j → U (1) := (−1, 1)T ×BRn(0, 2)X ,

(ε, t, x̂) 7→ (T,X) = (ε−1t− j, x̂),

φ
(2)
ε,±1,jk : U

(2)
ε,±1,jk → U (2) := (−1, 1)T ×

(1

2
, 2
)
R
×BRn−1(0, 2)ω,

(ε, t, r, ω) 7→ (T,R, ω) = (2−kε−1t− j, 2−kε−1r, ω).

We then compute the pushforwards of the basic se-vector fields ρ̂∂t, ρ̂∂x (or of the splitting
of ρ̂∂x into radial and spherical vector fields), with the choice of local defining function
ρ̂ = ε for |x̂| . 1 and ρ̂ = r for |x̂| & 1, to be

(φ
(1)
ε,j )∗ : ε∂t 7→ ∂T , ε∂x = ∂x̂ 7→ ∂X ,

(φ
(2)
ε,±1,jk)∗ : r∂t 7→ R∂T , r∂r 7→ R∂R, ∂ω 7→ ∂ω.

(2.42)

Note that R,R−1 ∈ (1
2 , 2) are bounded away from 0 and ∞.

For each ε > 0, the covering C(ε) of M by the charts (U
(1)
ε,j , φ

(1)
ε,j ) and (U

(2)
ε,±m,jk, φ

(2)
ε,±m,jk)

gives M the structure of a manifold with (parameterized) bounded geometry. We can thus
define variable order se-Sobolev spaces by

H̃s
se,ε(M) := Hs

uni,C(ε)(M) (2.43)
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Figure 2.4. Coordinate charts for the bounded geometry perspective on

Vse(M̃); charts of type (2.40) are drawn in blue, charts of type (2.41) in red.

The manifold M̃ is drawn in gray.

for variable order functions s ∈ C∞uni,C(ε)(S
∗M), where we made the covering explicit in the

notation of the uniform Sobolev space. We shall only work with variable order functions

s ∈ C∞(seS∗M̃), and thus with the order function s|S∗Mε in (2.43). Similarly, we define

Ψ̃s,`◦,ˆ̀
se (M̃) := {P̃ = (P̃ε)ε∈(0,1) : P̃ε ∈ ρ−`◦◦ ρ̂−

ˆ̀
Ψs

uni,C(ε)(M) with uniform (in ε) bounds},

where the uniform bounds refer to uniform (in ε) bounds on the symbol seminorms of the
underlying uniform (on M with covering C(ε)) symbols, as well as to uniform (in ε) C∞
bounds on residual operators in the above charts for C(ε). We use the notation Ψ̃ here to
indicate the lack of smoothness of the coefficients of such ps.d.o.s, both in the base variables
and in ε; the allowed level of regularity in the base variables is, by definition, se-regularity,
which will be useful for sharp localizations near fibers of M̂ , while the lack of smoothness
in ε is of no concern since ε is merely a parameter (much as in the semiclassical setting, see
e.g. [Zwo12, §4.4.1]).

The reason for the tilde in (2.43) is the following.

Lemma 2.17 (Uniform Sobolev spaces and se-Sobolev spaces). Fix on M = Rt × Rnx the

Lebesgue measure |dtdx|, and set ρ̂ = (ε2 + |x|2)1/2. Then have H̃0
se,ε(M) = ρ̂

n+1
2 L2(M),

in the sense that the norms of both spaces are uniformly equivalent.

Proof. In view of (2.42), the norm on H̃0
se,ε(M) is the L2 norm with respect to a smooth

positive se-density, i.e. with respect to a|dtρ̂
dx
ρ̂n | where a, a−1 ∈ C∞uni,C(ε)(M); this is due to

the fact that the quotients of ρ̂ and ε, resp. r are uniformly bounded in C∞ in |x̂| < 2, resp.
|x̂| > 1

2 . �
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Definition 2.18 (Variable order weighted se-Sobolev spaces). For s ∈ C∞(seS∗M̃), α◦, α̂ ∈
R, and ρ◦ = ε

(ε2+|x|2)1/2 , ρ̂ = (ε2 + |x|2)1/2, we set

Hs,α◦,α̂
se,ε (M) := ρα◦◦ ρ̂

α̂−n+1
2 H̃s

se,ε(M).

For constant integer orders s, Lemma 2.17 shows that this is consistent with our earlier

Definition 2.3. Elements of Ψ̃se(M̃) act boundedly between these spaces, with uniform (in
ε) operator norm bounds.

Lemmas 2.7 and 2.9 remain valid also for variable order se-spaces:

Proposition 2.19 (se- and edge or 3b-Sobolev spaces). Let s ∈ C∞(seS∗M̃), α◦, α̂ ∈ R.
We fix the density |dtdx| on M and M◦.

(1) (Edge relationship.) Let s◦ := s|seS∗M◦M̃
∈ C∞(eS∗M◦) (using (2.14)). Let K ⊂

Rt × Rnx be compact. Then for all δ > 0 there exist c0 > 0 and C so that the
following holds. Let χ ∈ C∞c ([0, c0)), χ◦ = χ( ε

|x|). Then for all ε < c0 and all u with

suppu ⊂ K, we have

‖χ◦u‖Hs,α◦,α̂
se,ε (M)

≤ Cε−α◦‖(χ◦u)(ε,−)‖
Hs◦+δ,α̂−α◦

e (M◦)
,

ε−α◦‖(χ◦u)(ε,−)‖
Hs◦−δ,α̂−α◦

e (M◦)
≤ C‖χ◦u‖Hs,α◦,α̂

se,ε (M)
.

(2.44)

for all u with suppu ⊂ K. If s is ε-independent on ([0, c0)×K)∩ suppχ◦, one can
take δ = 0, i.e. one obtains a uniform equivalence of norms.

(2) (3b relationship.) Let t0 ∈ R, and ŝ := s|seS∗
M̂t0

M̃
, which we regard (via (2.17)) as

an element ŝ ∈ C∞I (3bS∗M); here the subscript ‘I’ restricts to stationary functions

on M = [Rt̂ × Rnx̂; ∂(Rt̂ × {0})]. Fix the density |dt̂dx̂| on M. Then for all δ > 0
there exist c0 > 0 and C so that the following holds. Let λ ∈ (0, c0), and define

Ω = {|t − t0| < λ, |x| < λ} and Ω̂ε = {|t̂| < ε−1λ, |x̂| < ε−1λ} ⊂ M. Write
Ψε(t, x) = (t̂, x̂) = ( t−t0ε , xε ). Then for all u with support in Ω (and thus (Ψε)∗u with

support in Ω̂ε), we have

‖u‖
Hs,α◦α̂

se,ε (M)
≤ Cε

n+1
2
−α̂‖(Ψε)∗u‖H ŝ+δ,α◦−α̂,0

3b (M)
,

ε
n+1

2
−α̂‖(Ψε)∗u‖H ŝ−δ,α◦−α̂,0

3b (M)
≤ C‖u‖

Hs,α◦α̂
se,ε (M)

.
(2.45)

If s is invariant under the lift of dilations (ε, t0 + τ, x) 7→ (aε, t0 + aτ, ax) on Ω, one
can take δ = 0.

In the coordinates t̂, x̂, the dilations in part (2) are given by (ε, t̂, x̂) 7→ (aε, t̂, x̂) simply.

Proof of Proposition 2.19. It suffices to consider the case α◦ = α̂ = 0.

We begin with part (1). Since s differs from the ε-independent extension s′◦ of s◦ by a
function which is smooth on suppχ◦ and vanishes over M◦, we have s′◦ + δ > s > s′◦ − δ
on ([0, c0)×K)∩ suppχ◦ when c0 is sufficiently small; it therefore suffices (upon replacing
s by s′◦ ± δ) to prove the uniform equivalence of ‖χ◦u‖Hs

se,ε
and ε−α◦‖(χ◦u)(ε,−)‖Hs

e
for

ε-independent s. We may further replace the densities on M and M◦ by a positive se-
density and a positive edge-density, respectively; indeed, this amounts to multiplication of
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the density |dt dx| by ρ̂−n and r−n, respectively, where we may take as the local defining

function ρ̂ of M̂ on suppχ◦ the function ρ̂ = r.

At this point, we can compute the Hs
se,ε and Hs◦

e norms using their characterizations as
uniform Sobolev spaces. Note that the coverings C(ε) and C(ε′) are compatible in a uniform
sense when ε/ε′ ∈ [1

2 , 2]; that is, their union is still a bounded geometry covering, and the
C∞ bounds on the transition functions are uniformly bounded in ε, ε′. Thus, the norms on
Huni,C(ε) and Huni,C(ε′) are uniformly equivalent. Let now ε ∈ (0, 1) and set ε′ = 2−` for a

value ` ∈ N0 for which ε/ε′ ∈ [1
2 , 2]. Then the projection of the set U

(2)

2−`,+1,jk
in (2.41) to

the t, r, ω coordinates is equal to the set Ujk′ in (2.34) for k′ = `− k. (On suppχ◦ we have
r
ε ≥ εc

−1
0 > c−1

0 , so 2k ≥ 1
2c0

, and on K we have r . 1, so k− ` . 1, and therefore overall k′

is bounded uniformly from below, and by a constant plus ` from above.) This implies the
claim.

The arguments for part (2) are similar. First, replacing s by the dilation-invariant ex-
tension of ŝ causes an error which on Ω is less than δ in absolute value if the size λ of Ω
is sufficiently small. The weights are dealt with as in the proof of Lemma 2.9. By shifting
the t coordinate, we may assume t0 = 0. One then observes that the projection to t, x̂

coordinates of the image under Ψ(2−`,−) of the set U
(1)

2−`,j
in (2.40) is equal to the set U

(1)
j

in (2.36), and similarly for U
(2)

2−`,+1,jk
in (2.41) and U

(2)
+1,jk′ in (2.37) for k′ = k − `. �

When M is compact, we can define Hs,α◦,α̂
se,ε (M) using a partition of unity; on [0, 1)ε × V

where V ⊂ M is open with closure disjoint from C, one uses an ordinary Sobolev norm

on M (independently of ε); similarly one can define Ψ̃s,`◦,ˆ̀
se (M̃). Such ps.d.o.s will arise

in this paper as uniform quantizations of elements of (weighted versions of) Ss(seT ∗M̃) or

C∞se Ss(seT ∗M̃), where C∞se (M̃) denotes smooth functions on M̃◦ which remain uniformly
bounded upon application of any number of se-vector fields (smoothness in ε is not needed

here). We shall then have occasion to consider the elliptic set Ellse(A) of A ∈ Ψ̃s
se as a

subset

Ellse(A) ⊂ seS∗M̃ or Ellse(A) ⊂ β∗seS∗M̃

where β : [M̃ ;Z]→ M̃ is the blow-down map for the blow-up of M̃ along some p-submanifold

Z of M̃ (typically a union of fibers of M̂); similarly for the operator wave front set WF′se(A).

2.5.4. Mixed function spaces. We need to extend Definition 2.12 to the case of variable

order se-differential orders. Thus, for compact M and for s ∈ C∞(seS∗M̃), k ∈ N0, and
α◦, α̂ ∈ R, we define the mixed (se;s)-Sobolev spaces

H
(s;k),α◦,α̂
(se;s),ε (M) := Hs|Mε+k(M), ‖u‖2

H
(s;k),α◦,α̂
(se;s),ε

(M)
:=
∑
j

‖Pju‖2Hs,α◦,α̂
se,ε (M)

, (2.46)

where {Pj} ⊂ Diffks (M̃) is a fixed finite spanning set of Diffks (M̃) over C∞(M̃), and the
underlying L2-space is defined using a positive smooth density onM unless stated otherwise.

Carefully note that elements of Ψ̃0
se(M̃) do not define bounded linear operators on such

spaces when k ≥ 1. As a concrete example, multiplication by a function which is se-
regular but not s-regular, such as χ( t−t0ρ̂ ) where χ ∈ C∞c (R) is nonzero, does not preserve

s-regularity. Therefore, in order to do se-microlocal analysis on mixed (se;s)-Sobolev spaces,
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we need to work with se-ps.d.o.s whose coefficients are s-regular. To this end, we employ
the scaled bounded geometry perspective introduced in [Hin24c]. Concretely, working in

local coordinates t, x as in (2.39), we define unit cells for the space Vs(M̃) of s-vector fields
as follows. In the region |x̂| < 2, we define

U
(1)
ε,j := {ε} × (j − 1, j + 1)t ×BRn(0, 2)x̂, j ∈ Z,

φ
(1)
ε,j : U

(1)
ε,j 3 (ε, t, x̂) 7→ (T,X) = (t− j, x̂) ∈ U (1) := (−1, 1)T ×BRn(0, 2)X .

(2.47a)

In |x̂| > 1
2 , and in the region where ±x1 > 1

4 maxj 6=1 |xj |, we introduce ωj = xj

x1 and define

for j ∈ Z, k ∈ N0 with 2kε ≤ 1 the sets

U
(2)
ε,±1,jk := {ε} × (j − 1, j + 1)t × (2k−1ε, 2k+1ε)r ×BRn−1(0, 2)ω,

φ
(2)
ε,±1,jk : U

(2)
ε,±1,jk 3 (ε, t, r, ω) 7→ (T,R, ω) = (t− j, 2−kε−1r, ω)

∈ U (2) := (−1, 1)T ×
(1

2
, 2
)
R
×BRn−1(0, 2)ω,

(2.47b)

with similar definitions for sets Uε,±m,jk and maps φε,±m,jk in the region where ±xm >
1
4 maxj 6=m |xj | for m = 2, . . . , n. The pushforwards of the basic s-vector fields ∂t, ε∂xj in

|x̂| < 2, resp. ∂t, r∂r, ∂ω in |x̂| > 1
2 under the map φ

(1)
ε,j , resp. φ

(2)
ε,±1,jk are ∂T , ∂x̂j , resp. ∂T ,

R∂R, ∂ω, and thus uniformly equivalent to the coordinate vector fields on U (1), resp. U (2).
In the region |x| > 1

4 , which is not yet fully covered by the above two families of unit cells,

we use the unit cells {ε}× (j− 1, j+ 1)t× 1
4(k+ (−2, 2)n)x for j ∈ Z, k = (k1, . . . , kn) ∈ Zn

with mini=1,...,n |ki| ≥ 3, which we map to (−2, 2)T × (−2, 2)nX via (ε, t, x) 7→ (t− j, 4x− k).
On such unit cells, which are thus far from C, the coordinate vector fields ∂T , ∂X are
uniformly equivalent to ∂t, ∂x.

In the terminology of [Hin24c], we conclude that Vs(M̃) is the coefficient Lie algebra
for the parameterized (by ε ∈ (0, 1)) bounded geometry structure (2.47a)–(2.47b).7 As the

scaling on U
(1)
ε,j , we take ρε,j,T = ε, ρε,j,Xi = 1 for i = 1, . . . , n; and as the scaling on U

(2)
ε,±m,jk,

we take ρε,(±m,jk),T = ε2k (which is thus comparable to r on this set), ρε,(±m,jk),Xi = 1 for

i = 1, . . . , n. The operator Lie algebra corresponding to this scaling is C∞s Vse(M̃); indeed,
its elements are those vector fields which, in the above charts, have uniformly bounded
smooth coefficients when expressed as linear combinations of ρε,α,T∂T and ρε,α,Xi∂Xi for
α = j or α = (±m, jk); the latter vector fields pull back to the basic se-vector fields ε∂t,
ε∂xj in |x̂| < 2, resp. r∂t, r∂r, ∂ω in |x̂| > 1

2 , |x| < 1.

In analogy with the notation introduced in [Hin24c, Definition 3.59], we shall now write

Ψs,α◦,α̂
se (M̃) = ρ−α◦◦ ρ̂−α̂Ψs

se(M̃)

for the corresponding space of parameterized scaled bounded geometry pseudodifferential
operators; more precisely, in view of Lemma 2.14, we may work with the more precise version
given in [Hin24c, Proposition 4.22], and shall do so exclusively in the sequel. Roughly

speaking, and considering the case α◦ = α̂ = 0 for brevity, elements of Ψs
se(M̃) are families

7This structure does not quite match the conditions in [Hin24c] since the sets U (1) and U (2) are not equal
to (−2, 2)1+n. This is easily remedied, at the expense of leading to sets which are not as closely related to
those used in §2.5.3 and notationally more cumbersome. We leave the necessary modifications to the reader.
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(Pε)ε∈(0,1) of operators on M , with each Pε being the sum of local quantizations on the
above s-unit cells Uε,α where α = j or α = (±m, jk); the local quantizations have Schwartz

kernels (
∫

exp(i(T−T ′)σ/ρε,α,T+i(X−X ′)·ξ)a(T,X, σ, ξ) dσ dξ) |dT
′dX′|

ρε,α,T
where |∂βT,X∂

γ
σ,ξa| ≤

Cβγδ(1+ |σ|+ |ξ|)s−(1−2δ)|γ| for all β, γ and all δ > 0, with the constants Cβγδ being uniform
over all α. (For the full definition, including the space of residual operators, i.e. those of
se-differential order −∞, see [Hin24c, Definitions 3.31 and 3.34, equation (4.27)].)

For the purposes of the present paper, we need to record two key property of elements

P = (Pε)ε∈(0,1) ∈ Ψs
se(M̃).

(1) The maps

Pε : H
(s′;k)
(se;s),ε(M)→ H

(s′−s;k)
(se;s),ε (M) (2.48)

are uniformly (in ε ∈ (0, 1)) bounded for all s′ ∈ C∞(seS∗M̃) and k ∈ N0; sim-
ilarly for weighted operators and spaces. This generalizes Corollary 2.16. (It is

also a crucial improvement over the mapping properties of elements of Ψ̃s
se(M̃), for

which (2.48) in general fails unless k = 0.)

(2) For commutator s-vector fields W ∈ V[s](M̃) (see Lemma 2.14), [W,P ] ∈ Ψs
se(M̃).

We use such ps.d.o.s to prove the following elliptic regularity result. (We continue as-
suming for notational simplicity that M is compact.)

Lemma 2.20 (se-microlocal elliptic regularity). Let k,m ∈ N0, and let L̃ ∈ C(d0;k)
se;s Ψm

se(M̃).

(That is, the operator L̃ is a linear combination of products of elements of C(d0;k)
se;s (M̃) with

elements of Ψm
se(M̃); recall here Definition 2.12(4).) Let s ∈ C∞(seS∗M̃) and N ∈ R, and

assume that d0 = d0(m, s, N) is sufficiently large. Let χ ∈ C∞s (M̃), and let B,G ∈ Ψ0
se(M̃)

be such that B = χBχ, G = χGχ, and WF′se(B) ⊂ Ellse(G) ∩ Ellse(L̃). Then there exists
C so that

‖Bu‖
H

(s;k)
(se;s),ε

(M)
≤ C

(
‖GL̃u‖

H
(s−m;k)
(se;s),ε

(M)
+ ‖χu‖

H
(−N ;k)
(se;s),ε

(M)

)
. (2.49)

Analogous statements hold for weighted operators and Sobolev spaces.

Proof. For k = 0 and d0 = ∞, one can prove (2.49) using a microlocal elliptic parametrix

near WF′se(B) of L̃ of class Ψ̃−mse . Since operator norm bounds of se-ps.d.o.s on a fixed

range of se-Sobolev spaces only depend on some (finite) seminorm of the coefficients of L̃,

the constant C in (2.49) only depends on the Cd0
se -norm of the coefficients of L̃ for some

sufficiently large d0.

We now argue by induction on k. Apply (2.49) with k − 1 in place of k to V u where

V ∈ V[s](M̃). Now, using [B, V ] ∈ Ψ0
se, we have

‖BV u‖
H

(s;k−1)
(se;s),ε

≥ ‖V Bu‖
H

(s;k−1)
(se;s),ε

− ‖[B, V ]u‖
H

(s;k−1)
(se;s),ε

≥ ‖V Bu‖
H

(s;k−1)
(se;s),ε

− C‖B̃u‖
H

(s;k−1)
(se;s),ε

where B̃ ∈ Ψ0
se(M̃) is elliptic on WF′se(B). We similarly estimate ‖GL̃V u‖

H
(s−m;k−1)
(se;s),ε

≤

C‖GL̃u‖
H

(s−m;k)
(se;s),ε

+C‖G̃u‖
H

(s−m;k−1)
(se;s),ε

where G̃ ∈ Ψ0
se(M̃) is elliptic on WF′se(G). Here, we use

that L̃ and [L̃, V ] ∈ C(d0;k−1)
se;s Ψm

se(M̃) preserve k and k−1 orders of s-regularity, respectively.

Summing over a collection of V which span Vs(M̃) over C∞(M̃), we thus obtain (2.49) (with
slightly enlarged G and χ). �
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Lemma 2.21 (Real principal type propagation). Let k,m ∈ N0 and δ > 0. Suppose the
operator

L̃ = L̃0 + L̃1, L̃0 ∈ Ψm
se(M̃), L̃1 ∈ C(d0;k),δ,δ

se;s Ψm
se(M̃),

has a real homogeneous principal symbol. Let s ∈ C∞(seS∗M̃) be monotonically decreasing

along the null-bicharacteristic flow of L̃. Suppose B,E,G ∈ Ψ0
se(M̃) and χ ∈ C∞s (M̃)

are such that all backwards null-bicharacteristics starting at WF′se(B) reach Ellse(E) in
finite time while remaining in Ellse(G). Suppose moreover that WF′se(B) ⊂ Ellse(G), and
B = χBχ, etc. Let N ∈ R. Then for sufficiently large d0 = d0(m, s, N), there exists a
constant C so that

‖Bu‖
H

(s;k)
(se;s),ε

(M)
≤ C

(
‖GL̃u‖

H
(s−m+1;k)
(se;s),ε

(M)
+ ‖Eu‖

H
(s;k)
(se;s),ε

(M)
+ ‖χu‖

H
(−N ;k)
(se;s),ε

(M)

)
.

Analogous statements hold for weighted operators and Sobolev spaces.

Proof. For k = 0, this can be proved by a standard positive commutator argument utilizing

Ψ̃se; see [Hin23b, §8] and [BD22] for expository accounts. (The structure of L̃ ensures that

the null-bicharacteristic flow is continuous down to seS∗
M◦∪M̂

M̃ .)

For k ≥ 1, one can argue by induction similarly to the proof of Lemma 2.21. For example,

for k = 1 and V ∈ V[s](M̃), one estimates

‖GL̃V u‖
H

(s−m+1;k−1)
(se;s),ε

≤ ‖GL̃u‖
H

(s−m+1;k)
(se;s),ε

+ ‖G̃u‖
H

(s+1;k−1)
(se;s),ε

since [L̃, V ] ∈ (C∞ + C(d0;k−1),δ,δ
se;s )Ψm

se(M̃); and the second term can be estimated using the
inductive hypothesis, with se-regularity order increased by 1.

An alternative argument which avoids this se-regularity increase (and can be adapted
to radial point estimates in §4.2.1 and tame estimates in §6.1) proceeds as follows. Fix a

spanning set V1, . . . , VN ∈ V[s](M̃) of Vs(M̃) over C∞s (M̃); concretely, one can take V1 = χ∂t

and choose V2, . . . , VN ∈ Vse(M̃) to span Vse(M̃) over C∞(M̃). Set V0 = I. We can then

write [L̃, Vj ] =
∑N

k=0Aj,lVl where Aj,l ∈ (C∞ + C(d0;k−1),δ,δ
se;s )Ψm−1

se (M̃). Set f := L̃u and

u(1) = (Vju)j=0,...,N , f (1) = (Vjf)j=0,...,N , and (L̃(1))jl = (δjlL̃−Aj,l); then

L̃(1)u(1) = f (1). (2.50)

But L̃(1) is principally scalar, with the same principal symbol as L̃, and we can apply the

inductive hypothesis to equation (2.50), with the same s and with L̃(1), k− 1 in place of L̃,
k, to complete the inductive step. �

3. Geometry and phase space dynamics of glued spacetimes

3.1. Glued spacetimes. Glued spacetimes are families of spacetimes (not necessarily solv-
ing the field equations) describing Kerr black holes of mass 0 < ε� 1 moving along timelike
geodesics in a background spacetime (M, g). As a prerequisite for stating the precise defi-
nition, we recall from [Ker63, BL67]:

Definition 3.1 (Kerr in Boyer–Lindquist coordinates). For m > 0 and a ∈ R satisfying the

subextremality condition |a| < m, let r̂m,a = m +
√
m2 − a2 and set µ(r̂) = r̂2 − 2mr̂ + a2,
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%2(r̂, θ) = r̂2 + a2 cos2 θ; then the Kerr metric ĝm,a on the manifold Rt̂BL
× (r̂m,a,∞)r̂ × S2

θ,φ

is the (Ricci-flat) metric

ĝm,a := − µ
%2

(dt̂BL − a sin2 θ dφ)2 + %2
(dr̂2

µ
+ dθ2

)
+

sin2 θ

%2

(
(r̂2 + a2)dφ− a dt̂BL

)2
. (3.1)

Lemma 3.2 (Horizon-penetrating coordinates). (See [Hin21a, §3.1].) For any pair of

smooth functions T̃, Φ̃ : [0,∞)→ R which are analytic on [0, 4m], define T,Φ: (r̂m,a,∞)→ R
(up to arbitrary additive constants) by

T ′(r̂) = − r̂
2 + a2

µ(r̂)
+ T̃ (r̂), Φ′(r̂) = − a

µ(r̂)
+ Φ̃(r̂). (3.2)

Set t̂ = t̂BL−T (r̂), φ∗ = φ−Φ(r̂), and r̂−m,a := m−
√
m2 − a2. Then ĝm,a extends analytically

from r̂ > r̂m,a to a (Ricci-flat) metric on Rt̂× (r̂−m,a,∞)r̂ × S2
θ,φ∗

. One can moreover choose

T̃, Φ̃ to satisfy T̃ = Φ̃ = 0 for large r̂, to depend smoothly on m, a near fixed subextremal
parameters m0, a0, and so that dt̂ is everywhere past timelike.

The level sets of t̂ are then transversal to the future event horizon H+ = {r̂ = r̂m,a}.

Definition 3.3 (Kerr model). (See [Hin23a, Definition 3.25].) For parameters m > 0 and
a ∈ R3 for which m, a := |a| are subextremal, define

K̂m,a := {x̂ ∈ R3 : r̂ = |x̂| ≤ m},

M̂◦m,a := Rt̂ × X̂
◦
m,a, X̂◦m,a := R3

x̂ \ K̂◦m,a.

Define polar coordinates r̂ = |x̂|, θ ∈ (0, π), φ∗ ∈ (0, 2π) on R3
x̂ ⊃ X̂◦m,a so that a (when

nonzero) points in the direction of the north pole θ = 0. We then define ĝm,a on M̂◦m,a to
be equal to gm,a in the coordinates from Lemma 3.2.

We shall identify M̂◦m,a with an open subset of

M =
[
R1+3
t̂,x̂

; ∂Rt̂ × {0}
]
.

Then ĝm,a extends to the closure M̂m,a of M̂◦m,a as a smooth stationary Lorentzian 3-body-
scattering metric, that is,

ĝm,a ∈ C∞(X̂m,a;S
2 3scT ∗

X̂m,a
M̂m,a), X̂m,a := R3

x̂ \ K̂
◦
m,a.

Definition 3.4 (Glued spacetime). Fix the following data:

• (M, g): a smooth 4-dimensional globally hyperbolic Lorentzian manifold;
• C ⊂ M : a smooth inextendible timelike curve,8 parameterized by arc length by
c : IC ⊆ R→M ;
• Fermi normal coordinates

z = (z0, z1, z2, z3) = (t, x) ∈ UFermi ⊂ IC × R3 (3.3)

around C, with ∂t future timelike. That is, UFermi is an open neighborhood of
IC×{0}, and gµν(t, x) = gMink

µν +O(|x|) where gMink = −dt2 + dx2 is the Minkowski
metric and O(|x|) denotes a smooth function on M which vanishes at C = {x = 0};

8In the present paper, it is irrelevant whether or not C is a geodesic; this only matters when we solve the
gluing problem for the Einstein equations in [Hin23a, Hin24a].
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• subextremal Kerr parameters m > 0, a ∈ R3.

A glued spacetime is then a pair (M̃, g̃) where

(1) M̃ := [[0, 1)ε ×M ; {0} × C] is the total gluing spacetime from Definition 2.1;

(2) g̃ is a section of S2T̃ ∗M̃ over M̃ \ K̃◦ where K̃ = {|x̂| ≤ m}, x̂ = x
ε . We assume

that:
(a) g̃ is of class C∞ + C∞,1,1se = C∞ + ρ◦ρ̂C∞se ;
(b) g̃|M◦ = β∗◦g, so in coordinates ε, t, x 6= 0, we have g̃µν(0, t, x) = gµν(t, x);
(c) in the coordinates ε, t, x̂, we have g̃µν(0, t, x̂) = (ĝm,a)µ̂ν̂(x̂) where the left, resp.

right hand side is a metric coefficient in the coordinates z = (t, x) on M , resp.

ẑ = (t̂, x̂) on M̂◦m,a.

We write gε := g̃|Mε ∈ C∞(Mε \ K̃◦;S2T ∗Mε), where we recall that Mε = {ε} ×M is the

ε-level set of M̃ for ε > 0.

Recall that Fermi normal coordinates are unique up to replacing x by Rx where R ∈ O(3)
is constant; see e.g. [Hin23a, Lemma 3.14]. The choice of spatial coordinates x thus amounts
to a choice of the axis of rotation of the small Kerr black hole. Recall moreover that for
any fixed precompact open set V ⊂ M there exists ε(V ) > 0 so that g̃ is a Lorentzian

signature section of S2T̃ ∗M̃) on β̃−1([0, ε(V )) × V ) ⊂ M̃ (see the discussion preceding
[Hin23a, Notation 3.17]); this follows from the continuity of g̃ and the fact that both g̃|M◦
and g̃|M̂ are Lorentzian.

Remark 3.5 (Regular set). We shall not make the open neighborhood of M◦ ∪ (M̂ \ K̃◦) of

M̃ on which g̃ is Lorentzian explicit. For quasilinear problems, one only needs the simple

fact that if g̃ is Lorentzian on a compact subset C̃ ⊂ M̃ , then also g̃ + h̃ is Lorentzian on

C̃ provided that h̃ is sufficiently small in L∞ as a section of S2T̃ ∗M̃ (equipped with any

fixed smooth positive definite fiber metric) over C̃.

Remark 3.6 (se, 3b, and edge perspectives). (1) In view of the identification (2.10), we
can regard a glued spacetime metric g̃ as a Lorentzian se-metric,

g̃ ∈ ρ̂2(C∞ + C∞,1,1se )(M̃ \ K̃◦;S2 seT ∗M̃). (3.4)

In local coordinates, this arises from dz = ρ̂dz
ρ̂ , with dz

ρ̂ being a local frame of
seT ∗M . Therefore, ε−2g̃ ∈ ρ−2

◦ (C∞ + C∞,1,1se )(M̃ \ K̃◦;S2 seT ∗M̃) can be restricted

to any fiber M̂t0 of M̂ to yield, via (2.17), a stationary metric of class

ρ−2
◦ C∞(M̂m,a;S

2 3bT ∗M̂m,a) = C∞(M̂m,a;S
2 3scT ∗M̂m,a)

which is, in view of Definition 3.4(2c), the Kerr metric ĝm,a (independently of t0).
(2) Restriction of (3.4) to M◦ recovers g as a weighted edge metric:

g̃|M◦ = g ∈ β∗◦C∞(M ;S2T ∗M) ⊂ |x|2C∞(M◦;S
2 eT ∗M◦).

Remark 3.7 (Other model metrics at M̂). While the assumption on g̃|M̂ in Definition 3.4
is the relevant setting for applications to black hole gluing, one can easily consider other
settings as well. For example, one can require g̃µν(0, t, x̂) = ĝµ̂ν̂(x̂) where ĝ is a stationary
asymptotically flat metric. The setting where ĝ is equal to the Minkowski metric (or a
general asymptotically flat metric without trapping and horizons) is of particular interest
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if one wishes to study the wave equation �gε + Vε on (possibly degenerating) spacetimes
coupled to sharply localized potentials Vε(x) = ε−2V (xε ) where V is Schwartz (or has inverse
cubic decay, say). For further comments on this particular case, see Remarks 3.8, 4.1, 4.23,
and 5.16.

3.2. Phase space dynamics. For notational simplicity, we shall assume from now on
that

g̃ ∈ C∞(M̃ \ K̃◦;S2T̃ ∗M̃), (3.5)

and thus g̃ ∈ ρ̂2C∞(M̃ \ K̃◦;S2 seT ∗M̃) unless otherwise noted. That is, we assume that
the se-regular remainder terms of g̃ in Definition 3.4(2a) are, in fact, smooth. We stress,
however, that the results in this section go through under the original assumption g̃ ∈ C∞+

C∞,1,1se (and indeed under the even weaker assumption g̃ ∈ (C∞ + C∞,δ,δse )(M̃ \ K̃◦;S2T̃ ∗M̃)
for some δ > 0). (When this is not obvious, we will point this out explicitly.) We shall

study the null-bicharacteristic dynamics in seT ∗M̃ \ o in stages:

(1) §3.2.1 recalls results from [Hin24b] regarding the dynamics over M◦;
(2) §3.2.2 describes the structure of the null-geodesic flow (lifted to phase space) on

subextremal Kerr spacetimes following [Dya15];
(3) §3.2.3 concerns properties of the parallel transport of vectors along the trapped set

of Kerr and follows [Mar83];
(4) §3.2.4 gives a description of the se-phase space dynamics uniformly for small ε > 0.

For nonlinear applications, it is useful to be more precise as far as the amount of se-
regularity of the remainder term of g̃ is concerned. This only plays a role in §3.2.4 (since

in the earlier sections the remainder term does not enter at all, as it vanishes on M◦ ∪ M̂).

Remark 3.8 (Other settings). When g̃|M̂t
= ĝ is an asymptotically flat nontrapping space-

time without horizons (in the context of Remark 3.7), the dynamics of the null-bicharacter-

istic flow over M̂◦ is much simpler than in the Kerr setting considered here: it has a simple
source-to-sink structure where the source and sink are (3.20) and (3.19), respectively.

We denote by

G̃ : seT ∗z M̃ 3 ζ 7→ g̃|−1
z (ζ, ζ)

the dual metric function. Using (3.5), the rescaling ρ̂−2g̃ ∈ C∞(M̃ \ K̃◦;S2 seT ∗M̃) is a

nondegenerate Lorentzian signature section down to M̂ ∪M◦, and correspondingly9

ρ̂2G̃ ∈ P [2](seT ∗
M̃\K̃◦M̃). (3.6)

We then write
Σ̃ := (seT ∗M̃ \ o) ∩ {ρ̂2G̃ = 0}, ∂Σ̃ ⊂ seS∗M̃,

for the characteristic set and its boundary at fiber infinity, respectively. We fix as the time
orientation of g̃ the unique one for which ρ̂∂t = ρ−1

◦ ∂t̂ is future timelike at M◦∩M̂ . (This is
consistent with the usual time orientation on Kerr in which ∂t̂ is future timelike for r̂ � m,
and also with the conventions in Lemma 3.2 and Definition 3.4.) We then write

Σ̃ = Σ̃+ t Σ̃−

9We recall that P [2] refers to spaces of fiber-wise homogeneous polynomials of degree 2 with smooth de-

pendence on the base point. For se-regular metric remainder terms, (3.6) gets replaced by (C∞+C∞,1,1se )(M̃ \
K̃◦)P [2](seT ∗

M̃\K̃◦M̃).
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for the future (‘+’) and past (‘−’) components of Σ̃.

We shall describe the structure of the flow of the rescaled Hamiltonian vector field

ρ̂2H
G̃
∈ Vse(

seT ∗
M̃\K̃◦M̃)

in Σ̃, where ρ̂2H
G̃

= H
ρ̂2G̃

. Here we write Vse(
seT ∗M̃) for the space of smooth vector

fields which, in terms of the fiber-linear coordinates defined by writing se-covectors as

−σse
dt
ρ̂ + ξse

dr
ρ̂ + ηse, ηse ∈ T ∗S2, are spanned over C∞(seT ∗M̃) by lifts of se-vector fields

on M̃ and the vertical vector fields ∂σse , ∂ξse , ∂ηse . In ε > 0, the ρ̂2H
G̃

-flow is the same as
the lift of the null-geodesic flow on (Mε, gε) = (Mε, g̃|Mε) to the cotangent bundle, up to
reparametrization.

3.2.1. Far field regime: dynamics over M◦. Over the interior of M◦ (where seT ∗(M◦)◦M̃ =

T ∗(M \ C)), the vector field H
G̃

is equal to the restriction of HG to T ∗M\CM . Near C on the

other hand, we may choose ρ̂ to be equal to |x|, and then

ρ̂2H
G̃
|seT ∗M◦M̃

= |x|2HG ∈ Ve(
eT ∗M◦).

Therefore, we are in effect regarding C ⊂M as a timelike curve of conic singularities (which
happen to be smooth) and study the phase space dynamics in the edge cotangent bundle;
the analysis of general such settings is presented in [Hin24b]. We shall show here that the

only radial sets for the |x|2HG-flow in Σ̃ ∩ eT ∗M◦ are the sets defined as follows:

Definition 3.9 (Radial sets over ∂M◦). Write edge covectors as −σe
dt
r + ξe

dr
r + ηe as

in (2.24). We then define the incoming and outgoing radial sets over ∂M◦ by Rin =
⊔
±R

±
in,

Rout =
⊔
±R

±
out ⊂ eT ∗∂M◦M◦ = seT ∗∂M◦M̃ , where

R±in = {(t, r, ω;σe, ξe, ηe) = (t, 0, ω;σe,−σe, 0) : ±σe > 0} ⊂ Σ̃± ∩ seT ∗∂M◦M̃,

R±out = {(t, r, ω;σe, ξe, ηe) = (t, 0, ω;σe, σe, 0) : ±σe > 0} ⊂ Σ̃± ∩ seT ∗∂M◦M̃.
(3.7)

In the local coordinates (2.24), note that G ∈ P [2](T ∗M) is equal to the dual metric
function of the Minkowski metric

¯
g = −dt2 + dx2 plus terms vanishing over C. Therefore,

Ge := r2G = −σ2
e + ξ2

e + |ηe|2 + G̃e, G̃e ∈ rP [2](eT ∗M). (3.8)

The time orientation is such that −dt is future timelike; since
¯
g−1(−dt,−dt ± dr) =

¯
g−1(−dt,−dt) < 0, the 1-forms −dt ± dr are future lightlike for

¯
g, and thus so are

−σe
dt
r + ξe

dr
r for r−2g at r = 0 where σe = 1, ξe = ±1; this justifies the signs in (3.7). We

then record that

HGe = −(∂σeGe)r∂t + (∂ξeGe)(r∂r + σe∂σe) + (∂ηe,jGe)∂ωj

+ r(∂tGe)∂σe −
(
(r∂r + σe∂σe)Ge

)
∂ξe − (∂ωjGe)∂ηe,j

= 2σer∂t + 2ξe(r∂r + σe∂σe) + 2/g
jkηe,k∂ωj + 2σ2

e∂ξe − (∂ωj/g
kl)ηe,kηe,l∂ηe,j +HG̃e

,

(3.9)

where /g denotes the standard metric on S2. We have HG̃e
∈ rVe(

eT ∗M). Consider now HGe

on the characteristic set over r = 0: when ηe 6= 0, it has a non-vanishing ∂ω-component;
when ηe = 0, we must have −σ2

e + ξ2
e = 0, so we are in Rin ∪Rout.
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We analyze the null-bicharacteristic dynamics near the radial sets using projective co-
ordinates on eT ∗M◦. For brevity, we only consider the radial sets R+

in, R+
out. Near their

boundaries ∂R+
in, ∂R+

out at fiber infinity eS∗M◦, we introduce projective coordinates

ρ∞ =
1

σe
, ξ̂e =

ξe

σe
, η̂e =

ηe

σe
, (3.10)

and compute ρ2
∞Ge ≡ −1 + ξ̂2

e + |η̂e|2 mod rC∞ and

ρ∞HGe ≡ 2ξ̂e(r∂r − ρ∞∂ρ∞ − η̂e∂η̂e) + 2(1− ξ̂2
e )∂ξ̂e + ρ∞H|ηe|2 mod rVb(eT ∗M); (3.11)

here ρ∞H|ηe|2 = 2/gjkη̂e,k∂ωj − (∂ωj/g
kl)η̂e,kη̂e,l∂η̂e,j

. Along integral curves of ρ∞HGe within

the characteristic set over r = 0, ξ̂e either remains constant at ±1 (which happens at
the radial sets), or it tends to ±1 as the affine parameter tends to ±∞. Thus, in the
characteristic set over ∂M◦, R+

in is a source and R+
out is a sink for the ρ∞HGe flow. (This

behavior is already discussed in the ultrastatic conic context in [MW04].)

On the other hand, the coefficient of r∂r in (3.11) is positive at ∂R+
out and negative at

∂R+
in, so ∂R+

in is a sink in the radial direction and ∂R+
out is a source. We can explicitly

construct the unstable manifold

∂W+
t0,out ⊂ Σ̃+ ∩ eS∗M◦

of the ρ∞HGe-invariant set ∂R+
t0,out = ∂R+

out ∩ {t = t0}. One possibility is to appeal to the
stable/unstable manifold theorem [HPS77]. More simply, one can exploit the smoothness of
(M, g): define W+

M,t0,out as the forward flow-out under HG of the setR+
M := {(t, x, σ, ξ) : x =

0, σ > 0, |ξ| = σ} ⊂ T ∗CM (where we write covectors as −σ dt+ ξ dx) inside of T ∗M \R+
M .

Then ∂W+
t0,out is the union of ∂R+

t0,out with the boundary at fiber infinity of the closure

of W+
M,out ∩ T ∗(M \ C) inside of eT ∗(M◦)◦M◦ \ o. Since a backward null-bicharacteristic of

HGe in Σ̃+ starting over (M◦)
◦ = M \ C tends to {t = t0} ∩ eT ∗∂M◦M◦ if and only if the

backward null-bicharacteristic of HG starting at the same point intersects T ∗CM (and thus
necessarily the dual light cone of (M, g) over T ∗CM) at t = t0, this indeed produces the
unstable manifold. In an analogous fashion, one can construct the stable manifold

∂W+
t0,in
⊂ Σ̃+ ∩ eS∗M◦

of ∂R+
t0,in

= ∂R+
out ∩ {t = t0}.

Definition 3.10 (Stable and unstable manifolds). For t0 ∈ IC , we define ∂W±t0,out, resp.

∂W±t0,in as the unstable, resp. stable manifold of ∂R±t0,out = ∂R±out∩{t = t0}, resp. ∂R±t0,in =

∂R±in∩{t = t0} for the flow of ±ρ∞HGe inside of eS∗M◦. Furthermore, W±t0,out ⊂ eT ∗M◦ \o
is the conic extension of ∂W±t0,out, and Wt0,out =

⊔
±W

±
t0,out. Finally, we write Wout =⋃

t0
Wt0,out; similarly for ‘in’ in place of ‘out’.

Definition 3.11 (Standard domains in M). Let T ∈ V(M) denote a future timelike vector
field. A compact submanifold with corners Ω ⊂ M is a standard domain if satisfies one of
the following two alternatives.

(1) Ω is contained in the Fermi normal coordinate chart UFermi and given by

Ω = Ωt0,t1,r0 := {(t, x) : t0 ≤ t ≤ t1, |x| ≤ r0 + 2(t1 − t)}
for some t0 < t1 and r0 > 0, and moreover:
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(a) Xt0,t1,r0 = {t = t0}∩Ωt0,t1,r0 is an initial spacelike hypersurface (i.e. Tt > 0 on
Xt0,t1,r0);

(b) Y −t0,t1,r0 = {t = t1} ∩ Ωt0,t1,r0 is a final spacelike hypersurface (i.e. Tt > 0 on

Y −t0,t1,r0), and also Y ∧t0,t1,r0 = {|x| = r0 + 2(t1 − t)} ∩Ωt0,t1,r0 is a final spacelike

hypersurface (i.e. T (|x| − (r0 + 2(t1 − t))) > 0 on Y ∧t0,t1,r0);

(c) Ω is non-refocusing in that W+
t−,out ∩W

+
t+,in

= ∅ for all t−, t+ ∈ [t0, t1];

(d) in the coordinates (2.24), we have σe > 0 on Σ̃+ ∩ eT ∗ΩM◦, and there exists

c0 > 0 so that for the function ξ̂e = ξe
σe

we have

σ−1
e HGe ξ̂e ≥ c0 on Σ̃+ whenever ξ̂e ∈

[
−3

4
,
3

4

]
. (3.12)

(2) Ω is disjoint from C, has only spacelike boundary hypersurfaces, and only one
boundary hypersurface X ⊂ Ω is initial (i.e. T points into Ω everywhere in X◦).

We moreover abuse notation and write Ω also for its lift β∗◦Ω to M◦.

Condition (1c) is an instance of [Hin24b, Definition 2.5]. Condition (1d) will be used to
aid the construction of edge regularity order functions which are monotonically decreasing
along the flow of ρ∞HGe ; see §4.6.

Remark 3.12 (More general domains). The requirement that only one boundary hypersur-
face be initial is made solely for notational convenience later on. Similarly, the exact form
of standard domains intersecting C is chosen so as to minimize notational complications (see
[Hin24b, Definition 2.2] for a more general definition). In our gluing applications, we can
freely choose the domains on which to work, and thus we leave the modifications required
for analysis on more general domains to the reader.

Lemma 3.13 (Existence of standard domains). Fix t′ ∈ IC. Then there exists η > 0 so
that for all t′ − η < t0 < t1 < t′ + η and r0 ∈ (0, η), the domain Ωt0,t1,r0 is a standard
domain.

Proof. The conditions (1a) and (1b) in Definition 3.11 are true when g is the Minkowski
metric in Fermi normal coordinates. Therefore, they remain true for domains Ωt0,t1,r0 which
are contained in a sufficiently small neighborhood of C, which is guaranteed for all small
η > 0. Similarly, if g is the Minkowski metric, then all domains Ωt0,t1,r0 are non-refocusing;
the continuous dependence of geodesics on the metric implies the non-refocusing property
(i.e. condition (1c)) for small η > 0. For condition (1d) finally, fix a number c′0 > 0 for
which (3.12) is valid on Minkowski space with c′0 in place of c0; then for c0 = 1

2c
′
0 the

inequality (3.12) remains valid when η > 0 is sufficiently small, since then the contribution
of the remainder term in (3.11) is smaller than 1

2c
′
0. �

Lemma 3.14 (Null-bicharacteristic flow on standard domains: M◦). Let Ω be a standard
domain. Denote by X ⊂ Ω its initial boundary hypersurface, and by Y the union of its final

boundary hypersurfaces. Let γ : I ⊆ R→ ∂Σ̃± ∩ eS∗ΩM◦, 0 ∈ I, be a maximal integral curve
of ±σ−1

e r2HG. Let s− = inf I and s+ = sup I. Then one the following possibilities occurs.

(1) γ is contained in the radial sets ∂Rin∪∂Rout from Definition 3.9 and thus constant;
(2) γ ⊂ eS∗∂M◦M◦ \ (∂Rin ∪ ∂Rout), in which case s± = ±∞, and lims↘−∞ γ(s) ∈ ∂Rin

and lims↗∞ γ(s) ∈ ∂Rout;
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(3) γ ⊂ S∗(M \ C), and γ(s) → ∂Rout as s ↘ s− = ∞, while s+ < ∞ and γ(s+) ∈
eS∗YM◦;

(4) γ ⊂ S∗(M \C), and s− > −∞, γ(s−) ∈ eS∗XM◦, while γ(s)→ ∂Rin as s↗ s+ =∞;
(5) |s±| <∞, and γ(s−) ∈ eS∗XM◦, γ(s+) ∈ eS∗YM◦.

Proof. When Ω∩C = ∅, only possibility (5) can occur. Consider thus the case that Ω∩C 6= ∅.
When γ lies over ∂M◦, only possibilities (1) and (2) occur, as already discussed.

Consider next the case that γ does not lie in eT ∗∂M◦M◦; then it is disjoint from it. If

γ(0) ∈ ∂W+
t0,in

with (t0, 0) ∈ Ω, then γ(s)→ ∂R+
in as s↗∞; otherwise, γ(s) hits the future

boundary Y of Ω at a finite value s = s+ < ∞. Depending on whether γ(0) ∈ ∂W+
t0,out

with (t0, 0) ∈ Ω or not, we then similarly have γ(s) → ∂R+
out or γ(s−) ∈ eS∗XM◦. This

corresponds to possibilities (3)–(5). �

See Figure 3.1.

t

x

Xt0,t1,r0

Y −t0,t1,r0

Y ∧t0,t1,r0

Ωt0,t1,r0

t0

t1

r0 X

Figure 3.1. Illustration of Lemma 3.14. On the left: a standard domain of
the type in Definition 3.11(1) (not to scale in the x direction). In the edge co-
sphere bundle eS∗M◦ over the green point, the incoming (red) and outgoing
(blue) null-geodesics, lifted to eS∗M◦, limit to ∂Rin and ∂Rout, respectively.
On the right: a standard domain of the type in Definition 3.11(2); the green
lines are null-geodesics.

The following covering result will be used to pass from local results on M̃ to semiglobal
ones; see §5.4.

Proposition 3.15 (Covering with standard domains). Let M = RT ×X0, g = −β dT 2 +
h(T ), be a metric splitting of (M, g), so 0 < β ∈ C∞(M), h is a smooth (in T ) family of
Riemannian metrics on X0, and every level set XT of T is a Cauchy hypersurface of (M, g).
Let K ⊂ J+(X1) (with J+ denoting the causal future) be compact. Let {p} = X0 ∩ C, and
let X ′0 be a Cauchy hypersurface of (M, g) contained in {−1 < T < 1} which, outside of
any fixed neighborhood of p is equal to X0 but which near p is equal to a level set of the
(Fermi normal coordinate) t.10 Let η > 0. Then there exist J ∈ N0 and a collection Ωj,
0 ≤ j ≤ J , of standard domains in M with the following properties:

(1) K ⊆
⋃J
j=0 Ωj;

(2) for all j, the initial Cauchy surface of Ωj is contained in X ′0 or in
⋃
k≤j−1 Ω◦k;

10The existence of such X ′−1 was shown in [Hin23a, Lemma 3.34].
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(3) all Ωk which intersect C are of the form Ωt0,t1,r0 for k-dependent values t0, t1, r0

satisfying |t1 − t0|, r0 < η.

The existence of a metric splitting was proved by Bernal–Sánchez [BS05]. See Figure 3.2
for an illustration of Proposition 3.15.

K

C

X1

X ′0
p

Figure 3.2. Illustration of Proposition 3.15. The standard domains Ωj

intersecting C are drawn in red, those disjoint from C in purple. (The purple
domains constructed in the proof of the Proposition are truncated at the
top.)

Proof of Proposition 3.15. By reparameterizing T , we may assume that T = t on C; then
M = IC ×X0. Let V0 ⊂ V1 ⊂ X ′0 be precompact open subsets with X ′0 ∩ J−(K) ⊂ V0 and
V0 ⊂ V1. Denote by Dj = D+(Vj) ⊂ J+(X ′0) the future domain of dependence of Vj for
j = 0, 1; so in particular Dj ∩XT is precompact for all T , and for T + := supK T <∞ we
have K ⊂ D0([0, T +]) := D0 ∩ T −1([0, T +]).

For all sufficiently small r0 > 0 and δ > τ > 0, the set [0, T + + τ + δ]t × {|x| ≤ r0 + 2δ}
is contained in UFermi, and furthermore X ′0 and X0 agree on {|x| ≤ r0 + 2δ}. Set t

(q)
0 := qτ

for q ∈ N0, and let Q ∈ N be the smallest value with t
(Q)
0 ≥ T +; then t

(Q)
0 + δ < sup IC .

Moreover, the union of the sets

Ω(q) := Ω
t
(q)
0 ,t

(q)
0 +δ,r0

, q = 0, . . . , Q,

covers C ∩ T −1([0, T +]). Set X(q) := X
t
(q)
0 ,t

(q)
0 +δ,r0

(see Definition 3.11(1a)). We claim that

if we reduce the size of r0, δ, τ even further (if necessary), we can moreover arrange that

J−(X(q+1) \ (Ω(q))◦) ∩ {|x| < r0/2, T = t
(q)
0 } = ∅, q = 0, . . . , Q. (3.13)

Indeed, since for any t0 ∈ IC the set Xt0+τ,t0+τ+δ,r0 \ (Ωt0,t0+δ,r0)◦ converges, as τ ↘ 0, to
the coordinate sphere {t0} × {|x| = r0 + 2δ} ⊂ T −1(t0), which is disjoint from C, it suffices
to choose τ > 0 sufficiently small.

We set Ω′0 = Ω(0). In view of (3.13), the union of Ω′0 and the future domain of dependence

of X ′0 \ {|x| ≤ r0/4} contains D0([0, t
(1)
0 ]). Taking Ω′1 = D+(K ′0) ∩ {T ≤ t

(1)
0 } for some

sufficiently large compact K ′0 ⊂ D1 ∩ T −1(0) \ {|x| ≤ r0/4}, we thus have D0([0, t
(1)
0 ]) ⊂

Ω′0 ∪ Ω′1. We continue with Ω′2 := Ω(1) and Ω′3 = D+(K1) ∩ {T ≤ t
(2)
0 } for a sufficiently
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large compact K1 ⊂ D1 ∩ T −1(t
(1)
0 ) \ {|x| ≤ r0/4} so that D0([0, t

(2)
0 ]) ⊂

⋃3
j=0 Ω′j ; and so

on.

To finish the construction, we need to modify the thus constructed sets Ω′0, . . . ,Ω
′
J (with

J = 2Q+1) slightly for odd indices j = 2l+1: the lateral boundary hypersurfaces of Ω′j , by

which we mean those not contained in T −1(t
(l)
0 ) and T −1(t

(l+1)
0 ), are lightlike (and smooth

if one chooses Xj appropriately and τ > 0 so small that no focal points develop along

future null-geodesics emanating from ∂Xj inside T −1([t
(l)
0 , t

(l+1)
0 ])). We thus perturb Ω′j to

an appropriate slightly larger domain whose lateral boundary hypersurfaces are spacelike,
thus obtaining Ωj for odd j. For even j, we set Ωj = Ω′j . This finishes the construction. �

3.2.2. Near field regime: Kerr dynamics over M̂t0. We now turn to the null-bicharacter-

istic flow of ρ̂2H
G̃

= ρ−2
◦ ε2H

G̃
= ρ−2

◦ H
ε2G̃

over M̂ . Since this vector field is an se-vector

field, i.e. tangent to the fibers of M̂ , it suffices to study it over M̂t0 for any fixed t0 ∈
IC . By Remark 3.6(1), ε2G̃|M̂t0

∈ ρ2
◦C∞(M̂t0 ; seT ∗

M̂t0

M̃) can be identified with the dual

metric function Ĝb ∈ r̂−2P [2](3bT ∗
X̂b
M̂b) = P [2](3scT ∗

X̂b
M̂b) of the Kerr metric ĝb via the

identification (2.17); here we write

b := (m, a).

We conclude that the se-vector field H
ε2G̃

has as its normal operator at seT ∗
M̂t0

M̃ (given by

restriction to the front face of the lift of seT ∗M̃ to [M̃ ; M̂t0 ], which is equal to 3bT ∗M) the

Hamiltonian vector field HĜb
∈ r̂−2V3b(3bT ∗M̂b). The restriction of H

ε2G̃
to seT ∗

M̂t0

M̃ is

therefore equal to the zero energy operator of HĜb
, which we denote

H0
Ĝb
∈ r̂−2Vb(3bT ∗

X̂b
M̂b);

this is formally obtained by removing the ∂t̂-derivatives in the expression for HĜb
.

In summary, the null-bicharacteristic dynamics of ρ−2
◦ H

ε2G̃
in seT ∗

M̂t0

M̃ are those of

r̂2H0
Ĝb
∈ Vb(3bT ∗

X̂b
M̂b), (3.14)

i.e. those of the subextremal Kerr metric ĝb, quotiented out by t̂-translations. (The ∂t̂-
component of HĜb

does play a role later on when we work on domains with initial and final

Cauchy hypersurfaces; see §3.2.4 below.)

Remark 3.16 (Local coordinate description). Local coordinates on seT ∗M̃ near the interior

of M̂ are t ∈ R, x̂ ∈ R3 and σse ∈ R, ξse ∈ R3, where we write se-covectors as

−σse
dt

ε
+ ξse

dx

ε
, (3.15)

corresponding to ε∂t = ∂t̂, ε∂x = ∂x̂ being a local frame of seT ∗M̃ there. But then the

Hamiltonian vector field of p ∈ C∞(seT ∗M̃) is

Hp = −(∂σsep)ε∂t + (∂ξsep)ε∂x + ε(∂tp)∂σse − ε(∂xp)∂ξse
=
(
(∂ξsep)∂x̂ − (∂x̂p)∂ξse

)
+ ε
(
−(∂σsep)∂t + (∂tp)∂σse

)
(3.16)

= −(∂σsep)∂t̂ + (∂ξsep)∂x̂ + (∂t̂p)∂σse − (∂x̂p)∂ξse . (3.17)
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The expression (3.17) is the Hamiltonian vector field of p = p(t̂, x̂, σse, ξse) since σse, ξse

are the canonical fiber-linear coordinates on T ∗R1+3
t̂,x̂

; indeed, (3.15) is equal to −σse dt̂ +

ξse dx̂. (Since p is smooth in t, we have ∂t̂p ∈ εC∞, so the ∂σse-component vanishes at M̂ .)

The expression (3.16), which involves the smooth coordinates t, x̂, σse, ξse near seT ∗
M̂◦
M̃ ,

is the most relevant one for studying the null-bicharacteristic dynamics of Hp on seT ∗M̃ ;

restricting it as a smooth vector field to M̂ amounts to dropping the ε(· · · ) term, leaving one
with the zero energy operator of the Hamiltonian vector field of the t̂-independent function
p = p(t0, x̂, σse, ξse), with smooth parametric dependence on t0 ∈ IC (which in our setting is

trivial since p = ε2G̃ is independent of t0 over M̂ , namely given by the dual metric function
of the Kerr metric ĝb).

The global structure of the r̂2H0
Ĝb

-flow is described in a manner that is convenient for

present purposes by Dyatlov [Dya15, §3.2] (building on the crucial observation by Wunsch–
Zworski [WZ11] regarding the normally hyperbolic nature of the trapped set), near the
horizon in the closely related Kerr–de Sitter setting by Vasy [Vas13, §6], and near spatial
infinity in [Dya15] and (in a different asymptotically flat setting) in Vasy–Zworski [VZ00].
We recall here its key features.

(i) Flow near spatial infinity. The description of the flow near ∂X̂b is the only part
where the (3)b-structures in (3.14) are relevant. First, note that by the discussion leading
up to (3.14), the restriction r̂2H0

Ĝb
|3bT ∗

∂X̂b
M̂b

is equal to ρ̂2H
G̃
|seT ∗

∂M̂t0

M̃
(under the usual

identification of X̂b with M̂t0 ∩ {|x̂| ≥ m}); but the source (Rin) to sink (Rout) nature

of the flow of the latter vector field in Σ̃+ was already described in the previous section
after (3.11).

Furthermore, recall that the fiber-linear coordinates (2.24) are also smooth fiber-linear

coordinates in an open neighborhood of seT ∗∂M◦M̃ ; as local coordinates on the base we use

t, r, ω and ρ◦ = ε
r = r̂−1, with r = 0 on M̂ . Thus, the expressions (3.9)–(3.11) remain valid

in seT ∗∂M◦M̃ , mutatis mutandis; to wit, in the projective fiber coordinates (3.10), which we
now denote by σse = σe etc., we have

ρ∞H
0
r̂2Ĝb

≡ 2ξ̂e(−ρ◦∂ρ◦−ρ∞∂ρ∞−η̂e∂η̂e)+2(1−ξ̂2
e )∂ξ̂e +H|η̂e|2 mod ρ◦Vb(3bT ∗

X̂b
M̂b). (3.18)

This arises from the fact that r∂r in ε, t, r, ω coordinates reads −ρ◦∂ρ◦ + r∂r in t, r, ω, ρ◦
coordinates, and the restriction of this to r = 0 is −ρ◦∂ρ◦ . This shows that

∂R̂+
out := ∂R+

out ∩ 3bS∗
X̂b
M̂b (3.19)

(where ξ̂e = 1) is a sink and

∂R̂+
in := ∂R+

in ∩
3bS∗

X̂b
M̂b (3.20)

(where ξ̂e = −1) is a source for the flow of (3.18) in the closure in 3bT ∗
X̂b
M̂b of the charac-

teristic set

Σ̂b := (3bT ∗
X̂b
M̂b \ o) ∩ {r̂2Ĝb = 0}. (3.21)

The characteristic set has two components Σ̂±b , with ∂R̂+
• ⊂ ∂Σ̂+

b for • = in, out. We define

∂R̂−• = −∂R̂+
• (multiplication by −1 in the fibers).
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(ii) Trapping. For the study of the flow away from ∂X̂b, we can dispense of all rescalings

and rescaled bundles and simply study H0
Ĝb

as a vector field on T ∗
X̂◦b
M̂◦b .

Definition 3.17 (Trapping). In Boyer–Lindquist coordinates (see Definition 3.1), introduce
the phase space variables σ, ξ, ηθ, ηφ by writing covectors as −σ dt̂BL + ξ dr̂+ ηθ dθ+ ηφ dφ.
The trapped set is then the subset

Γ̂±b := {(r̂, θ, φ;σ, ξ, ηθ, ηφ) ∈ Σ̂±b : r̂ > r̂b, ξ = HĜb
ξ = 0}

of the component Σ̂±b of the characteristic set Σ̂b (see (3.21)). The stable (forward)/unstable
(backward) trapped sets are denoted

Γ̂
s/u,±
b ⊂ Σ̂±b ∩ T

∗
X̂◦b,BL

M̂◦b ,

where X̂◦b,BL := X̂b ∩ r̂−1((r̂b,∞)).

Thus, Γ̂±b is a conic smooth codimension 2 submanifold of Σ̂±b by [Dya15, Proposition 3.3]

which is a symplectic submanifold of T ∗M̂◦b (see [Dya15, Assumption (7)] and its verification
after [Dya15, Proposition 3.5]) and whose quotient by fiber dilations, or equivalently whose

boundary ∂Γ̂±b ⊂ S
∗M̂◦b at fiber infinity, is compact. Moreover, by [Dya15, Assumption (5)

as verified around equation (3.18)], we have11

±σ > 0 on Γ̂±b . (3.22)

Furthermore, [Dya15, Proposition 3.5] shows that Γ̂s,±
b and Γ̂u,±

b are smooth conic codimen-

sion 1 submanifolds of Σ̂±b which only intersect at Γ̂±b = Γ̂s,±
b ∩ Γ̂u,±

b . They admit smooth
defining functions

ϕ
s/u
b ∈ C∞(S∗

X̂◦b,BL

M̂◦b ) (3.23)

which we identify with their homogeneous degree 0 extensions to T ∗
X̂◦b,BL

M̂◦b \ o, and which

satisfy

±σ−1HĜb
ϕs
b = ws

bϕ
s
b, ±σ−1HĜb

ϕu
b = −wu

bϕ
u
b on Σ̂±b , σ · {ϕs, ϕu} 6= 0 at Γ̂b;

(3.24)

the functions ws/u ∈ C∞(S∗
X̂◦b,BL

M̂◦b ) are positive at ∂Γ̂b. Moreover, the σ−1HĜb
-flow in the

cosphere bundle is r-normally hyperbolic (for every r) by [Dya15, Propositions 3.6 and 3.7].
(We recall this notion in §B.)

(iii) Event horizon and red-shift. The phase space dynamics near the event horizon
r̂ = r̂b were described with an eye towards microlocal estimates by Vasy [Vas13]; see also
[HV13, Gan19].

Definition 3.18 (Generalized radial sets over the event horizon). We work in the coordi-

nates t̂, r̂, θ, φ∗ on M̂◦b from Lemma 3.2, and write covectors as −σ dt̂+ξ dr̂+ηθ dθ+ηφ∗ dφ∗.
Then we define

R̂H+ := {t̂ = 0} ∩N∗{r̂ = r̂b} \ o ⊂ T ∗X̂◦b
M̂◦b \ o, R̂±H+ = R̂H+ ∩ {±ξ > 0}. (3.25)

11The reference uses the symbol τ for what we call −σ here.
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Note here that R̂±H+ ⊂ Σ̂±b ; indeed, the vector field dual to dr̂ is ĝ−1
b (dr̂,−) = µ

%2∂r̂ in

Boyer–Lindquist coordinates in r̂ > r̂b, which in the coordinates t̂, r̂, θ, φ∗ reads %−2(µ∂r̂ −
µT ′∂t̂ − µΦ′∂φ∗); using (3.2), this can be restricted to r̂ = r̂b (where µ = 0) and gives
r̂2
b+a2

%2 (∂t̂ + a
r̂2
b+a2∂φ∗), which is indeed future null.

To describe the flow near Rt̂ × ∂R̂H+ ⊂ S∗M̂◦b quantitatively, we define t̂0 = t̂BL − T0,

φ0 = φ−Φ0 where T ′0(r̂) = − r̂2+a2

µ(r̂) and Φ′0(r̂) = − a
µ(r̂) , i.e. they satisfy (3.2) with T̃ = Φ̃ = 0.

Starting with the expression for the dual metric function in Boyer–Lindquist coordinates
(using (3.1))

%2ĝ−1
b = − 1

µ

(
(r̂2 + a2)∂t̂BL

+ a∂φ
)2

+ µ∂2
r + ∂2

θ +
1

sin2 θ
(a sin2 θ ∂t̂BL

+ ∂φ)2,

we change variables by plugging in ∂t̂0 , ∂r̂+
r̂2+a2

µ ∂t̂0 + a
µ∂φ0 , ∂φ0 for ∂t̂BL

, ∂r̂, ∂φ, respectively.

In coordinates defined by writing covectors as

−σ0 dt̂0 + ξ0 dr̂ + ηθ dθ + ηφ0 dφ0, (3.26)

we then find the dual metric function to be

%2Ĝb = µξ2
0 − 2ξ0

(
(r̂2 + a2)σ0 − aηφ0

)
+ C̃ ,

C̃ = η2
θ +

1

sin2 θ
(ηφ0 − a sin2 θ σ0)2.

(3.27)

Therefore, we have

H%2Ĝb
= 2
(
µξ0 − (r̂2 + a2)σ0 + aηφ0

)
∂r̂ − (µ′ξ0 − 4r̂σ0)ξ0∂ξ0

+ 2(r̂2 + a2)ξ0∂t̂0 + 2aξ0∂φ0 +HC̃ .
(3.28)

Note that HC̃ is a linear combination of ∂t̂0 , ∂θ, ∂φ0 , and ∂ηθ , with the coefficient ∂θC̃ of ∂ηθ
vanishing quadratically at R̂H+ . Consider now projective coordinates near Rt̂0 × ∂R̂

+
H+ ,

ρ∞ = ξ−1
0 , σ̂0 =

σ0

ξ0
, η̂θ =

ηθ
ξ0
, η̂φ0 =

ηφ0

ξ0
. (3.29)

Then we have

ρ∞H%2Ĝb
≡ 2
(
µ′(r̂b)(r̂ − r̂b)− (r̂2 + a2)σ̂0 + aη̂φ0

)
∂r̂

+ µ′(r̂b)
(
ρ∞∂ρ∞ + σ̂0∂σ̂0 + η̂θ∂η̂θ + η̂φ0∂η̂φ0

)
+ H̃,

(3.30)

where H̃ is the sum of vector fields whose coefficients vanish at least quadratically at
Rt̂0 × ∂R̂H+ and linear combinations (with smooth coefficients) of the vector fields ∂t̂0 , ∂θ,

∂φ0 which are tangent to Rt̂0 × ∂R̂
+
H+ . Therefore, for the local quadratic defining function

ρ2
H+ = ρ2

∞ + σ̂2
0 + η̂2

θ + η̂2
φ0

+ δ(r̂ − r̂b)2 (3.31)

of R×∂R̂+
H+ , which is smooth on T ∗M̂◦b near R×∂R̂+

H+ , we have ρ∞H%2Ĝb
ρ2
H+ ≥ µ′(r̂b)ρ2

H+

in some t̂0-translation invariant neighborhood of R × ∂R̂+
H+ in S∗M̂◦b when δ > 0 is suf-

ficiently small. This shows that ∂R̂+
H+ is a source for the ρ∞H%2Ĝb

-flow, and thus also

for the ρ∞HĜb
-flow within the characteristic set Σ̂b. The analysis near R̂−H+ is completely

analogous, and one can indeed use the same quadratic defining function (3.31) for the same
purpose.
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We further record that |dr̂|2
ĝ−1
b

= µ
%2 , so dr̂ is timelike in r̂ < r̂b, and indeed future timelike

by continuity from r̂ = r̂b where it is future causal. Therefore, r̂ is strictly monotonically
decreasing in r̂ < r̂b along future null-geodesics.

(iv) Qualitative global dynamics. Finally, we recall how the various subsets of phase space
discussed thus far are connected.

Lemma 3.19 (Null-bicharacteristic flow mod ∂t̂ on Kerr). Denote by ρ∞ ∈ C∞(3bT ∗
X̂b
M̂b) a

defining function of fiber infinity 3bS∗
X̂b
M̂b. Let I 3 s 7→ γ(s) denote a maximally extended

null-bicharacteristic of ρ∞r̂
2Ĝb, projected off t̂, inside of ∂Σ̂+

b ⊂
3bS∗

X̂b
M̂b. Then:

(1) in the forward direction, γ either tends to the trapped set ∂Γ̂+
b (see Definition 3.17)

or the radial set ∂R̂+
out over spatial infinity (see (3.20)), or γ enters r̂ < r̂b and

escapes through r̂ = m in finite time;
(2) in the backward direction, γ either tends to ∂Γ̂+

b , ∂R̂+
in (see (3.19)), or the radial

set over the event horizon ∂R̂+
H+ (see Definition 3.18) as s↘ −∞.

Moreover, γ cannot tend to ∂Γ̂+
b in both the forward and backward directions unless it is

contained in ∂Γ̂+
b . The same statements hold true for the projections off t̂ of maximally

extended null-bicharacteristics of −ρ∞r̂2Ĝb in ∂Σ̂−b upon replacing the superscripts ‘+’ by
‘−’.

Proof. This is essentially proved in [Dya15, §3.4]; we sketch the argument here. We work

only in ∂Σ̂+
b . The concavity, resp. convexity of r̂ along the flow for 0 < r̂ − r̂b ≤ δ0, resp.

r̂ ≥ δ−1
0 proved for sufficiently small δ0 > 0 in [Dya15, Proposition 3.1] implies that forward

null-bicharacteristics crossing r̂ = δ−1
0 in the outward direction must tend to r̂ = ∞ and

thus to ∂R̂+
out by the sink nature of this radial set. For those which cross r̂ = r̂b + δ0 in the

direction of decreasing r̂, the value of r̂ must continue decreasing while it is larger than r̂b;
but since ∂R̂+

H+ is a source (in the direction normal to ∂R̂+
H+), they in fact must reach and

cross r̂ = r̂b in finite time, after which they cross r̂ = m in finite time.

Similarly, backward null-bicharacteristics crossing r̂ = δ−1
0 in the outward direction must

tend to ∂R̂+
in due to the source nature of this radial set. If they cross r̂ = r̂b + δ0 in the

direction of decreasing r̂, they must tend to ∂R̂+
H+ (which is a source for the ρ∞HĜb

flow),

as they cannot cross the event horizon r̂ = r̂b.

Forward, resp. backward null-bicharacteristics which in the forward direction stay in a
compact subset of {r̂b < r̂ <∞} are forward, resp. backward trapped, i.e. for all large s they

lie in ∂Γ̂s,+
b , resp. ∂Γ̂u,+

b . The fact that Γ̂s,+
b ∩ Γ̂u,+

b = Γ̂+
b implies the final statement. �

3.2.3. Parallel transport along the trapped set. This section (which will not be used in the
present paper and can thus be skipped until the reader studies [Hin24a]) establishes prop-
erties of parallel transport of (co)vectors along trapped null-geodesics in subextremal Kerr
spacetimes which are essential for verifying a subprincipal symbol condition for the prop-
agation of microlocal regularity into the trapped set for tensorial wave equations. (This
verification, for the linearized gauge-fixed Einstein equations, is carried out in [Hin24a].)
Roughly speaking, we show, following Marck [Mar83], that parallel transport along trapped
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null-geodesics has a nilpotent structure when expressed in a suitable frame; see Proposi-
tion 3.21 for the precise statement.

Write π : T ∗M̂◦b → M̂◦b for the base projection, and denote by ∇π∗T ∗M̂◦b the pullback of

the Levi-Civita connection on (M̂◦b , ĝb). Write

Db := ∇π
∗T ∗M̂◦b
HĜb

∈ Diff1(T ∗M̂◦b ;π∗T ∗M̂◦b ). (3.32)

This is a (principally scalar) transport operator. Therefore, given (z0, ζ0) ∈ T ∗M̂◦b and

e0 ∈ (π∗T ∗M̂◦b )(z0,ζ0) = T ∗z0M̂
◦
b , we can solve Dbe = 0 along the HĜb

-integral curve γ(s)

through (z0, ζ0), with initial condition e(0) = e0 at γ(0) = (z0, ζ0). This defines a notion of
parallel transport

(π∗T ∗M̂◦b )(z0,ζ0) → (π∗T ∗M̂◦b )γ(s), e0 7→ e(s).

Identifying e(s) with an element of T ∗π(γ(s))M̂
◦
b , we compute

∇(π◦γ)′e(s) =
1

2
∇π∗HĜbe(s) =

1

2
∇π
∗T ∗M̂◦b
HĜb

e(s) = 0,

where we use that the pushforward of HĜb
|(z,ζ) along π is twice the vector dual to ζ.

Therefore, the operator Db captures parallel transport along all geodesics on M̂◦b at once,
and allows us to choose suitable frames to describe this parallel transport depending on the
geodesic in phase space. We proceed to study this on Kerr, following Marck’s work [Mar83]
and pointing out additional properties of his construction along the way.

Following Carter [Car68b, §4], we define the tetrad

ω(0) =

√
µ

%
(dt̂BL − a sin2 θ dφ), ω(1) =

%
√
µ

dr̂,

ω(2) = %dθ, ω(3) = %−1 sin θ (a dt̂BL − (r̂2 + a2)dφ).

(3.33)

The covectors ω(0) and ω(1) are smooth on M̂◦b , while ω(2) and ω(3) are not. The dual tetrad
ω(µ) is given by

ω(0) =
1

%
√
µ

(
(a2 + r̂2)∂t̂BL

+ a∂φ
)
, ω(1) =

√
µ

%
∂r̂,

ω(2) = %−1∂θ, ω(3) = − 1

% sin θ
(a sin2 θ ∂t̂BL

+ ∂φ).

In this frame, the Kerr metric is given by the Minkowski matrix ĝb(ω(µ), ω(ν)) =
¯
gµν (i.e.

−1 for µ = ν = 0; +1 for µ = ν ≥ 1; and 0 otherwise), likewise for the dual metric. The
Carter constant [Car68a]

C = %2(ω2
(2) + ω2

(3))− a
2 cos2 θ Ĝb ∈ P [2](T ∗M̂◦b ),

which is quadratic in the momenta, is a constant of motion, i.e. HĜb
C = 0. On the

characteristic set, it is equal to

C̃ = %2(ω2
(2) + ω2

(3)) = η2
θ +

1

sin2 θ
(ηφ − a sin2 θ σ)2
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in the coordinates used in Definition 3.17; this quantity already appeared earlier in (3.27).
We next recall the Killing–Yano tensor [Pen73], which is the 2-form

KY = rω(2) ∧ ω(3) + a cos θ ω(0) ∧ ω(1);

it satisfies KYµν;λ +KYµλ;ν = 0. It is smooth since the 2-form

ω(2) ∧ ω(3) = −ad(cos θ) ∧ dt̂BL − (r̂2 + a2)dθ ∧ sin θ dφ

is smooth.

Consider now a null covector (z, ζ) ∈ M̂◦b . We then define

e0 = ζ, e3 = KY (ζ) ∈ (π∗T ∗M̂◦b )(z,ζ) (3.34a)

(i.e. e3
µ = ĝνκb KYµνζκ); their coefficients in the tetrad (3.33) are

e0 = (ω(0), ω(1), ω(2), ω(3)), e3 = (a cos θ ω(1), a cos θ ω(0), rω(3),−rω(2)).

We then put

e1 := (rω(1), rω(0),−a cos θ ω(3), a cos θ ω(2)), e2 :=
%2

2
(ω(0), ω(1),−ω(2),−ω(3)).

(3.34b)

Lemma 3.20 (Frame). The vectors eµ, µ = 0, 1, 2, 3, defined by (3.34a)–(3.34b) are smooth

stationary sections of π∗T ∗M̂◦b . They form a quasi-orthonormal frame of π∗T ∗M̂◦b at all

null covectors ζ ∈ T ∗z M̂◦b for which C 6= 0; concretely,

(ĝ−1
b (eµ, eν))µ,ν=0,...,3 = C


0 0 −1 0
0 1 0 0
−1 0 0 0
0 0 0 1

 .

Proof. The stationarity of eµ follows from its definition and the stationarity of the Carter
tetrad. The smoothness of e0 and e3 is clear. That of e1 and e2 can be verified by direct
calculation; alternatively, one notes that e1 = Te0, e2 = Se0 where

T = a cos θ ω(3) ∧ ω(2) + rω(0) ∧ ω(1), S =
%2

2

(
−I + 2((ω(1))2 − (ω(0))2)

)
are smooth. Lastly, since e0 is null, we have −ω2

(0) + ω2
(1) = −ω2

(2) − ω
2
(3). Thus,

ĝ−1
b (e3, e3) = −a2 cos2 θ(ω2

(1) − ω
2
(0)) + r2(ω2

(2) + ω2
(3)) = %2(ω2

(2) + ω2
(3)) = C .

We omit the straightforward calculation of the other inner products. �

Proposition 3.21 (Form of the pullback connection). Define the frame eµ := 1√
C
eµ of

(π∗T ∗M̂◦b )(z,ζ) at all null covectors ζ ∈ T ∗z M̂◦b at which C > 0; denote the set of these by

C+ ⊂ T ∗z M̂◦b \ o. Then in the splitting

(π∗T ∗M̂◦b )|C+ = 〈e0〉 ⊕ 〈e1〉 ⊕ 〈e2〉 ⊕ 〈e3〉,
the operator Db in (3.32) takes the form

Db = HĜb
+ 2σ


0 1 0 0
0 0 1 0
0 0 0 0
0 0 0 0

 .
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This in particular applies at Γ̂b, i.e. Γ̂b ⊂ C+.

Proof. For the integral curve γ(s) of HĜb
with γ(0) = (z, ζ) ∈ C+ the covector e0 = γ̇(s)[ is

parallel along the geodesic π ◦γ. Since HĜb
C = 0, this implies that Dbe0 = C−1/2Dbe0 = 0.

By the properties of KY , also e3 and therefore e3 are parallel, i.e. Dbe3 = 0.

Next, write Dbe1 =: αµe
µ. Then Lemma 3.20 gives α1 = ĝ−1

b (Dbe1, e1) = Hĝb(|e1|2
ĝ−1
b

) =

0, furthermore α2 = −ĝ−1
b (Dbe1, e0) = ĝ−1

b (e1,Dbe0) = 0, and also α3 = ĝ−1
b (Dbe1, e3) =

−ĝ−1
b (e1,Dbe3) = 0. Therefore,

Dbe1 = α0e
0, α0 = −ĝ−1

b (Dbe1, e2).

Similarly, one finds that for Dbe2 =: βµe
µ one has β0 = β2 = β3 = 0, whereas β1 =

ĝ−1
b (Dbe2, e1) = −ĝ−1

b (e2,Dbe1) = α0. A lengthy direct computation gives α0 = 2σ.

Finally, we show that C > 0 at the trapped set: if Ĝb = 0 and C = 0, then ω(2) = ω(3) =

0; but also ξ = 0 at Γ̂b, so ω(1) = 0; and since Γ̂b ⊂ Σ̂b, this forces ω(0) = 0 as well. But

this means we are at the zero section, which however is disjoint from Σ̂b. Since C = C̃ ≥ 0
everywhere on Σ̂b, this means that C > 0 on Γ̂b. �

Proposition 3.21 exhibits the nilpotent structure of parallel transport along null-geodesics
which are trapped or, more generally, along null-geodesics for which C 6= 0: the coefficients
of a parallel section along such a null-geodesic, in the frame eµ, grow at most quadratically
(and in particular not exponentially) with the affine parameter.

Remark 3.22 (Schwarzschild case). In the special case a = 0 of the Schwarzschild metric,
and writing covectors as −σ dt + ξ dr + η, η ∈ T ∗S2, we have, at the trapped set r = 3m,
ξ = 0:

e0 = −σ dt+ η, e1 = −9mσ dr, e2 =
9m2

2
(σ dt+ η), e3 = 3m(/?η),

with /? denoting the Hodge star operator on S2 with the standard metric. The frame used
in [HV18, §9.1] on Schwarzschild–de Sitter space is related to this by a constant linear
transformation.

3.2.4. Global dynamics on standard domains. We now combine the results from §§3.2.1–

3.2.2 to study the null-bicharacteristic flow in the se-characteristic set Σ̃. Unless specified
otherwise, we only use the se-regularity C2,1,1

se = εC2
se of the lower order term of g̃ in Defini-

tion 3.4(2a). (This suffices to ensure that integral curves of H
G̃

are unique.)

Definition 3.23 (Standard domains in M̃). A standard domain Ω̃ ⊂ M̃ \ K̃◦ is a subman-

ifold with corners of M̃ of the form Ω̃ = β̃−1([0, 1)ε × Ω) \ K̃◦ where Ω ⊂M is a standard

domain in the sense of Definition 3.11. We write Ωε = Ω̃∩Mε. The boundary hypersurfaces

of Ω̃ are denoted as follows.

(1) If Ω = Ωt0,t1,r0 , then we set

X̃t0,t1,r0 := β̃−1([0, 1)ε ×Xt0,t1,r0) \ {|x̂| < m},

Ỹ −t0,t1,r0 := β̃−1([0, 1)ε × Y −t0,t1,r0) \ {|x̂| < m},

Ỹ ∧t0,t1,r0 := [0, 1)ε × Y ∧t0,t1,r0 ,
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Ỹ
|
t0,t1,r0

:= {(ε, t, x̂) : ε ∈ [0, 1), t ∈ [t0, t1], |x̂| = m}.
(2) If Ω ∩ C = ∅, and the boundary hypersurfaces of Ω are X (initial) and Y1, . . . , YJ

(final), then we set X̃ := [0, 1)ε ×X and Ỹj := [0, 1)ε × Yj .

See Figure 3.3. In the second case of Definition 3.23, we have Ω̃∩ ε−1([0, ε0]) = [0, ε0]×Ω

for all sufficiently small ε0 > 0 (chosen so that K̃ is disjoint from [0, ε0]×Ω). If one shrinks
ε0 > 0 further, then one can ensure that for each initial, resp. final boundary hypersurface

X ⊂ Ω also {ε} × X = X̃ ∩Mε will be an initial, resp. final spacelike hypersurface for
gε = g̃|Mε .

In the first case, one can argue similarly for Ỹ ∧t0,t1,r0 since Y ∧t0,t1,r0 ∩ C = ∅. Since dr̂

is (future) timelike at r̂ = m for the Kerr metric, the se-covector dr̂ = ε−1dr is future

timelike for g̃ in a neighborhood of {r̂ = m} ⊂ M̂ , so also Ỹ
|
t0,t1,r0

∩Mε is a final boundary
hypersurface of Ωε for all sufficiently small ε > 0. Analogous reasoning using the se-covector
ρ̂−1dt = ρ̂◦ dt̂, which is past timelike at M̂◦ in view of the final part of Lemma 3.2 and also

at M◦ by Definition 3.4, shows that also the intersections of Mε with X̃t0,t1,r0 and Ỹ −t0,t1,r0
are spacelike for all sufficiently small ε > 0.

t

ε

r = |x|

x̂
=

0

Ỹ ∧t0,t1,r0

Ỹ −t0,t1,r0

Ω̃

|x̂| = m
X̃t0,t1,r0

Ỹ
|
t0,t1,r0

t

r

Ω

Figure 3.3. A standard domain in M̃ , its boundary hypersurfaces, and (on
the right) the corresponding standard domain in M .

Having already defined the radial sets Rin, Rout in Definition 3.9, we define

RH+ := IC × R̂H+ (3.35)

in terms of (3.25) as the set of all covectors ξse dr̂ over r̂ = m where ξse 6= 0; its two

components are denoted R±H+ = RH+ ∩ Σ̃± as usual. Carefully note that RH+ ⊂ seT ∗
M̂
M̃ \o

lives only at ε = 0: the Kerr event horizon plays no special role (and indeed has no geometric
meaning anymore) for any ε > 0. Similarly, we define the subsets

Γ := IC × Γ̂b, Γs/u := IC × Γ̂
s/u
b , (3.36)

of seT ∗
M̂
M̃ \ o, with future/past components denoted Γ±, Γs/u,±.

Lemma 3.24 (Null-bicharacteristic flow on standard domains: M̃). Let Ω̃ be a standard

domain. Fix a defining function ρ∞ ∈ C∞(seT ∗M̃) of fiber infinity, and let H := ρ∞ρ̂
2H

G̃
∈

Vse(
seT ∗

M̃\K̃◦
M̃). Then there exists ε0 > 0 so that the following statements hold.
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(1) (Causal character.) The boundary hypersurfaces of Ωε are spacelike for all ε ∈ (0, ε0];
furthermore, if Ω ∩ C 6= ∅, then ρ̂−1dt is past timelike on Ωε.

(2) (Flow.) Let I 3 s 7→ γ(s) ∈ ∂Σ̃± ∩ seS∗
Ω̃
M̃ be a maximal integral curve of ±H over

Ω̃ ∩ ε−1([0, ε0]). Then exactly one of the following possibilities must occur:
(a) γ lies over Mε for some ε > 0, starts at an initial hypersurface and ends at a

final hypersurface of Ωε;
(b) γ is contained in one of the invariant sets ∂Rout, ∂Rin, ∂RH+, ∂Γ;
(c) γ lies over ∂M◦ and tends to ∂Rin in the backward and ∂Rout in the forward

direction;
(d) γ lies over (M◦)

◦ and in the forward direction tends to ∂Rin or crosses a final
boundary hypersurface in finite time, and in the backward direction tends to
∂Rout or crosses the initial boundary hypersurface in finite time, but it does
not tend to ∂Rin ∪ ∂Rout in both the forward and backward directions;

(e) γ lies over M̂◦ and in the forward direction tends to ∂Γ, ∂Rout, or ends at

Ỹ
|
t0,t1,r0

(i.e. r̂ = m) in finite time, and in the backward direction tends to ∂Γ,
∂Rin, or ∂RH+, but it does not tend to ∂Γ in both directions.

Proof of Lemma 3.24. Part (1) has already been established. Part (2) is a combination of
Lemmas 3.14 and 3.19 when ε = 0. For ε > 0 on the other hand, note that H is tangent

to the ε-level sets inside seS∗M̃ ; and at points (z, ζ) ∈ Σ̃+ ∩ seS∗
Ω̃
M̃ where ε > 0, we have

Ht > 0 by the past timelike nature of dt. Thus, (2a) is the only possibility in this case. �

∂RH+ ∂Γ

∂Rout

∂Rin

initial hypersurface

final hypersurfaces

Figure 3.4. Illustration of the future null-bicharacteristic flow, as described
in Lemma 3.24.

Lemma 3.25 (Monotone functions). Let Ω̃ be a standard domain associated with Ω where

Ω∩ C 6= ∅. Write se-covectors in Ω̃ as −σse
dt
ρ̂ + ξse

dr
ρ̂ + ηse where ηse ∈ T ∗S2. Then for all

sufficiently large r̂0 > r̂b and all sufficiently small ε0 > 0,12 the following statements hold
for all ε ∈ [0, ε0].

(1) ±σse > 0 on Σ̃± over Ωε ∩ {r̂ ≥ r̂0}.
(2) Let χ1, χ2 ∈ C∞(R) with

χ1|(−∞, 1
2

] = 0, χ′1 ≥ 0, χ1|[ 3
4
,∞) = 1,

12In this region, we may take ρ̂ = r.
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χ2|(−∞,r̂0] = 0, χ′2 ≥ 0, χ2|[2r̂0,∞) = 1.

Write ξ̂se = ξse
σse

. Then

±σ−1
se ρ̂

2H
G̃

(χ1(ξ̂se)χ2(r̂)) ≥ 0 on ∂Σ̃± ∩ seS∗ΩεM̃. (3.37)

If moreover
√
χj ,
√
χ′j ∈ C∞(R) for j = 1, 2, then on ∂Σ̃± ∩ seS∗ΩεM̃ , (3.37) can be

written as the sum of squares of smooth functions on ∂Σ̃±.

See Figure 3.5 for an illustration of the monotonicity property (3.37).

ξ̂se

ρ◦

−1

1

Figure 3.5. Projection to the coordinates r̂ and ξ̂se (which equals ξ/σ if
one writes covectors as −σ dt̂+ξ dr̂+η, η ∈ T ∗S2) of the null-bicharacteristic
flow, here drawn in the compactified coordinate ρ◦ = r̂−1. The shading of
red indicates the size of the function χ1(ξ̂se)χ2(r̂) in (3.37).

Proof. The positivity of σse on Σ̃ is ensured over Ω̃ ∩M◦ by Definition 3.11(1d), and thus
follows in an open neighborhood thereof by continuity. For the proof of part (1), it then

suffices to note that limr̂0→∞ limε→0(Ω̃ ∩ {r̂ ≥ r̂0, ε ≤ ε0}) = Ω̃ ∩M◦.
For part (2), we compute, with H := σ−1

se ρ̂
2H

G̃
,

H(χ1(ξ̂se)χ2(r̂)) = χ′1χ2Hξ̂se + χ1χ
′
2Hr̂.

But on suppχ′1 we have ξ̂se ∈ [1
2 ,

3
4 ] and thus Hξ̂se has a positive lower bound on the

characteristic set over Ω̃ ∩M◦ in view of (3.12). This continues to hold on a sufficiently
small open neighborhood. Thus, the first term is nonnegative, and indeed has a smooth
square root on the characteristic set when

√
χ′1 is smooth. For the second term, we note

that on supp(χ1χ
′
2) we have ξ̂se ≥ 1

2 and r̂ ≥ r̂0; in view of (the first term of) (3.18) (with

ρ◦ = r̂−1) this implies that Hr̂ > 0 on M̂ when r̂0 is sufficiently large; this persists over Ωε

when ε is sufficiently small. �

For later use, we record the saddle point structure of the null-bicharacteristic flow near
the radial sets ∂Rin and ∂Rout from Definition 3.9 in a quantitative way: the combination
of (3.11) and (3.18) (see also the discussion following (3.18)) is

ρ∞Hr2G̃
≡ 2ξ̂se(r∂r − ρ◦∂ρ◦ − ρ∞∂ρ∞ − η̂se∂η̂se) + 2(1− ξ̂2

se)∂ξ̂se

+H|η̂se|2 mod (I + εC1
se)Vb(seS∗M̃),

(3.38)
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where I = ρ̂C∞(M̃) + ρ◦C∞(M̃) ⊂ C∞(M̃) is the module of smooth functions vanishing at

M̂ ∩M◦.
Finally, we record the following technical result on the H

ε2G̃
-flow in a full neighborhood

of the trapped set inside of Σ̃, which we only state near the future characteristic set. The
proof is given in Appendix B.

Proposition 3.26 (Extensions of stable and unstable defining functions). Suppose that the

second (remainder) term in Definition 3.4(2a) lies in εCd0
se = Cd0,1,1

se where 2 ≤ d0 ∈ N∪{∞}.
Let I ⊂ IC be a bounded open interval with I ⊂ Ī ⊂ IC. Then there exist a neighborhood

U ⊂ seS∗
M̃\M◦

M̃ of ∂Γ+ ∩ t−1(Ī) and functions ϕ̃u, ϕ̃s, defined on U , with the following

properties:

(1) ϕ̃•|M̂t0
= ϕ•b for • = u, s and for all t0 ∈ I. More precisely, in the coordinates

ε, t, x̂ and relative to coordinates on the fibers S3 of seS∗M̃ defined in terms of the
fiber-linear coordinates −σse dt̂+ ξse dx̂,

ϕ̃• − ϕ• ∈ εCd0
se

(
U ∩ ([0, ε0]× It × R3

x̂ × S3)
)
,

i.e. ε−1(ϕ̃• − ϕ•) remains uniformly bounded upon application of up to d0 many of
the vector fields ε∂t, ∂x̂, and vector fields on S3;

(2) on U ∩ Σ̃+, we have

ρ∞ε
2H

G̃
ϕ̃s = w̃sϕ̃s, ρ∞ε

2H
G̃
ϕ̃u = −w̃uϕ̃u, (3.39)

where w̃• are functions with w̃•|M̂t0
= w•b for • = u, s and for all t0 ∈ I. More

precisely, w̃• − w• ∈ εCd0−1
se ;

(3) w̃s/u > 0 on U .

4. Estimates for linear tensorial wave equations on glued spacetimes

We fix a glued spacetime (M̃, g̃) associated with (M, g), the inextendible timelike geodesic
C ⊂M , subextremal Kerr black hole parameters b = (m, a), and Fermi normal coordinates
t ∈ IC ⊂ R, x ∈ R3 around C as in Definition 3.4; we furthermore write x̂ = x

ε . Local

defining functions of M̂ and M◦ are thus ρ̂ = (ε2 + |x|2)1/2 and ρ◦ = 〈x̂〉−1. We shall prove

estimates for ε-dependent wave operators Lε = L̃|Mε on Mε associated with gε = g̃|Mε .

Operator class. We specify the class of wave operators by the following data.

(4.L̃.a) Ẽ → M̃ \ K̃◦: a smooth vector bundle. We write Ê := Ẽ|M̂ → M̂ and assume that

Ê = π̂∗Ê (4.1)

for a vector bundle Ê → X̂b where, in the coordinates t ∈ IC , x̂ ∈ R3 on M̂ , we
write π̂(t, x̂) = x̂. (In other words, we are given a compatible family of isomorphisms

Ê|(t,x̂)
∼= Ê|(t′,x̂) for all t, t′ ∈ IC , with smooth dependence on t, t′, x̂.)

(4.L̃.b) L̃ ∈ ρ̂−2(C∞+C∞,1,1se )Diff2
se(M̃ \K̃◦; Ẽ): a principally scalar operator, with principal

symbol equal to the dual metric function G̃ ∈ ρ̂−2(C∞ + C∞,1,1se )P [2](seT ∗
M̃\K̃◦

M̃)

of g̃. We furthermore assume that the normal operators NM̂t0
(ε2L̃) are of class
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Diff2,−2,0
3b,I (M̂b; Ê|M̂t0

) = ρ2
◦Diff2

3b,I(M̂b; Ê|M̂t0
) and independent of t0; that is,

L := NM̂t0
(ε2L̃) ∈ ρ2

◦Diff2
3b,I(M̂b; π̂

∗Ê), (4.2)

where π̂ : M̂b → X̂b now denotes the projection (t̂, x̂) 7→ x̂.

Model operators associated with L̃. For notational simplicity only, we shall, for the
remainder of this section, make the stronger assumption (3.6) on the metric and

L̃ ∈ ρ̂−2Diff2
se(M̃ \ K̃◦; Ẽ) = Diff2,0,2

se (M̃ \ K̃◦; Ẽ)

on the operator (unless noted otherwise). We leave the (purely notational) modifications

to our arguments below in the general case to the reader. Given L̃, we further recall the

notation Σ̃ =
⊔
± Σ̃± for its characteristic set; and we set

Lε = L̃|
Mε\K̃◦ ∈ Diff2(Mε \ K̃◦; Ẽ), ε > 0,

L◦ := NM◦(L̃) ∈ ρ̂−2Diff2
e(M◦;E◦), E◦ := Ẽ|M◦ .

(4.3)

Thus, L◦ is principally scalar with principal symbol given by the dual metric function G of
g. Also the operator L in (4.2) is principally scalar, and indeed a wave operator on the Kerr

spacetime (M̂◦b , ĝb) which commutes with time translations; we denote its spectral family
(see (2.4)) by

L̂(σ) ∈ Diff2(X̂◦b ; Ê).

(In the notation of §2.3.1, we have L̂(σ) = N̂(ε2L̃, σ).) From the general discussion in §§2.2–
2.3, we have, for σ̂, z ∈ C with |σ̂| = |z| = 1,

(L̂(σ̂|σ|))|σ|∈[0,1] ∈ |σ|2Diff2,0,0,2
sc-b (X̂b; Ê) = Diff2,0,−2,0

sc-b , L̂(h−1z) ∈ h−2Diff2
sc,~(X̂b; Ê).

(4.4)
The low energy spectral family thus has transition face normal operators (see also (2.19)

and (2.20) with m = 2, `◦ = 0, ˆ̀= 2) which we denote

Ltf(σ̂) = Ntf

(
|σ|−2(L̂(σ̂|σ|))|σ|∈[0,1]

)
∈ Diff2,0,2

sc,b (tf;π∗tf Ê |∂X̂b), tf = [0,∞]ρ′ × S2, (4.5)

where ρ′ = (r̂|σ|)−1 and πtf : tf → S2 = ∂X̂b is the projection (ρ′, ω) 7→ ω. This can be
identified with the (t0-independent) reduced normal operator of L◦ in the manner described
in Lemma 2.6.

The basic example of this setup is the operator L̃ = (Lε)ε∈(0,1) defined by Lε = �gε ; this
is discussed in detail in §5.

Plan for the remainder of this section. We will begin by proving estimates control-

ling the regularity of solutions of L̃u = f on standard domains Ω̃ (as in Definition 3.23(1))
in weighted se-Sobolev spaces, with constants that are uniform in ε. These estimates take
the form

‖u‖
Hs,α◦,α̂

se,ε (Ωε)•,−
≤ C

(
‖L̃u‖

Hs,α◦,α̂−2
se,ε (Ωε)•,−

+ ‖u‖
H

s0,α◦,α̂
se,ε (Ωε)•,−

)
(4.6)

for suitable orders s0 < s ∈ C∞(seS∗
Ω̃
M̃) and weights α◦, α̂ ∈ R; see §4.6 for the proof of this

estimate, and §4.1 for a precise definition of the norms involved. (Recall from Remark 2.2

that we write L̃u for Lεu, with the value of ε indicated in the subscript of the se-Sobolev
norms.) To prove this estimate, we combine the following (micro)local estimates:
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• microlocal propagation estimates near the incoming and outgoing radial sets Rin,
Rout over ∂M̂ from Definition 3.9 (see §4.2);
• a microlocal propagation estimate near the generalized radial set RH+ over the

event horizon from Definition 3.18 and (3.35) (see §4.3);
• a microlocal propagation estimate near the normally hyperbolic trapping from Def-

inition 3.17 and (3.36) (see §4.4);

• an energy estimate near the initial and final hypersurfaces of Ω̃ (see §4.5).

The radial point estimates are proved in the standard manner using positive commu-
tator arguments (utilizing only the principal symbol map, here on the algebra of se-
pseudodifferential operators with se-regular coefficients) as in [Mel94, Vas13]. Similarly,
we shall be brief on the details in the energy estimates. The trapping estimate roughly
follows the two-step commutator proof of [Dya16], though the implementation is rather
delicate, and hence we provide more details here. We also use elliptic and real principal
type [DH72] estimates, see Lemmas 2.20 and 2.21.

Remark 4.1 (Other settings). In the context of Remark 3.7, one can skip §§4.3–4.4 if L is a
wave operator on an asymptotically flat nontrapping spacetime without horizons (though
possibly non-scalar and with lower order terms such as potentials, with e.g. a singular

potential term ε−2V (xε ) of L̃ contributing the potential term V (x̂) to L).

The estimate (4.6) does not yet give uniform control of u by L̃u since the second term
on the right is not small, even when ε is small. The strategy for improving the error is to
localize it to neighborhoods of the two boundary hypersurfaces M◦ and M̂ and invert the
respective normal operators.

• To control the localization χ̂u of u to a neighborhood of M̂ , we replace L̃ by (ε−2

times) the Kerr model L. Using the Fourier transform in t̂ and estimates for the

resolvent L̂(σ)−1, one expects to be able to estimate χ̂u in 3b-Sobolev spaces (cf.
Lemma 2.9) by L(χ̂u). This would allow one to replace the orders on the error term
in (4.6) by α◦, α̂ − 1. The resolvent analysis, however, depends crucially on subtle

information on L̂(σ) (mode stability and suitable behavior near σ = 0) which is
strongly problem-dependent, unlike the previous arguments. In §4.7, we thus only
prove those (Fredholm and high energy) estimates on L̂(σ) which do not require
this information.
• The localization χ◦u of u to a neighborhood of M◦ can be controlled by L◦(χ◦u) on

edge Sobolev spaces; this uses the main result from [Hin24b] which we recall in §4.8.

Since L̃ differs from L◦ by an se-operator whose coefficients vanish at M◦, this can
be used to improve the weights of the error term in (4.6) to α◦ − 1, α̂.

Regarding the first point, the resolvent analysis for scalar waves on Kerr has been per-
formed in [Hin21a] in function spaces compatible with the setup of the present paper; we
recall this in §5.2. The case of linearized gravity (which presents additional difficulties due
to the existence of zero energy bound states and resonances) is discussed in [Hin24a].

If one can control both localizations, say in the simple setting of scalar waves, then one
can improve the error term in (4.6) to

‖u‖
Hs′,α◦−δ,α̂−δ

se,ε
≤ Cεδ‖u‖

Hs,α◦,α̂
se,ε
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for some s′ ≤ s and δ > 0. When ε is so small that Cεδ < 1
2 , one can therefore absorb this

error into the left hand side of (4.6) and obtain the desired uniform control of u.

We remark that uniform estimates on standard domains disjoint from M̂ , as in Defi-
nition 3.23(2) (or also in Definition 3.23(1) but restricted to ε ≥ ε1 > 0) are standard
estimates for wave equations with smooth coefficients. Thus, unless stated otherwise, all

standard domains Ω̃ ⊂ M̃ will, for the remainder of this section, be associated with the
standard domain

Ω = Ωt0,t1,r0 ⊂ UFermi ⊂M (4.7)

for some fixed choices of t0, t1 ∈ IC , r0 > 0. We will need to localize sharply near t = t1; we

phrase this geometrically using the blow-up [M̃ ; M̂t1 ] and the associated blow-down map

β : [M̃ ; M̂t1 ]→ M̃. (4.8)

(See the left part of Figure 2.2.)

4.1. Extendible and supported se-Sobolev spaces. Since we aim to prove uniform es-
timates such as (4.6) on ε-dependent domains in ε-dependent supported/extendible Sobolev
spaces, we carefully define here the relevant norms.

Set T := t1−t0+10 and fix R > r0+2(t1−t0)+10; then Ω ⊂ (t0−1, t0+T+1)×{|x| < R}.
Therefore, we can regard Ω, and more generally any Ωt′0,t

′
1,r
′
0

with t0 − 2 < t′0 < t′1 < t1 + 2

and r′0 < r0 + 1, as a subset of the compact manifold (without boundary)

M ′ := S1
T × T3

2R,

where S1
T = [t0 − 5, t1 + 5]/(t0 − 5 ∼ t1 + 5) is a circle of circumference T , and where

T3
2R := [−R,R]3/ ∼, where ∼ identifies opposite faces. Furthermore, C ∩ Ω ⊂ M is then

equal to C′ ∩ Ω ⊂M ′ where

C′ := S1
T × {0}.

Setting M̃ ′ = [[0, 1)ε×M ′; {0}×C′] as in Definition 2.1, we then define weighted se-Sobolev

spaces Hs,α◦,α̂
se,ε (M ′) with underlying density |dt dx| as in §2.5.3; here s ∈ C∞(seS∗M̃ ′).

We now turn to supported/extendible spaces; for this purpose, we write M,M̃, C for

M ′, M̃ ′, C′; and we drop the weights α◦, α̂ from the notation for brevity. Given a closed
subset K ⊂ Mε, we equip Ḣs

se,ε(K) ⊂ Hs
se,ε(M) with the induced norm and H̄s

se,ε(K◦) =

Hs
se,ε(M)/Ḣs

se,ε(M \ K◦) with the quotient norm. Of primary interest to us are mixed

spaces on standard domains Ω̃ ⊂ M̃ associated with the standard domain (4.7), denoted

Hs
se,ε(Ωε)

•,−.

In this space, the norm of an element u = ũ|Ω◦ε , with ũ ∈ Ḣs
se,ε({t /∈ (t0 − 1, t0)}),13 is the

quotient norm in Ḣs
se,ε({t /∈ (t0 − 1, t0)})/Ḣs

se,ε(Kε) where Kε is the closure in Mε
∼= M of

the complement of Ωε in {t /∈ (t0 − 1, t0)}. Thus, by definition, for every u ∈ Hs
se,ε(Ωε)

•,−

there exists a (unique) ũ ∈ Ḣs
se,ε({t /∈ (t0 − 1, t0)}) realizing the quotient norm, i.e. the

norms of u and ũ are equal.

13The notation Ḣs
se,ε({t ≥ t0}) makes no sense here since the time coordinate is wrapped up on a circle.
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Remark 4.2 (Working locally). In practice, we will only work locally near Ω̃ and only specify

a fixed order function s over (a neighborhood of) Ω̃; when writing Hs
se,ε(Ωε)

•,−, we then

tacitly fix an extension of s to a globally defined element of C∞(seS∗M̃) to define the norm.

The uniform relationships between se- and edge or 3b-Sobolev norms stated in Propo-
sition 2.19 remain valid for supported/extendible spaces. To state this precisely, we need
to define these spaces in the edge setting on M◦ = [M ; C] where M = S1

T × T3
2R: for the

standard domain Ω = Ωt0,t1,r0 , we define

Hs
e(Ω)•,−

as the space of restrictions to Ω◦ of elements of Hs
e(M◦) which vanish for t ∈ [t0− 1, t0]. In

the 3b-setting, we note that the image of Ωε under the map Ψε(t, x) = ( t−t0ε , xε ) is equal to

Ω̂ε =
{

(t̂, x̂) ∈ M̂◦b : 0 ≤ t̂ ≤ ε−1t1, m ≤ |x̂| ≤ ε−1(r0 + 2(t1 − εt̂))
}
.

Proposition 4.3 (Supported/extendible se- and edge or 3b-Sobolev spaces). Let s ∈
C∞(seS∗M̃), α◦, α̂ ∈ R. Then the uniform norm bounds (2.44) and (2.45) remain valid

when using the spaces Hs,α◦,α̂
se,ε (Ωε)

•,−, Hs,`
e (Ω)•,−, and Hs,αD,0

3b (Ω̂ε)
•,− with the orders stated

there.

Proof. For notational simplicity, we only discuss the case α◦ = α̂ = 0. The analogue of the
first inequality in (2.44) then reads

‖χ◦u‖Hs
se,ε(Ωε)

•,− ≤ C‖χ◦u‖Hs◦+δ,0
e (Ω)•,−

, s◦ = s|seS∗M◦M̃
; (4.9)

here δ > 0 is fixed, and χ◦ = χ( ε
|x|) where χ ∈ C∞c ([0, c0)) with c0 > 0 depending on δ,

while ε ∈ (0, c0]. Shrinking c0, we thus have s ≤ s◦ + δ for ε, ε
|x| < 2c0. To prove (4.9),

denote by u′ ∈ Hs◦+δ
e (M◦) the minimal norm extension of χ◦u with u′|[t0−1,t0] = 0. Let

χ] ∈ C∞c ([0, 2c0)) be equal to 1 on [0, c0], and let χ]◦ = χ]( ε
|x|). Note that supp dχ]◦ is

contained in the set ε
2c0
≤ |x| ≤ ε

c0
; moreover, the pushforward of χ]◦ under the map

(t, r, ω) 7→ (T,R, ω) := ( c0ε t,
c0
ε r, ω) (cf. (2.35)) is given by (T,R, ω) 7→ χ]◦(

c0
R ) (which is

uniformly bounded in C∞(U) in the notation of (2.35)). Therefore, multiplication by χ]◦ is
uniformly (in ε) bounded on every edge Sobolev space; this implies the uniform bound

‖χ]◦u′‖Hs◦+δ
e (M◦)

≤ C]‖χ◦u‖Hs◦+δ
e (Ω)•,−

.

We now apply the estimate (2.44) to χ]◦u
′ to deduce, using χ◦χ

]
◦ = χ◦, the estimate

‖χ◦u′‖Hs
se,ε(M) ≤ C‖χ◦u′‖Hs◦+δ

e (M◦)
≤ C ′‖χ]◦u′‖Hs◦+δ

e (M◦)
≤ C ′C]‖χ◦u‖Hs◦+δ

e (Ω)•,−
,

where in the second inequality we use the uniform boundedness of multiplication by χ◦ on
every edge Sobolev space. Since χ◦u

′ is an extension of χ◦u to M , this proves (4.9). The
analogue of the second inequality in (2.44) is proved similarly: one cuts off the minimal
norm extension u′ of χ◦u in Hs

se,ε(M) using the uniformly bounded multiplication operator

χ]◦ and applies (2.44) to χ]◦u
′.

Next, we prove the analogue of the 3b-estimate (2.45),

‖u‖Hs
se,ε(Ωε)

•,− ≤ Cε
n+1

2 ‖v‖
H ŝ+δ

3b (Ω̂ε)•,−
, v = (Ψε)∗u.
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Denote by v′ ∈ H ŝ+δ
3b (M) the minimal norm extension of v which vanishes for t̂ ≤ 0. We now

note that multiplication by χ(εẑ) (with ẑ = (t̂, x̂)), where χ ∈ C∞c (R4), is uniformly bounded
on every 3b-Sobolev space; this follows from the uniform (in ε) boundedness in C∞ of the
pushforwards of χ(εẑ) to the 3b-unit cells (2.36)–(2.37), uniformly in the parameters j, k of
the cells. We choose χ to be equal to 1 on Ω and 0 outside a small neighborhood thereof.
Then the norm of χ(εẑ)v′ ∈ H ŝ+δ

3b (M) is uniformly (in ε) bounded by ‖v‖
H ŝ+δ

3b (Ω̂ε)•,−
; and

u′ := Ψ∗ε (χv
′) restricts to u = Ψ∗εv on Ωε. By (2.45), we thus have the uniform estimate

‖u‖Hs
se,ε(Ωε)

•,− ≤ ‖u′‖Hs
se,ε(M) ≤ C‖χv′‖H ŝ+δ

3b (M)
≤ C ′‖v′‖

H ŝ+δ
3b (M)

= C ′‖v‖
H ŝ+δ

3b (Ω̂ε)•,−
,

as claimed. The analogue of the second inequality in (2.45) is proved similarly. �

4.2. Microlocal propagation near the radial sets over ∂M◦. Near the radial sets
Rin/out from Definition 3.9 and near t−1([t0, t1]), we work with the coordinates

t, ρ̂ := r = |x|, ρ◦ :=
ε

r
, ω =

x

|x|
∈ S2,

and with the fiber-linear coordinates on seT ∗M̃ given by writing se-covectors as −σse
dt
r +

ξse
dr
r + ηse where ηse ∈ T ∗S2. These constitute local coordinates near Σ̃+. (They are also

local coordinates near Σ̃−, but we shall only work near Σ̃+ below. The analogous estimates

in Σ̃− are then proved in the same manner upon replacing G̃ by −G̃.) Thus, we work in
σse > 0, and we can use ρ∞ = σ−1

se as a defining function of fiber infinity, and the projective

fiber coordinates ξ̂se = ξse
σse

, η̂se = ηse

σse
from (3.10).

To state the sharp localization near t = t1 efficiently, we introduce

τ =
t− t1
r

.

Thus, τ is a smooth coordinate near the interior of the front face of (4.8) in r̂ > 0.

Proposition 4.4 (Radial point estimate near R+
in). Fix a positive definite fiber inner prod-

uct on Ẽ which over M̂ is the pullback of a fiber inner product on Ê. Use the volume density

|dgε| on Mε \ K̃◦. Define the quantity

ϑin := sup
∂R+

in

spec
[
ρ∞

seσ1
(
ρ̂2 L̃− L̃∗

2i

)]
∈ R, (4.10)

where spec denotes the spectrum. Let s, s0, N, α◦, α̂ ∈ R, and suppose that s > s0 and

s0 + α◦ − α̂ >
1

2
(−1 + ϑin). (4.11)

Define K := {ρ∞ = ρ̂ = ρ◦ = 0, ξ̂se = −1, t ≥ t0, τ ≤ 0} ⊂ β∗(seS∗M̃). Then for all

neighborhoods U ⊂ β∗(seS∗M̃) of K and all χ ∈ C∞c ([M̃ ; M̂t1 ]) equal to 1 near the base

projection β−1(∂M◦) ∩ {t ≥ t0, τ ≤ 0} of K, there exist operators B,E,G ∈ Ψ̃0
se(M̃) with

χBχ = B etc. so that

• the operator wave front sets of B,E,G are contained in U ,
• B is elliptic at K,
• WF′se(E) ⊂ {r > 0},
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and a constant C so that the estimate

‖Bu‖
Hs,α◦,α̂

se,ε
≤ C

(
‖GL̃u‖

Hs−1,α◦,α̂−2
se,ε

+ ‖Eu‖
Hs,α◦,α̂

se,ε
+ ‖Gu‖

H
s0,α◦,α̂
se,ε

+ ‖χu‖
H−N,α◦,α̂se,ε

)
(4.12)

holds for all u with support in t ≥ t0, in the strong sense that if the right hand side is finite,
then so is the left hand side (with the stated bound).

Due to the independence of the normal operators of L̃ at M̂t0 on t0, the supremum

in (4.10) can be computed over the compact set ∂R+
in∩ seS∗

M̂t0

M̃ . The value of ϑin typically

depends on the choice of fiber inner product, and to obtain an optimal statement one should
take the infimum over all choices, as done e.g. in [Hin23c, Definition 4.3].

The wave front set condition on E together with the localization to a small neighborhood
of the set K means that Eu can only control u microlocally in a punctured neighborhood
of ∂R+

in,t′ inside the stable manifold of ∂R+
in,t′ for all t′ ∈ [t0, t1] (and this is what the choice

of E arising from the proof indeed does). We note moreover that K is the intersection of

the preimage of ∂R+
in under β with the lift of seS∗

Ω̃
M̃ .14 See Figure 4.1.

We also remark that there is a version of the estimate (4.12) without the support condi-
tion on u: one only needs to add a further term ‖E′u‖

Hs,α◦,α̂
se,ε

where E′ involves a cutoff in
t−t0
r . This follows from a simple modification of the proof below.

τ = 0

t = t0

E

B

Figure 4.1. Illustration of the estimate (4.12): the term Eu controls u
microlocally near incoming null-bicharacteristics (indicated in green), and

Bu gives control at K (the projection of which to M̃ is the thick blue line).

Proof of Proposition 4.4. We fix on Ẽ a positive definite fiber inner product which restricts
to the chosen one over M̂ . We use a standard positive commutator argument as in [Mel94]
and [Vas13, §2.4], though here on a manifold with corners as in [HV23, §4.2] and indeed
similar to [Hin21a, §3.4.1] as far as the saddle point dynamics go; there is only the minor
subtlety that the rather sharp localization near t = t1 necessitates working with non-
smooth (but still se-regular) symbols there, analogously to [Hin24b, Proposition 3.4]. The

14One can compute that for the lift of the null-bicharacteristic flow to β∗(seS∗M̃) the part of K over the
interior of the front face does not contain any radial points except over τ = −1, which from the perspective

of the front face of [M̃ ; M̂t1 ] is past null infinity of the Kerr black hole at M̂t1 . This is partially discussed
in [Hin24b, Remark 3.8].
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uniformity in ε of our estimate in se-estimate Sobolev spaces will simply be a consequence
of the uniform boundedness of se-ps.d.o.s. Thus, we shall be brief.

We consider an operator A = A∗ ∈ Ψ̃2s−1,2α◦,2α̂−2
se (see §2.5.3) with principal symbol

a = ǎ2, ǎ = ρ
−s+ 1

2∞ ρ−α◦◦ ρ̂−(α̂−1)χ◦(ρ◦)χ̂(ρ̂)χR(|η̂se|2)χΣ(ξ̂se + 1)χ−(t− t0)χ+

( t− t1
r

)
.

(4.13)
The cutoff functions are as follows: χ◦ ∈ C∞c ([0, δ0)) is equal to 1 near 0, and satisfies

χ′◦ ≤ 0 and
√
−χ◦χ′◦ ∈ C∞; similarly for χ̂ and χR. Here δ0 > 0 will serve to localize

the support of ǎ near R+
in. Moreover, we choose χΣ ∈ C∞c ((−2δ0, 2δ0)) to be equal to 1 on

[−δ0, δ0], which for small enough δ0 ensures that supp(χR(|η̂se|2)χ′Σ(ξ̂se +1))∩ Σ̃+ = ∅ since

the characteristic set over ρ̂ = ρ◦ = 0 is given by ξ̂2
se + |η̂se|2 = 1. Finally, we choose χ±

with
χ− ∈ C∞(R), χ′−≥ 0, χ−|(−∞,−δ0] = 0, χ−|[0,∞) = 1,

χ+ ∈ C∞(R), χ′+≤ 0, χ+|(−∞,0] = 1, χ+|[δ0,∞) = 0,√
∓χ±χ′± ∈ C∞(R).

(4.14)

Write H = ρ∞ρ̂
2H

G̃
= ρ∞Hρ̂2G̃

− ρ∞G̃Hρ̂2 . Using (3.38), we now compute

c′ := ρ2s
∞ρ

2α◦
◦ ρ̂2α̂H

G̃
a = 2ρ2s−1

∞ ρ2α◦
◦ ρ̂2(α̂−1)ǎHǎ.

At ∂R+
in (where ξ̂se = −1), only derivatives of the weights enter, and one finds

c′|∂R+
in

= 2
(

2(α̂− 1)− 2α◦ − 2
(
s− 1

2

))
= −2(2s+ 2α◦ − 2α̂+ 1). (4.15)

The signs of those terms of c′ arising from differentiating one of the cutoffs χ◦, χ̂, χR are
determined by the saddle point dynamics at ∂R+

in. Concretely, if one fixes χR (thus

ρ∞Hρ̂2G̃
|η̂se|2 has a positive lower bound c0 > 0 on supp(χΣdχR) over ∂M̂), then upon

shrinking the supports of χ◦, χ̂ further we can ensure that ρ∞Hρ̂2G̃
|η̂sc|2 ≥ 1

2c0 on supp ǎ

for all sufficiently small ε ≥ 0. Therefore, the term in c′ involving χRHχR is then the
negative of the square of a smooth function. Similarly, χ◦Hχ◦ = χ◦χ

′
◦Hρ◦ is the negative

of the square of a smooth function on supp ǎ when δ0 is sufficiently small (since then Hρ◦
is negative on supp ǎ ∩ supp dχ◦), whereas the term χ̂Hχ̂ is the square of a smooth func-
tion (ultimately giving rise to the a priori control term Eu in (4.12)). By construction,

derivatives falling on χΣ produce symbols supported away from Σ̃+ which are thus smooth

multiples of (weighted versions of) G̃.

Next, we consider the term χ−Hχ− = χ−χ
′
−Ht; due to the past timelike nature of dt,

Ht ∈ ρ̂C∞ is non-negative, and indeed ρ̂−1Ht > 0 on Σ̃+; therefore the contribution of this
term to c′ is a square (of a symbol with M̂ -weight α̂ − 1

2 even). Finally, to treat the term

χ+Hχ+, we go back to (3.9). This implies that, on the characteristic set, H t−t1
r = 2−2 t−t1r ξ̂se

up to corrections which vanish at ∂M̂ ; but since t−t1
r ∈ [0, 1

2 ] on suppχ′+, this is strictly
positive, and so χ+Hχ+ is the negative of a square on supp ǎ.

The positive commutator argument proceeds by computing the L2 pairing (on Mε)

2 Im〈L̃u,Au〉 = 〈Cu, u〉, C = i[L̃, A] + 2
L̃− L̃∗

2i
A. (4.16)
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The principal symbol of C ∈ Ψ̃2s,2α◦,2α̂
se is equal to ρ−2s

∞ ρ−2α◦
◦ ρ̂−2α̂ times c := c′ + 2`1χ̃

2

where `1 = ρ∞
seσ1(ρ̂2 L̃−L̃∗

2i ) is a smooth function on seS∗M̃ near ∂R+
in, and χ̃ is the product

of all cutoffs in the definition of ǎ. Combined with (4.15), we thus see that c < 0 at ∂R+
in

(and thus nearby if the supports of the cutoffs are sufficiently small) provided the threshold
condition (4.11) holds.

From here on, the proof proceeds in the usual fashion by writing c as a sum −ηχ̃2 (for
some fixed η ∈ (0, s + α◦ − α̂ − 1

2(−1 + ϑin))) plus a sum of terms which are (positive or
negative) squares of smooth functions, quantizing the symbols appearing in such a formula,
and using the ellipticity of the main term (coming from (4.15) and ϑin) to obtain the desired

control of a microlocalization of u in Hs,α◦,α̂
se,ε , uniformly for all sufficiently small ε > 0, in

terms of the microlocal H
s− 1

2
,α◦,α̂

se,ε norm of u on a slightly larger set, which can be controlled
inductively while s− 1

2 still exceeds the threshold regularity.

The proof of the strong version of (4.12) can be done using standard regularization ar-
guments [Vas18, §5.4.7], now carried out in the se-pseudodifferential algebra. Alternatively,
one simply notes that for positive ε, the propagation of microlocal Hs regularity from the
elliptic set of E to that of B over Mε is the standard propagation of singularities statement
[DH72], so Bu does lie in Hs; this is sufficient to justify the above positive commutator
argument without further regularization. �

Proposition 4.5 (Radial point estimate near R+
out). Define, analogously to (4.10), the

quantity

ϑout := sup
∂R+

out

spec
[
ρ∞

seσ1
(
ρ̂2 L̃− L̃∗

2i

)]
∈ R. (4.17)

Let s,N, α◦, α̂ ∈ R, and suppose that

s+ α◦ − α̂ <
1

2
(−1− ϑout). (4.18)

Define K = {ρ∞ = ρ̂ = ρ◦ = 0, ξ̂se = +1, t ≥ t0, τ ≤ 0} ⊂ β∗(seS∗M̃). Then for all

neighborhoods U ⊂ β∗(seS∗M̃) of K and all χ ∈ C∞c ([M̃ ; M̂t1 ]) equal to 1 near the base

projection of K, there exist operators B,E,G ∈ Ψ̃0
se(M̃) with χBχ = B etc. so that

• the operator wave front sets of B,E,G are contained in U ,
• B is elliptic at K,
• WF′se(E) is disjoint from β−1(∂W+

out) (see Definition 3.10),

and a constant C so that the estimate

‖Bu‖
Hs,α◦,α̂

se,ε
≤ C

(
‖GL̃u‖

Hs−1,α◦,α̂−2
se,ε

+ ‖Eu‖
Hs,α◦,α̂

se,ε
+ ‖χu‖

H−N,α◦,α̂se,ε

)
(4.19)

holds (in the strong sense) for all u with support in t ≥ t0.

Proof. The proof is completely analogous to that of Proposition 4.4, and uses the com-
mutant (4.13) with ξ̂se − 1 in place of ξ̂se + 1. The only further change then is that due

to ξ̂se now being equal to +1 at ∂R+
out, there is a sign switch in the first (main) term in

the expression (3.38), and correspondingly the sign of the expression (4.15) switches. The

contribution `1 from the imaginary part of L̃ enters however with the same sign as before,
so overall the principal symbol of C in (4.16) is ρ−2s

∞ ρ−2α◦
◦ ρ̂−2α̂ times a self-adjoint bundle

endomorphism of Ẽ that is negative at ∂R+
out if 2(2s+ 2α◦− 2α̂+ 1) + 2`1 < 0 there. This
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leads to the threshold condition (4.18). Since this condition allows for arbitrarily negative
s, we may iterate the resulting radial point estimate arbitrarily often and thus remove the
Gu term in (4.12). �

4.2.1. Higher s-regularity. We shall need suitable analogues of Propositions 4.4–4.5 on
mixed (se;s)-Sobolev spaces (see (2.46)). Such analogues cannot feature sharp localiza-
tions in τ , but only localizations in t, cf. the discussion at the beginning of §2.5.4. In

order for solutions of L̃u = f to have s-regularity, we need the coefficients of L̃ to have

s-regularity; thus, we shall replace assumption (4.L̃.b) by

L̃ ∈ ρ̂−2(C∞ + C(d0;k),1,1
se;s )Diff2

se(M̃ \ K̃◦; Ẽ),

where the conditions on d0 ≥ 2 and k ∈ N0 are specified in the statements below. For the

arguments below, it will be important to relax the assumptions on L̃ even further and allow
for pseudodifferential lower order terms, i.e.

L̃ ∈ ρ̂−2(C∞ + C(d0;k),1,1
se;s )(Diff2

se(M̃ \ K̃◦; Ẽ) + Ψ1
se(M̃ ; Ẽ)). (4.20)

We shall tacitly always require the Schwartz kernel of the pseudodifferential term to be
localized to a small neighborhood of the diagonal, but will not spell this out below.

Proposition 4.6 (Radial point estimate near R+
in: s-regularity). We use the notation of

Proposition 4.4 and assume (4.11), except now we define K := {ρ∞ = ρ̂ = ρ◦ = 0, ξ̂se =

−1, t0 ≤ t ≤ t1} ⊂ seS∗M̃ . Let k ∈ N0, and assume that L̃ satisfies (4.20) for some

sufficiently large d0 = d0(s, s0, N). Then for all neighborhoods U ⊂ seS∗M̃ of K and all

χ ∈ C∞c (M̃) equal to 1 near the base projection ∂M◦ ∩ {t0 ≤ t ≤ t1} of K, there exist

operators B,E,G ∈ Ψ0
se(M̃) so that χBχ = B etc., the operator wave front sets of B,E,G

are contained in U , furthermore B is elliptic at K, and WF′se(E) ⊂ {r > 0}, and such that,
for some constant C, the estimate

‖Bu‖
H

(s;k),α◦,α̂
(se;s),ε

≤ C
(
‖GL̃u‖

H
(s−1;k),α◦,α̂−2
(se;s),ε

+ ‖Eu‖
H

(s;k),α◦,α̂
(se;s),ε

+ ‖Gu‖
H

(s0;k),α◦,α̂
(se;s),ε

+ ‖χu‖
H

(−N ;k),α◦,α̂
(se;s),ε

) (4.21)

holds (in the strong sense) for all u with support in t ≥ t0.

Proof. Consider first the case k = 0. One can then give a proof using the same argument
as in the proof of Proposition 4.4, except one replaces the factor χ+( t−t1r ) in (4.13) by
χ+(t− t1) and quantizes a to a formally self-adjoint operator in the stronger operator class

Ψ2s−1,2α◦,2α̂−2
se from §2.5.4. The Hamiltonian derivative of χ+ still has the same sign as the

main term, and can thus again be dropped. One can also directly deduce (4.21) from (4.12)
by enlarging the elliptic sets of G,E (which one now requires to be of class Ψse) slightly.

The fact that L̃ now features a pseudodifferential lower order term does not affect the
argument in any way. We moreover note that for any fixed orders s, s0, N, α◦, α̂, the proof

of (4.21) only uses some large but finite se-regularity d0 of the coefficients of L̃.

For k ≥ 1, one can argue by induction (reducing the case s, k to s+1, k−1) as in the first
version of the proof of Lemma 2.21. A more precise argument, which reduces the inductive
step to the case s, k−1 (with d0 unchanged), will be given in the case of the outgoing radial
point estimate in Proposition 4.8 below. �
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Near R+
out, the issue with an inductive step which reduces the case of orders s, k to that

of s+1, k−1 is that the se-regularity order is subject to an upper bound, and thus one would

only be able to prove H
(s;k)
(se;s),ε-estimates for s+ k below this bound. A standard method to

circumvent this restriction is to exhibit a spanning set of s-vector fields with the property

that their commutators with L̃ can be written as compositions of these vector fields with
operators whose principal symbols vanish at the radial set; see e.g. [Hin24b, Lemma 3.20],
which in turn was inspired by [BVW15, §4] and [HMV08]. We give an alternative argument

here by only commuting L̃ with ∂t and using the second part of Corollary 2.15. The key

observation is that near the characteristic set of L̃ over ∂M◦, the operator ρ̂∂t = r∂t is
elliptic; indeed, its principal symbol is iσe, which does not vanish on G−1

e (0) \ o near ∂M◦
in view of (3.8). If B ∈ Ψ0

se(M̃) satisfies WF′se(B)∩Charse(r∂t) = ∅ and has Schwartz kernel
supported in r > 0 in both factors, we claim that we have uniform norm equivalences

‖Bu‖
H

(s;k)
(se;s),ε

∼ ‖Bu‖
H

(s;k−1)
(se;s),ε

+ ‖∂tBu‖H(s;k−1)
(se;s),ε

∼
k∑
j=0

‖∂jtBu‖Hs
se,ε

; (4.22)

similarly for weighted spaces. It suffices to prove the direction ‘.’ in the first norm equiv-

alence; we do this for k = 0. If V1, . . . , VN ∈ Vse(M̃) spans Vse(M̃) over C∞(M̃), then we
have

‖Bu‖
H

(s;1)
se,ε
∼ ‖∂tBu‖Hs

se,ε
+

N∑
l=1

‖VlBu‖Hs
se,ε

+ ‖Bu‖Hs
se,ε
.

But we can write Vl = Wl ◦ r∂t + Rl where Wl ∈ Ψ0
se and Rl ∈ Ψ1

se, with WF′se(Rl) ∩
WF′se(B) = ∅. Since Wl ◦ r ∈ Ψ0

se and RlB ∈ Ψ−∞se are uniformly bounded in Hs
se,ε, we can

further bound this by a uniform constant times ‖∂tBu‖Hs
se,ε

+ ‖Bu‖Hs
se,ε

, as claimed.

Lemma 4.7 (Commutator with ∂t). Let K ⊂ seS∗M̃ be a compact subset which is disjoint
from Charse(ρ̂∂t). Then we can write

[L̃, ∂t] =
N∑
j=1

aj(Aj ρ̂∂t +Rj)

where aj ∈ ρ̂−2(ρ̂C∞ + C(d0;k−1),1,1
se;s ), Aj ∈ Ψ1

se(M̃), Rj ∈ Ψ2
se(M̃), WF′se(Rj) ∩K = ∅.

Proof. Since the M̂ -normal operators of ε2L̃ are t-independent, we have [L̃, ∂t] ∈ ρ̂−2(ρ̂C∞+

C(d0;k−1),1,1
se;s )Diff2

se by Corollary 2.15, which is thus of the form
∑N

j=1 ajBj where aj are as

in the statement of the lemma and Bj ∈ Diff2
se. It then remains to write Bj = Aj ρ̂∂t +Rj

using a microlocal elliptic parametrix construction in Ψse. �

Proposition 4.8 (Radial point estimate near R+
out: s-regularity). We use the notation of

Proposition 4.5 and assume (4.18), except now we define K := {ρ∞ = ρ̂ = ρ◦ = 0, ξ̂se =

1, t0 ≤ t ≤ t1} ⊂ seS∗M̃ . Let k ∈ N0, and assume that L̃ satisfies (4.20) for some

sufficiently large d0 = d0(s, s0, N). Then for all neighborhoods U ⊂ seS∗M̃ of K and all

χ ∈ C∞c (M̃) equal to 1 near the base projection ∂M◦ ∩ {t0 ≤ t ≤ t1} of K, there exist

operators B,E,G ∈ Ψ0
se(M̃) so that χBχ = B etc., the operator wave front sets of B,E,G
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are contained in U , furthermore B is elliptic at K, and WF′se(E) is disjoint from ∂W+
out,

and such that, for some constant C, the estimate

‖Bu‖
H

(s;k),α◦,α̂
(se;s),ε

≤ C
(
‖GL̃u‖

H
(s−1;k),α◦,α̂−2
(se;s),ε

+ ‖Eu‖
H

(s;k),α◦,α̂
(se;s),ε

+ ‖Gu‖
H

(s0;k),α◦,α̂
(se;s),ε

+ ‖χu‖
H

(−N ;k),α◦,α̂
(se;s),ε

)
holds (in the strong sense) for all u with support in t ≥ t0.

Proof. As in the proof of Proposition 4.6, the case k = 0 is a direct consequence of (4.19),
or alternatively it can be proved by replacing the sharp temporal cutoff in t−t1

r in the proof
of Proposition 4.5 by a cutoff in t− t1.

For k = 1, we use the notation of Lemma 4.7 and note that

L̃(1)(∂tu) = f (1) := ∂tf +Ru, L̃(1) = L̃−
N∑
j=1

ajAj ρ̂, R =

N∑
j=1

ajRj . (4.23)

Since L̃(1) differs from L̃ by an operator whose coefficients vanish (relative to ρ̂−2) at ∂M◦
and thus at ∂R+

out, the inductive hypothesis applies to this equation. (The presence of a

pseudodifferential first order term in L̃(1) is the reason for working with (4.20).) We choose
U so small that ρ̂∂t is elliptic on U . By (4.22) and using [B, ∂t] ∈ Ψ0

se, we have

‖Bu‖
H

(s;1),α◦,α̂
(se;s),ε

≤ C
(
‖B̃u‖

Hs,α◦,α̂
se,ε

+ ‖B∂tu‖Hs,α◦,α̂
se,ε

)
where B̃ ∈ Ψ0

se is elliptic near WF′se(B). Similarly,

‖Gf (1)‖
Hs−1,α◦,α̂−2

se,ε
≤ ‖∂tGf‖Hs−1,α◦,α̂−2

se,ε
+ ‖[∂t, G]f‖

Hs−1,α◦,α̂−2
se,ε

+ C‖χu‖
H−N,α◦,α̂−2

se,ε
,

where the last term arises from GR ∈ Ψ−∞se (M̃) provided we arrange GR = χGRχ, which
indeed holds if R has Schwartz kernel supported sufficiently close to the diagonal. The first
two terms are bounded by ‖Gf‖

H
(s−1;1),α◦,α̂−2
(se;s),ε

+ ‖G̃f‖
Hs−1,α◦,α̂−2

se,ε
where G̃ ∈ Ψ0

se is elliptic

near WF′se(G). Arguing similarly for the terms E(∂tu), G(∂tu), and χ∂tu, one finishes the
inductive step. �

4.3. Microlocal propagation near the event horizon. Turning now to the future com-
ponent R+

H+ of the generalized radial set over the event horizon (see (3.35)), we work with

t ∈ IC and the radial coordinate r̂ on X̂b
∼= M̂t. As fiber coordinates on seT ∗M̃ near R+

H+ ,
we may take σ0, ξ0, ηθ, ηφ0 from (3.26) via the identification (2.17). Thus, r̂ ≈ r̂b and ξ0 > 0

near R+
H+ . We denote (by a mild abuse of notation) by ρ2

H+ the quadratic defining function

of ∂R+
H+ , smooth on seS∗M̃ near ∂R+

H+ , which is defined by the expression (3.31). We
moreover set

ρ∞ := ξ−1
0

as in (3.29).

Due to the (normal) source structure of ∂R̂+
H+ ⊂ seS∗

M̂t
M̃ for each t, also the set ∂R+

H+ ⊂
seS∗

M̂
M̃ is a normal source for the ρ̂2H

G̃
flow (which is, after all, tangent to each fiber of M̂).

Thus, the radial point estimates of [Vas13, §2.4] are almost directly applicable with t as a
parameter, except as soon as ε > 0 the function t is not constant (and indeed increasing)



76 PETER HINTZ

along the null-bicharacteristic flow in Σ̃+. Similarly to Proposition 4.4, we thus insert a
factor which localizes in t, and indeed sharply so near t = t1 using (4.8).

Proposition 4.9 (Generalized radial point estimate near R+
H+). With respect to a positive

definite inner product on Ẽ which over M̂ is the pullback of a fiber inner product on Ê,
define the quantity

ϑH+ := sup
∂R+

H+

spec
[ %2

2(r̂b −m)
ρ∞

seσ1
( L̃− L̃∗

2i

)]
= sup

∂R̂+

H+

spec
[ %2

2(r̂b −m)
ρ∞σ

1
(L− L∗

2i

)]
∈ R.

(4.24)

Let s, s0, N, α◦, α̂ ∈ R, and suppose that

s > s0 >
1

2
(1 + ϑH+). (4.25)

Define K := β−1(∂R+
H+) ∩ {t ≥ t0,

t−t1
ε ≤ 0}. Then for all neighborhoods U ⊂ β∗(seS∗M̃)

of K and all χ ∈ C∞c ([M̃ ; M̂t1 ]) equal to 1 near the base projection of K, there exist operators

B,G ∈ Ψ̃0
se(M̃) with χBχ = B and χGχ = G, and so that

• the operator wave front sets of B,G are contained in U ,
• B is elliptic at K,

and a constant C so that the estimate

‖Bu‖
Hs,α◦,α̂

se,ε
≤ C

(
‖GL̃u‖

Hs−1,α◦,α̂−2
se,ε

+ ‖Gu‖
H
s0,α◦,α̂
se,ε

+ ‖χu‖
H−N,α◦,α̂se,ε

)
(4.26)

holds (in the strong sense) for all u with support in t ≥ t0.

In (4.26), the weight α◦ is irrelevant since the supports of all distributions involved are
disjoint from M◦, so we may take α◦ = 0. Similarly, the weight α̂ is irrelevant since near
r̂ = r̂b we may take ρ̂ = ε; but multiplication by functions of ε commutes with every
se-operator, and so we may simply divide u by ρ̂α̂ to reduce to α̂ = 0, say.

Proof of Proposition 4.9. Since the proof is very similar to that of Proposition 4.4, we shall
be very brief. We use the expression (3.30) for the vector field H′ = ρ∞H%2Ĝb

, which on

the characteristic set over ε = 0 equals %2H where we set H = ε2ρ∞HG̃
. With α◦ = α̂ = 0,

we take the commutant to have symbol a = ǎ2 where

ǎ = ρ
−s+ 1

2∞ χ(ρ2
H+)χ−(t− t0)χ+

( t− t1
ε

)
.

Here, χ± are as in (4.14). Moreover, χ ∈ C∞c ([0, δ0)) is equal to 1, with δ0 > 0 so small
that Hρ2

H+ is larger than a positive multiple of ρ2
H+ on supp ǎ ∩ {ε = 0} (cf. the discussion

after (3.31)); with χ fixed, the function Hρ2
H+ therefore has a positive lower bound on

supp ǎ∩ supp dχ for all sufficiently small ε ≥ 0. As in the proof of Proposition 4.4, the past
timelike nature of dt implies that the derivatives Hχ− and Hχ+ are positive, resp. negative
squares near supp ǎ; this uses the final part of Lemma 3.2. The principal symbol c of the
operator %2ρ2s

∞C , with C defined by (4.16) evaluates at ∂R+
H+ to

µ′(r̂b)(−2s+ 1) + 2`1
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where `1 = %2ρ∞σ
1(L−L

∗

2i ). When this is negative (thus the derivative of χ+ has the same
sign, and is dropped in (4.26)), we obtain the desired estimate (4.26) for all sufficiently
small ε. From this calculation, we read off the threshold quantity in (4.25) from µ′(r̂b) =
2(r̂b −m). �

Remark 4.10 (From the perspective of the small Kerr black hole: horizon). Recall from

Lemma 2.8 the relationship between [M̃ ; M̂t0 ] (minus the lift of K̃◦) and [0, 1)ε times

the Kerr spacetime manifold M̂b, given in the coordinates (ε, t, x̂) near M̂◦ by (ε, t, x̂) 7→
(ε, t̂, x̂) = (ε, t−t0ε , x̂). Then the time interval on which Proposition 4.9 applies for fixed

ε > 0 is 0 ≤ t̂ ≤ ε−1t1 (or t̂ ≤ ε−1t1 + δ where δ > 0 captures the size of U , which
extends a bit past t−t1

ε = 0). Recall that for all ε > 0 all null-bicharacteristics over Ωε

exit the domain in the forward and backward direction in a finite amount affine time by
Lemma 3.24(2a). But this amount scales like ε−1. The uniform (in ε) control of u microlo-
cally near {0 ≤ t̂ ≤ ε−1t1} ∩ N∗{r̂ = r̂b} \ o (in L2, together with 3b-derivatives, which
near there are simply coordinate derivatives ∂t̂, ∂x̂) thus ultimately needs to take into ac-

count the null-bicharacteristic dynamics near the event horizon from t̂ = 0 to t̂ = ∞; and
indeed in the compactification M̂b of the Kerr spacetime manifold the appropriate notion
of null-bicharacteristic flow (namely, the flow in 3bT ∗M̂b \ o) has an invariant (generalized

radial) set over r̂ = r̂b, t̂
−1 = 0. In terms of the exponential compactification [0, 1)e−t̂ × X̂

◦
b

of spatially bounded regions in time, this set is precisely the generalized radial set at future
infinity already studied (in the de Sitter and Kerr–de Sitter context, near their cosmolog-
ical and event horizons) from this perspective in [HV15, Proposition 2.1]. While we do
not use such an exponential compactification in the present asymptotically flat setting, one
may nonetheless regard Proposition 4.9 as a version of [HV15, Proposition 2.1] giving an
estimate only up to time ε−1, but with uniform norm bounds as ε ↘ 0. An important
difference however is that the metric itself depends on ε and is, in fact, only ε-close to the
Kerr metric (εδ-close, for any δ > 0, would be sufficient).

4.3.1. Higher s-regularity. We now proceed as in §4.2.1 and prove an analogue of Proposi-

tion 4.9 on mixed (se;s)-Sobolev spaces, under the regularity assumption (4.20) on L̃. Since
ε∂t is not elliptic at ∂RH+ , we cannot quite argue as in Proposition 4.8 using Lemma 4.7;
but a simple modification will suffice: the observation is that ∂r̂ is elliptic at ∂RH+ , and

commuting L̃ with ∂r̂ results in a subprincipal term (A′0 in Lemma 4.11 below) with the
correct sign so as to not affect the threshold condition (4.25). This can be regarded as a
manifestation of the enhanced red-shift effect, which first appeared in [DR11], and which
(in form of the monotonicity of the principal symbol ξ0 of ∂r̂ under the HĜb

-flow) underlies

the microlocal radial point estimate proved above or in [Vas13, Equation (2.3)].

Thus, analogously to (4.22), we have the following norm equivalences for B ∈ Ψ0
se(M̃)

with WF′se(B)∩Charse(∂r̂) = ∅ and Schwartz kernel supported in a region of bounded r̂ in
both factors:

‖Bu‖
H

(s;k)
(se;s),ε

∼ ‖Bu‖
H

(s;k−1)
(se;s),ε

+ ‖∂tBu‖H(s;k−1)
(se;s),ε

+ ‖∂r̂Bu‖H(s;k−1)
(se;s),ε

∼
∑
j+l≤k

‖∂jt ∂lr̂Bu‖Hs
se,ε

;

(4.27)
similarly for weighted spaces. The analogue of Lemma 4.7 is:
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Lemma 4.11 (Commutators with ∂t and ∂r̂). Let K ⊂ seS∗M̃ be a compact subset which
is disjoint from Charse(∂r̂). Then we can write

[L̃, ∂t] =
N∑
j=1

aj(Aj∂r̂ +Rj),

[L̃, ∂r̂] = ρ̂−2(i−1A′0∂r̂ +R′0) + a′0L̃+
N∑
j=1

a′j(A
′
j∂r̂ +R′j)

where aj , a
′
j ∈ ρ̂−2(ρ̂C∞ + C(d0;k−1),1,1

se;s ), a′0 ∈ C∞, Aj , A
′
0, A

′
j ∈ Ψ1

se(M̃), Rj , R
′
0, R

′
j ∈

Ψ2
se(M̃), the operator wave front sets of Rj , R

′
0, R

′
j are disjoint from K, and

seσ1(A′0)|R+

H+
< 0.

Proof. The commutator [L̃, ∂t] as well as the commutator with ∂r̂ of any contribution to L̃ of

class ρ̂−2(ρ̂C∞+C(d0;k),1,1
se;s )Diff2

se is handled as in the proof of Lemma 4.7, with ρ̂∂t replaced
by ∂r̂; these give rise to aj , Aj , Rj and a′j , A

′
j , R

′
j . The terms a′0, A

′
0, R

′
0 only arise from the

M̂ -normal operator of L̃ (and thus have smooth coefficients). Concretely, using (3.28) and
recalling that seσ1(∂r̂) = iξ0, we compute

HĜb
ξ0 = %−2H%2Ĝb

ξ0 + %2ĜbH%−2ξ0 = −%−2(µ′ξ0 − 4r̂σ0)ξ0 + %2ĜbH%−2ξ0.

Since ε2G̃ = Ĝb over M̂ and µ′(r̂b) = 2(r̂b − m) > 0, this implies the claim: the term a′0
arises from %2H%−2ξ0, while A′0 (with principal symbol −%−2(µ′ξ0 − 4r̂σ0), which equals

2%−2(r̂b − m)ξ0 < 0 at R+
H+) and R′0 arise via a microlocal parametrix construction for ∂r̂

on K. �

Proposition 4.12 (Generalized radial point estimate near R+
H+ : s-regularity). We use the

notation of Proposition 4.9, except now we define K = ∂R+
H+ ∩ {t0 ≤ t ≤ t1}. Let k ∈ N0,

and assume that L̃ satisfies (4.20) for some sufficiently large d0 = d0(s, s0, N). Then for

all neighborhoods U ⊂ seS∗M̃ of K and all χ ∈ C∞c (M̃) equal to 1 near the base projection

{r̂ = r̂b, t0 ≤ t ≤ t1} of K, there exist operators B,G ∈ Ψ0
se(M̃) with χBχ = B and

χGχ = G and with operator wave front sets contained in U and with B elliptic at K, so
that, for some constant C, the estimate

‖Bu‖
H

(s;k),α◦,α̂
(se;s),ε

≤ C
(
‖GL̃u‖

H
(s−1;k),α◦,α̂−2
(se;s),ε

+ ‖Gu‖
H

(s0;k),α◦,α̂
(se;s),ε

+ ‖χu‖
H

(−N ;k),α◦,α̂
(se,s),ε

)
holds (in the strong sense) for all u with support in t ≥ t0.

Proof. The case k = 0 follows from Proposition 4.9 as in the proof of Proposition 4.6. For

k ≥ 1, we use induction. We use the notation of Lemma 4.11 to deduce from L̃u = f the

equation L̃(1)u(1) = f (1) where

L̃(1) =

(
L̃ −

∑N
j=1 ajAj

0 L̃+ iρ̂−2A′0 −
∑N

j=1 a
′
jA
′
j

)
, ũ(1) =

(
∂tu
∂r̂u

)
,

f̃ (1) =

(
∂tf +

∑N
j=1 ajRju

∂r̂f + a′0f + ρ̂−2R′0u+
∑N

j=1 a
′
jR
′
ju

)
.
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This is an equation for sections of Ẽ ⊕ Ẽ. Using the fixed inner product on Ẽ on both

summands, we now observe that the threshold quantity (4.24) for L̃(1) is equal to that of

L̃ due to the negativity of seσ1(A′0) at R+
H+ . Applying the inductive hypothesis to this

equation thus completes the inductive step for L̃ (upon enlarging the elliptic set of G and
the support of χ slightly). �

4.4. Microlocal estimates near normally hyperbolic trapping. We next turn to the
most delicate microlocal aspect of the present paper: the proof of uniform se-estimates
governing the propagation of quantitative se-regularity from the stable manifold Γs,+ \ Γ+

into the trapped set Γ+ = Γs,+ ∩ Γu,+ (using the notation (3.36)). (Again we only focus

on the future half Σ̃+ of the characteristic set, the arguments in Σ̃− being completely
analogous.) Recall from (3.22) that the fiber variable σ in Definition 3.17, which is also a

smooth fiber-linear function on seT ∗M̃ near Γ+, is positive on Γ+; we shall thus use

ρ∞ = σ−1

for the purpose of shifting differential orders of symbols. We use ϕ̃s/u, w̃s/u from Proposi-
tion 3.26, and use the same notation for their extensions to homogeneous degree 0 symbols

on seT ∗M̃ \o. By multiplying ϕ̃s/u and ϕs/u by a sufficiently large constant, we may assume
that the conclusions of Proposition 3.26 as well as the positivity

ρ−1
∞ {ϕ̃u, ϕ̃s} > 0 (4.28)

(which can be arranged by replacing ϕ̃s by −ϕ̃s if necessary) are valid in a neighborhood

∂Σ̃+ ∩ {|ϕ̃u| < 6, |ϕ̃s| < 6}

of the trapped set. In the spirit of [Dya16] and [Hin21b, §3.2.2], we recall (3.24) and set

νmin := min
{

inf
∂Γ+

ws
b, inf
∂Γ+

wu
b

}
> 0. (4.29)

The validity of estimates at normally hyperbolic trapping for the operator L on Kerr (and

therefore also for L̃) requires a condition on the subprincipal symbol of L at ∂Γ+. Since L

acts on sections of the vector bundle π̂∗Ê → M̂b (with π̂ : M̂b → X̂b as in (4.L̃.b)), we shall
phrase this using the subprincipal operator introduced in [Hin17] (see also [Den82]); in any

local trivialization of Ê , and trivializing the half-density bundle using the metric density
|dĝb|, this is defined as

Ssub(L) = −iHĜb
+ σsub(L) (4.30)

where σsub(L) is the matrix of subprincipal symbols [DH72, §5.2]. It is well-defined as an
operator

Ssub(L) ∈ Diff1(T ∗M̂◦b ;π∗(π̂∗Ê)),

where π : T ∗M̂◦b → M̂◦b is the base projection, and commutes with time translations.

For better readability, we introduce

L := ε2L̃ ∈ Diff2,−2,0
se (M̃ \ K̃◦; Ẽ), G := ε2G̃;

these are unweighted at M̂ . We again set τ := t−t1
ε , and recall (4.8).
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Proposition 4.13 (Uniform estimate near the trapped set). Suppose there exists a sta-

tionary positive definite fiber inner product on the pullback bundle π∗(π̂∗Ê) → T ∗Rt̂×Γ̂+
b

M̂◦b

so that 1
2i(Ssub(L) − Ssub(L)∗) < 1

2νmin.15 Let s,N, α◦, α̂ ∈ R. Then for all neighborhoods

U ⊂ β∗(seS∗M̃) of β∗(∂Γ+)∩{t ≥ t0, τ ≤ 0} and all χ ∈ C∞c ([M̃ ; M̂t1 ]) equal to 1 near the

base projection of β∗(∂Γ+), there exist operators BΓ, B
s, G ∈ Ψ̃0

se with BΓ = χBΓχ etc. so
that

• the operator wave front sets of BΓ, B
s, G are contained in U ,

• BΓ is elliptic at Γ+ ∩ {t ≥ t0, τ ≤ 0},
• the operator wave front set of Bs is disjoint from Γu,+,

and a constant C so that the estimate

‖BΓu‖Hs,α◦,α̂
se,ε

≤ C
(
‖GL̃u‖

Hs,α◦,α̂−2
se,ε

+ ‖Bsu‖
Hs+1,α◦,α̂

se,ε
+ ‖χu‖

H−N,α◦,α̂se,ε

)
(4.31)

holds (in the strong sense) for all u with support in t ≥ t0.

The elliptic set of Bs will control u microlocally in a punctured neighborhood of Γ+ in
Γs,+ via standard real principal type propagation. The estimate (4.31) then extends this
control into the trapped set (with a loss of two derivatives relative to elliptic estimates).

Since Γ+ lies over the interior of M̂◦, we only need to consider the case α◦ = α̂ = 0 (as

in §4.3). Since L̃ = ε−2L, we thus need to prove

‖BΓu‖Hs
se,ε
≤ C

(
‖GLu‖Hs

se,ε
+ ‖Bsu‖Hs+1

se,ε
+ ‖χu‖H−Nse,ε

)
. (4.32)

Remark 4.14 (From the perspective of the small Kerr black hole: trapping). Analogously
to Remark 4.10, one can regard this as a uniform estimate for long time intervals 0 ≤ t̂ ≤
ε−1t1 which mirrors the global-in-time trapping estimate proved in [Hin21b, Theorem 3.9].
The reference uses weighted cusp Sobolev spaces, which in present notation measure L2-
regularity with respect to ∂t̂, ∂x̂, which is thus again compatible with 3b-estimates in

bounded subsets of M̂b and thus with se-estimates on subsets of M̃ on which x̂ is bounded.
Unlike in the reference, however, we are working here on size O(ε) perturbations of the
stationary Kerr spacetime, while on the other hand we are not localizing to t̂−1 � 1.

Our proof of Proposition 4.13 will closely follow Dyatlov’s strategy [Dya16], albeit in a
version more akin to the spacetime form described in [Hin21b, §3]. The novel aspects in our
proof are, firstly, the need for careful time localization in the propagation estimate for the
auxiliary equation for Op(ϕ̃u)u (see (4.36)), and, secondly, the usage of the monotonicity of
t (in addition to the unstable nature of Γu) along the HG-flow in the propagation estimate
for L from a small neighborhood of the stable trapped set to a size 1 part of the unstable
trapped set (see in particular (4.39) and its subsequent combination with (4.38)).

As in [Hin21b, §3], the main technical tools are quantitative real principal type propa-
gation statements of the type [Hin21b, (3.5)] akin to the G̊arding inequality:

15Here we use that Ssub(L) is a transport operator in the direction of HĜb , and thus one can compute its

adjoint given only the inner product on π∗(π̂∗Ê) over the trapped set. Moreover, the scalar operator −iHĜb
is formally self-adjoint, so 1

2i
(Ssub(L) − Ssub(L)∗) is of order 0 and indeed a stationary self-adjoint bundle

endomorphism of π∗(π̂∗Ê). See [Hin17] for details.
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Lemma 4.15 (Quantitative bound). Let B,B′ ∈ Ψ̃s
se(M̃), and suppose that, as subsets of

β∗seS∗M̃ , we have WF′se(B
′) ⊂ Ellse(B). Suppose moreover that the principal symbols b, b′

satisfy |b′| ≤ b on WF′se(B
′). Then for all δ > 0, there exists a constant C so that, for all

ε > 0,

‖B′u‖2H0
se,ε
≤ (1 + δ)‖Bu‖2H0

se,ε
+ C‖u‖2

H
− 1

2
se,ε

.

Proof. (See [Hin21b, Lemma 3.7].) Since the principal symbol of (1+δ)2B∗B−(B′)∗B′ has

a smooth positive square root e, we have R := (1 + δ)B∗B− (B′)∗B∗−E∗E ∈ Ψ̃2s−1
se where

E ∈ Ψ̃s
se is a quantization of e. The uniform boundedness of R : H

s− 1
2

se,ε → H
−s+ 1

2
se,ε = (H

s− 1
2

se,ε )∗

implies the desired estimate. �

Proof of Proposition 4.13. Fix any positive definite fiber inner product on Ẽ which over
M̂ is the pullback of a fiber inner product on Ê ; all adjoints in the argument below are
computed with respect to this inner product.

• Pseudodifferential conjugation of L. In order to exploit the subprincipal symbol condi-
tion, we use [Hin17, Proposition 3.12] to find a time-translation invariant elliptic operator

Q ∈ Ψ0
3b,I(M̂b; π̂

∗Ê) so that ρ∞
3bσ1( 1

2i(QLQ
− − (QLQ−)∗)) < 1

2νmin on ∂Γ̂b, where Q− is
a parametrix of Q. We can then quantize the 3b-principal symbol of Q as a t-independent
se-principal symbol via (2.17), or directly pull back Q (as an ε-independent operator) along

the map (2.25a)–(2.25b) to obtain an elliptic operator Q ∈ Ψ̃0
se with the property that

ρ∞
seσ1

( 1

2i

(
QLQ− − (QLQ−)∗

))
<

1

2
νmin

at ∂Γ+; here Q− is a parametrix of Q with Q−Q = I + R, R ∈ Ψ̃−∞se . Note that for
any fixed δ0 > 0, we can choose Q,Q−,R (which are uniform ps.d.o.s) to enlarge supports

of distributions supported near a compact subset of M̂◦ (here: the base projection of
the trapped set) only by amounts ≤ δ0ε in t and ≤ δ0 in x̂. Furthermore, QLQ−(Qu) =
QLu+QLRu, and theHs

se,ε norm ofQLRu on some set can be bounded by theH−Nse,ε norm of

u on a slightly larger set. Altogether, we may thus replace L and u byQLQ− = L+Q[L,Q−]

and Qu, respectively; the goal is still to prove the estimate (4.32), but now L ∈ Ψ̃2
se (in fact

L ∈ Diff2
se + Ψ̃1

se) is pseudodifferential, has scalar principal symbol G, and satisfies

ρ∞`1 <
1

2
νmin at ∂Γ, `1 := seσ1(L1), L1 :=

1

2i
(L − L∗); (4.33)

and u vanishes in t ≤ t0 − δ0ε and thus a fortiori in t ≤ t0 − δ0.

• Equation for Φ̃uu. In view of (3.39), we have ρ∞HGϕ̃
u = −w̃uϕ̃u + ρ2

∞Gψ̃ where the

smooth function ψ̃ on seS∗M̃ (also regarded as a homogeneous degree 0 function on seT ∗M̃ \
o), defined in a neighborhood of {|ϕ̃u| < 6, |ϕ̃s| < 6} ∩ Σ̃, accounts for the fact that (3.39)
is only valid on the characteristic set G−1(0). Let now

Φ̃u ∈ Ψ̃0
se, W̃ u ∈ Ψ̃1

se, Ψ̃ ∈ Ψ̃−1
se ,

be formally self-adjoint quantizations of χ̃ϕ̃u, ρ−1
∞ χ̃w̃u, and ρ∞χ̃ψ̃, respectively, where χ̃ ∈

C∞(seS∗M̃) equals 1 near {|ϕ̃u| < 5, |ϕ̃s| < 5} ∩ ∂Σ̃ and is supported in the set where ϕ̃u,
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w̃u, ψ̃ are defined. Then16

i[L, Φ̃u] = −W̃ uΦ̃u + Ψ̃L+ R̃+ R̃′, R̃ ∈ Ψ̃0
se, R̃

′ ∈ Ψ̃2
se, WF′se(R̃

′) ⊂ supp dχ̃,

and therefore, writing Lu =: f , we get the secondary equation

L′u′ = f ′, L′ := L − iW̃ u, u′ := Φ̃uu, f ′ := (Φ̃u − iΨ̃)f − iR̃u− iR̃′u. (4.34)

In view of (4.29) and (4.33), we have `′1 := ρ∞
seσ1(L′1) < −1

2νmin for L′1 := 1
2i(L

′ − (L′)∗).
We then run a positive commutator argument for (4.34), the commutant being

A = Opse(a), a := ρ−2(s+1)+1
∞ χ(ϕ̃u)2χ(ϕ̃s)2χΣ(ρ2

∞G)χ−(t− t0)2χ+

( t− t1
ε

)2
.

Here, χΣ ∈ C∞c (R) is equal to 1 near 0, and χ ∈ C∞c ((−4, 4)) is fixed with χ|[−3,3] = 1 and√
−xχ(x)χ′(x) ∈ C∞(Rx); and furthermore χ−, χ+ are as in (4.14) except we presently

require χ−|(−∞,−2δ0] = 0, χ−|[−δ0,∞) = 1, χ+|(−∞,δ0] = 1, and χ+|[2δ0,∞) = 0. Consider

2 Im〈L′u′, Au′〉 = 〈Cu′, u′〉 where C = i[L′, A] + 2L′1A ∈ Ψ̃
2(s+1)
se has principal symbol

HGa+ 2`′1a.

The derivative along HG of the weight ρ∞ produces a symbol with pointwise bound by
Cερ−1

∞ a since HĜb
ρ∞ = −σ−2HĜb

σ = 0. On the characteristic set, the derivative of χ(ϕ̃u)2

is −2χχ′w̃uϕ̃u, which is thus a positive square (and therefore necessitates an a priori control
term); the derivative of χ(ϕ̃s)2 on the other hand is a negative square (and will be dropped
in the estimate below). The derivatives of χ−, resp. χ+ have the usual signs, i.e. they are
positive, resp. negative. The main term of C is 2L′1A, whose principal symbol is the product
of a with a negative self-adjoint bundle endomorphism (namely, one whose eigenvalues are
bounded above by −νmin).

We write the resulting estimate in a schematic form. We write I×J×T for a neighborhood

of {|ϕ̃s| ∈ I, |ϕ̃u| ∈ J} inside ∂Σ̃+ ∩ t−1(T ). We moreover write ‖u‖Hs
se,ε(I×J×T ) for the

H0
se,ε norm of Bu for an operator B ∈ Ψ̃s

se whose whose principal symbol equals ρ−s∞ on

I × J × T and is bounded in absolute value by ρ−s∞ everywhere, and whose wave front set

is contained in a small neighborhood of I × J × T (as measured on β∗seS∗M̃). Finally,
we shall not write out the error terms ‖u‖

H
s− 1

2
se,ε ([0,6]×[0,6]×[t0−δ0,t1+5δ0ε])

+ ‖χu‖H−Nse,ε
, which

need to be added to the right hand side of every estimate below. Then for u vanishing in
t < t0 − δ0, we have

‖Φ̃uu‖Hs+1
se,ε ([0,3]×[0,3]×[t0−2δ0,t1+δ0ε])

≤ C
(
‖u‖Hs+1

se,ε ([0,4]×[3,4]×[t0−δ0,t1+2δ0ε])
+ ‖f ′‖Hs

se,ε([0,4]×[0,4]×[t0−1,t1+2δ0ε])

+ ‖Φ̃uu‖
H
s+ 1

2
se,ε ([0,4]×[0,4]×[t0−1,t1+2δ0ε])

)
16If we took ϕ̃u to be the ε-independent extension of ϕu, then ρ∞HGϕ̃

u would equal −wuϕu plus an error
term of size ε. In the subsequent equation for L′u′, this would cause f ′ to have an additional term of the
schematic form εΨ̃1

seu. In the estimate (4.35) then, one would have an extra term ε‖u‖
Hs+1

se,ε ([0,5]×[0,5])
on

the right hand side, which is too strong in the differential order sense to close the estimate (no matter the
power of ε). Remark that if `1 ≤ 0 (e.g. for scalar waves), one can close the estimate if one uses a further
commutator argument using the monotonicity of t (which gives a bound of ε‖u‖

Hs+1
se,ε

in terms of ‖u‖Hsse,ε).
But since in our application this inequality on `1 does not hold, we do not discuss this special case further.
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≤ C
(
‖u‖Hs+1

se,ε ([0,4]×[3,4]×[t0−δ0,t1+2δ0ε])
+ ‖f‖Hs

se,ε([0,4]×[0,4]×[t0−1,t1+3δ0ε])

+ ‖u‖Hs
se,ε([0,4]×[0,4]×[t0−δ0,t1+3δ0ε]) + ‖Φ̃uu‖

H
s+ 1

2
se,ε ([0,4]×[0,4]×[t0−1,t1+2δ0ε])

)
.

One can iterate this estimate once to improve the final, error, term on the right (with
slightly enlarged cutoffs), and thus ultimately obtain (cf. [Hin21b, (3.34)])

‖Φ̃uu‖Hs+1
se,ε ([0,3]×[0,3]×[t0−2δ0,t1+δ0ε])

≤ C
(
‖u‖Hs+1

se,ε ([0,4]×[3,4]×[t0−δ0,t1+2δ0ε])
+ ‖f‖Hs

se,ε([0,4]×[0,4]×[t0−1,t1+3δ0ε]])

+ ‖u‖Hs
se,ε([0,4]×[0,4]×[t0−δ0,t1+3δ0ε])

)
.

(4.35)

• Quantitative propagation for Φ̃u. Using the fact that Hϕ̃u(ρ−1
∞ ϕ̃s) 6= 0, we can now

estimate u in Hs
se,ε in terms of Φ̃uu in Hs+1

se,ε via propagation along the Hϕ̃u-flow using
Lemma 4.15 and carefully chosen commutants as in [Hin21b, Step 2 of the proof of The-
orem 3.9]. In the present setting, the commutants need to contain also time localizations;
we use for this purpose the function

χ−+ := χ−(t− t0)χ+

( t− t1
ε

+ C+ϕ̃
s
)

(4.36)

where we fix C+ so that ρ−1
∞ Hϕ̃u( t−t1ε + C+ϕ̃

s) > 0 at Γ+; here χ−, χ+ are the functions

used already in the previous step. Define now the rescaling ϕ̃•new := max((δ0/60)−1C+, 1)ϕ̃•

for • = s, u; the effect is that on the set {|ϕ̃•new| < 6, • = s,u} (which is contained in the

set {|ϕ̃•| < 6}), the level sets of t−t1
ε and of t−t1

ε + C+ϕ̃
s are within time distance δ0

10ε of
each other. We now rename ϕ̃•new as ϕ̃•. (The estimate (4.35) remains valid under this
rescaling.) The derivative of χ− along Hϕ̃u is irrelevant (since we only prove estimates for u
supported in t ≥ t0−δ0), and we have arranged also for the derivative of χ+ to be negative.
This gives, for δ > 0 to be chosen later,

‖u‖Hs
se,ε([0,2δ]×[0,δ1]×[t0−δ0,t1])

≤ C
(
δ

1
2 ‖u‖Hs

se,ε([2δ,1]×[0,2]×[t0−δ0,t1+δ0ε]) + ‖u‖Hs
se,ε([0,1]×[1,2]×[t0−δ0,t1+δ0ε])

+ δ
1
2 ‖Φ̃uu‖Hs+1

se,ε ([0,3]×[0,3]×[t0−2δ0,t1+δ0ε])

)
.

Here δ1 > 0 is fixed (independently of how small ε, δ are) so that the ρ−1
∞ Hϕ̃u flow starting

in [0, 2δ] × [0, δ1] remains in |ϕ̃u| < 2 as long as |ϕ̃s| < 1; and the second term on the
right arises from localizing to |ϕ̃u| < 2. (Cf. [Hin21b, (3.37)].) Moreover, the constant C is
independent of δ (though we recall that we are omitting error terms in the estimates whose
constants may depend on δ).

We then plug (4.35) into the final term and exploit the small factor δ
1
2 to obtain

‖u‖Hs
se,ε([0,2δ]×[0,3]×[t0−δ0,t1])

≤ C
(
δ

1
2 ‖u‖Hs

se,ε([2δ,4]×[0,2]×[t0−δ0,t1+3δ0ε]) + ‖u‖Hs+1
se,ε ([0,4]×[2,4]×[t0−δ0,t1+2δ0ε])

+ ‖f‖Hs
se,ε([0,4]×[0,4]×[t0−1,t1+3δ0ε])

)
.

(4.37)

On the left hand side, we replaced [0, δ1] by [0, 3] since one can obtain control on the piece
[0, 2δ] × [δ1, 3] near the stable trapped set (but away from the unstable trapped set) by
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(fixed time ∼ log δ−1
1 ) real principal type propagation (including cutoffs in t) starting from

[0, 4]× [2, 4] using the equation Lu = f .

• Quantitative propagation for L. Fix a number β > 0 with max∂Γ
ρ∞`1
νmin

< β < 1
2 . We

shall now estimate the first term on the right in (4.37) in terms of δ
1
2
−β times the left (plus

acceptable a priori control terms) via time ∼ log δ−1 propagation along ρ∞HG . Following
[Hin21b, Step 3 in the proof of Theorem 3.9], this involves a commutant which on the
characteristic set is given by

a = ρ−2s+1
∞ |ϕ̃s|−2βψ

(
log
∣∣∣ ϕ̃s

δ

∣∣∣)2
χ(ϕ̃u)2χ−(t− t0)2χ+

( t− t1
ε

)2

where now χ± now satisfy χ−|(−∞,−3δ0] = 0, χ−|[−2δ0,∞) = 1, χ+|(−∞,−δ0] = 1, χ+|[0,∞) = 0,

and ∓χ′± ≥ 1,
√
∓χ±χ′± ∈ C∞; furthermore χ ∈ C∞c ((−3, 3)) equals 1 on [−2, 2] and has√

−xχχ′ ∈ C∞; and ψ ∈ C∞c ((log 1
2 ,∞)) equals 1 on [0, 4 log δ−1] and 0 on [5 log δ−1,∞),

with
√
−ψψ′ ∈ C∞. The main term in the principal symbol HGa + 2`1a in the usual

commutator calculation now arises from 2`1a plus ρ−2s+1
∞ times the ρ∞HG-derivative of

|ϕ̃s|−2β, which gives ρ−2s
∞ (2`1−2βw̃s)|ϕ̃s|−2βψ2χ2χ2

−χ
2
+, and thus is a negative square. The

derivative of ψ produces a term of the same sign for |ϕ̃s| ≥ δ, whereas the derivative of χ
produces a positive square (as already in the second step of the proof).

Altogether, using that |ϕ̃s|−2β for |ϕ̃s| ∈ [δ, 1] is at least equal to ∼ δ2β times its value
for |ϕ̃s| ∈ [1

2δ, δ], one obtains the estimate

‖u‖Hs
se,ε([δ,4]×[0,2]×[t0−δ0,t1−δ0ε])

≤ C
(
δ−β‖u‖Hs

se,ε([
1
2
δ,δ]×[0,3]×[t0−δ0,t1]) + ‖u‖Hs

se,ε([0,5]×[2,3]×[t0−δ0,t1])

+ ‖f‖Hs−1
se,ε ([0,5]×[0,3]×[t0−1,t1])

)
.

(4.38)

• Finite fast time propagation near t = t1. Due to a mismatch of domains (specifically,
the end point of the time interval), we cannot yet plug the estimate (4.38) into (4.37). This
is easily remedied by estimating

‖u‖Hs
se,ε([2δ,4]×[0,2]×[t1−δ0ε,t1+3δ0ε])

≤ C
(
‖u‖Hs

se,ε([δ,4]×[0,2]×[t1−2δ0ε,t1−δ0ε]) + ‖u‖Hs
se,ε([δ,5]×[2,3]×[t1−2δ0ε,t1+4δ0ε])

+ ‖f‖Hs−1
se,ε ([0,5]×[0,3]×[t1−2δ0ε,t1+4δ0ε])

) (4.39)

(into the first term of which one can plug (4.38)). This estimate can be proved using
a positive commutator estimate for Lu = f which exploits the monotonicity ρ∞HGτ ≥
c0 > 0, τ = t−t1

ε . Indeed, propagation along ρ∞HG for fast (τ) time 4c−1
0 δ0 starting from

[δ, 4]× [0, 3]× [t1− 2δ0ε, t1− δ0ε] covers [2δ, 4]× [0, 2]× [t1− δ0ε, t1 + 3δ0ε] since ϕ̃s increases
from a starting value of δ only by a factor of the order exp(4c−1

0 δ0w̃
s) < 2 if δ0 is chosen

small enough at the outset of the proof.

• Conclusion. Plugging (4.38) into (4.39), the norm ‖u‖Hs
se,ε([2δ,4]×[0,2]×[t0−δ0,t1+3δ0ε]) is

bounded by the right hand side of (4.38) except t1 there needs to be replaced by t1 + 4δ0ε
throughout. Using this to estimate the first term in (4.37) and fixing δ so small that

Cδ
1
2
−β < 1

2 allows one to absorb the term Cδ
1
2
−β‖u‖Hs

se,ε([0,2δ]×[0,3]×[t0,t1]) into the left hand
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side. This gives

‖u‖Hs
se,ε([0,2δ]×[0,3]×[t0−δ0,t1])

≤ C
(
‖u‖Hs+1

se,ε ([0,5]×[2,4]×[t0−δ0,t1+4δ0ε])
+ ‖f‖Hs

se,ε([0,5]×[0,4]×[t0−1,t1+4δ0ε])

)
(plus C(‖u‖

H
s− 1

2
se,ε ([0,5]×[0,5]×[t0−δ0,t1+4δ0ε])

+ ‖χu‖H−Nse,ε
)). This completes the proof of the

estimate (4.32) for −N = s− 1
2 .

For general N , one applies the estimate iteratively to the H
s− 1

2
se,ε remainder term (with

slightly enlarged cutoffs), thus reducing the differentiability order by 1
2 at each step until

one reaches −N after finitely many steps. �

4.4.1. Higher s-regularity. Since seσ1(∂t̂) = −iσ is elliptic on Γ± by (3.22), we can again

obtain trapping estimates for solutions of L̃u = f on mixed (se;s)-Sobolev spaces by com-

muting L̃ with ∂t; this will use (4.22) and Lemma 4.7.

Proposition 4.16 (Uniform estimate near the trapped set: s-regularity). We use the
assumptions of Proposition 4.13. There exists d0 = d0(s,N) so that the following holds.

Let k ∈ N0, and assume that L̃ has the regularity (4.20). Then for all neighborhoods

U ⊂ seS∗M̃ of ∂Γ+ ∩ {t0 ≤ t ≤ t1} and all χ ∈ C∞c (M̃) equal to 1 near the base projection
of ∂Γ+ ∩ {t0 ≤ t ≤ t1}, there exist operators BΓ, B

s, G ∈ Ψ0
se with operator wave front sets

contained in U , with BΓ = χBΓχ etc., with BΓ elliptic at ∂Γ+ ∩{t0 ≤ t ≤ t1} and the wave
front set of Bs disjoint from Γu,+, and a constant C so that

‖BΓu‖H(s;k),α◦,α̂
(se;s),ε

≤ C
(
‖GL̃u‖

H
(s;k),α◦,α̂−2
(se;s),ε

+ ‖Bsu‖
H

(s+1,k),α◦,α̂
(se;s),ε

+ ‖χu‖
H

(−N ;k),α◦,α̂
(se;s),ε

)
(4.40)

holds (in the strong sense) for all u with support in t ≥ t0.

Proof. Consider first the case k = 0. A direct modification of the proof of Proposition 4.13
is delicate (since we do not have an analogue of (4.39) when the upper bounds in the
time intervals are t1 + 4δ0 instead of t1 + 4δ0ε etc.). Instead, we apply Proposition 4.13
(the proof of which handles subprincipal pseudodifferential terms directly, cf. the discussion

prior to (4.33)) with final time t1 + δ for a small value of δ > 0, and thus with τ = t−(t1+δ)
ε ;

pick then B0
Γ ∈ Ψ0

se with B0
Γ = χB0

Γχ so that B0
Γ is elliptic at Γ+ ∩ {t0 ≤ t ≤ t1} and at

the same time satisfies WF′se(B
0
Γ) ⊂ Ellse(BΓ). Since a fortiori B0

Γ ∈ Ψ̃0
se (see also [Hin24c,

Remark 3.48]), microlocal elliptic regularity in Ψ̃se implies that

‖B0
Γu‖Hs,α◦,α̂

se,ε
≤ C

(
‖BΓu‖Hs,α◦,α̂

se,ε
+ ‖χu‖

H−N,α◦,α̂se,ε

)
.

Similarly, we may pick G0 ∈ Ψ0
se so that WF′se(G) ⊂ Ellse(G

0), WF′se(G
0) ⊂ U , and

χG0χ = G0. (The latter condition can be arranged if one starts with a cutoff function in
Proposition 4.13 with support contained in the interior of the support of the present χ.)
Then

‖GL̃u‖
Hs,α◦,α̂−2

se,ε
≤ C

(
‖G0L̃u‖

Hs,α◦,α̂−2
se,ε

+ ‖χu‖
H−N,α◦,α̂se,ε

)
.

Proceeding similarly with the term Bs from Proposition 4.13 thus yields (4.40) for k = 0
with B0

Γ etc. in place of BΓ.



86 PETER HINTZ

The case of higher k is treated via induction. Writing L̃u = f , we consider equation (4.23)

for ∂tu. Since, near M̂◦, we have L̃(1)−L̃ ∈ ε−1(C∞+C(d0;k−1)
se;s )Ψ1

se, the subprincipal operator

of L̃(1) at ∂Γ+ equals that of L̃, and therefore the inductive hypothesis applies to (4.23).
In view of (4.22), this completes the inductive step. �

4.5. Energy estimates. The microlocal estimates proved thus far give estimates of solu-

tions of L̃u = f at high se-frequencies, but with error terms whose norms are taken on sets
which are slightly enlarged by an amount cρ̂ in the t- and x-directions near M̂ , and by an
amount c away from M̂ , where c is arbitrary but fixed. To close se-estimates, we use energy
estimates to control solutions of wave equations for short times near the subsets {r̂ = m}
and { t−t1ρ̂ = 0} of β−1Ω̃.17 This is analogous to [HV15, §2.1.3] and [Hin24b, §3.3], and thus

we shall be brief.

Recall that Ω̃ ⊂ M̃ is a standard domain associated with Ω = Ωt0,t1,r0 . Working in
r̂ ≥ 1

2m, we take ρ̂ = r. For 0 < δ < min(1, 1
2m), we then consider the enlarged domain

Ω̃δ := {(ε, t, x) : t0 ≤ t ≤ t1 + ρ̂δ, |x̂| ≥ m− δ, |x| ≤ r0 + 2(t1 − t) + δ} ⊂ [M̃ ; M̂t1 ].

In terms of

τ :=
t− t1
ρ̂

=
t− t1
r

,

the final spacelike hypersurfaces are thus at τ = δ (as opposed to τ = 0 for Ω̃), |x̂| = m− δ,
and |x| = r0 + 2(t1 − t) + δ. Since dτ = r−1(dt − τ dr) is a past timelike se-covector for

τ = 0, this remains true also for sufficiently small τ on Ω̃δ. The spacelike nature of the

other boundary hypersurfaces of Ω̃δ follows by similar perturbative arguments, much as

after Definition 3.23. Near the boundary hypersurfaces of Ω̃δ, we will work with domains
of the form

Ω̃
δ+
δ−

:= {t1 + ρ̂δ− ≤ t ≤ t1 + ρ̂δ+, |x̂| ≥ m− δ+, |x| ≤ r0 + 2(t1 − t) + δ+}
∪ {t0 ≤ t ≤ t1 + ρ̂δ+, |x| − (r0 + 2(t1 − t)) ∈ [δ−, δ+]}
∪ {t0 ≤ t ≤ t1 + ρ̂δ+, |x̂| ∈ [m− δ+,m− δ−]}

(4.41)

for small δ± ∈ R with δ− < δ+. The initial and final boundary hypersurfaces of such

domains are illustrated in Figure 4.2. As usual, we write (Ω
δ+
δ−

)ε := Ω̃
δ+
δ−
∩Mε.

Proposition 4.17 (Energy estimates near the final boundary hypersurfaces of Ω̃δ). Let

α◦, α̂ ∈ R. Let s ∈ C∞(seS∗M̃), and assume that in a neighborhood of
⋃
•=−,∧, | Ỹ

•
t0,t1,r0,

the function s is non-increasing along the ±ρ̂2H
G̃

-flow in the characteristic set Σ̃±. Then
for small δ− < δ+, there exist ε0 > 0 and C ∈ R so that the following holds for all ε ≤ ε0:

given f ∈ Hs−1,α◦,α̂−2
se,ε ((Ω

δ+
δ−

)ε)
•,−, there exists a unique solution u ∈ Hs,α◦,α̂

se,ε ((Ω
δ+
δ−

)ε)
•,− of

L̃u = f , with the norm of u bounded by C times that of f .

Proof. Existence and uniqueness of u follows for each ε > 0 from standard hyperbolic theory
(exploiting the timelike nature of τ and, in r̂ ≤ m− δ−, of r̂), at least for constant orders s.

17We do not need an analogue for mixed (se;s)-Sobolev spaces. In fact, the sharp localization in t−t1
ρ̂

below is incompatible with ps.d.o.s of class Ψse which have s-regular coefficients. Moreover, estimates for
fixed size t-intervals cannot be proved using simple-minded energy methods; after all, this is the key challenge
which we overcome in this work.
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m
−
δ
+
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ε(
m
−
δ
−
)

t0

t1
t = t1 + rδ+

Figure 4.2. A domain Ω̃
δ+
δ−

, for a fixed value ε > 0 and with δ− < 0 < δ+.

The initial, resp. final boundary hypersurfaces are drawn in red, resp. blue.

One can easily accommodate variable orders by first extending f to a larger domain (Ω
δ̃+
δ−

)ε

with δ̃+ > δ+, solving the equation on spaces with constant (and sufficiently negative) se-
regularity orders there (discussed below), and then using the propagation of singularities

for finite affine time (independently of ε) along ρ̂2H
G̃

integral curves over [M̃ ; M̂t1 ] to get

uniform Hs,α◦,α̂
se,ε control over (Ω

δ+
δ−

)ε; the usual error term in microlocal estimates can be

taken to be a weak norm on the larger domain (Ω
δ̃+
δ−

)ε, which however is controlled by virtue

of having solved the wave equation on this larger domain.

For the proof of uniform estimates of u in terms of f on weighted se-Sobolev spaces,
we only discuss the case s = 1; the extension to general orders s follows from the above
arguments (together with duality arguments to cover negative s, cf. the proof of [Hin24b,
Proposition 3.7] or [HV23, Theorem 6.4]). For s = 1, one simply runs a standard energy

estimate on (Ω
δ+
δ−

)ε using the (future timelike) vector field multiplier

Vz = −e−zτρ−2α◦
◦ ρ̂−2α̂+2(dτ)] ∈ ρ−2α◦

◦ ρ̂−2α̂+2Vse(M̃)

for large z > 1. (When L̃ is an operator on bundles, one takes Vz to be a first order se-
differential operator with this principal part.) The deformation tensor of Vz with respect
to the metric g̃ is, as an se-tensor, a smooth multiple of ρ−2α◦

◦ ρ̂−2α̂, and indeed a negative
definite multiple when z is sufficiently large (again using the past timelike nature of dτ).
Applying the divergence theorem to the vector field T [u](Vz,−) where T [u] = u;µu;ν −
1
2 g̃µν |du|

2
g̃−1 yields the desired estimate. �

4.6. Uniform regularity estimates on standard domains. We now gather all (mi-
cro)local estimates proved in the previous subsections.

Definition 4.18 (Admissible order functions). (1) Let Ω̃ be a standard domain. We

call s ∈ C∞(seS∗M̃), α◦, α̂ ∈ R admissible (on Ω̃) if
(a) s + α◦ − α̂ > 1

2(−1 + ϑin) at ∂Rin (see (4.10));

(b) s + α◦ − α̂ < 1
2(−1− ϑout) at ∂Rout (see (4.17));

(c) s > 1
2(1 + ϑH+) at ∂RH+ (see (4.24));
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(d) s is constant near the radial sets and near the trapped set (3.36), and monoton-
ically decreasing along the future null-bicharacteristic flow, i.e. ±ρ̂2H

G̃
s ≤ 0

on Σ̃± over a neighborhood of Ω̃;

(e) the restriction of s to seS∗
M̂
M̃ is t-independent.

(2) We say that s ∈ C∞(3bS∗M̂b), αD are Kerr-admissible if s is the restriction to M̂t0

(for any t0 ∈ IC , via (2.17)) of an order function s̃ for which s̃, α◦ = αD, and α̂ = 0
are admissible. Equivalently, the above threshold, constancy, and monotonicity
conditions hold at ∂R̂in, ∂R̂out, ∂R̂H+ , ∂Γ̂b, ∂Σ̂±.

Remark 4.19 (Induced orders). An admissible order function s induces a stationary variable

3b-order function, i.e. an element of C∞(3bS∗
X̂b
M̂b), via (2.17) which by an abuse of notation

we denote by s as well. This function in turn induces order functions on the spectral
side as recalled after (2.38): namely, a variable b-differential order function on bS∗X̂b

for the zero energy operator L̂(0); a variable scattering regularity order on scS∗X̂b and a

variable scattering decay order on scT ∗
∂X̂b

X̂b for the spectral family L̂(σ) at nonzero real

frequencies (and also a variable semiclassical scattering decay order at high real frequencies);
a variable semiclassical order (powers of h) at high real frequencies; and variable sc-b-
transition regularity and (scattering) decay orders for the uniform low energy analysis at
positive or negative frequencies, which in turn induce variable scattering regularity and
decay orders for the transition face normal operators Ltf(±1). We will often denote all
these induced orders by s simply. See also [Hin23d, Lemma 4.28].

When Ω̃∩ M̂ = ∅, then any constant s is admissible. To construct an (admissible) order

function s when the domain Ω̃ intersects M̂ , we recall Lemma 3.25 and take (in the notation
of the Lemma)

s := s+ − χ1(ξ̂se)χ2(r̂)(s+ − s−) (4.42)

where s+ satisfies the lower bounds in conditions (1a) and (1c) of Definition 4.18, while s−
satisfies the upper bound in condition (1b); and we require s− ≤ s+. Note also that the
function (4.42) satisfies ∂ts|M̂ = 0, and moreover it is admissible also for all perturbations

of the wave operator L̃ (within the class considered in (4.L̃.a)–(4.L̃.b)).

Theorem 4.20 (Uniform regularity estimates). Let Ω̃ ⊂ M̃ \ K̃◦ be a standard domain.

Let ε0 > 0 be so small that all boundary hypersurfaces of Ωε = Ω̃ ∩Mε are spacelike for

ε ∈ (0, ε0]. Let α◦, α̂ ∈ R. Let s, s0 ∈ C∞(seS∗M̃) be such that s, α◦, α̂ are admissible on Ω̃,
and so that also s0 satisfies the lower bounds in Definition 4.18(1a), (1c). Suppose moreover

that there exists a positive definite fiber inner product on Ê (which gives an inner product
on E|M̂ via pullback) so that 1

2i(Ssub(L)− Ssub(L)∗) < 1
2νmin, where we recall (4.29). Then

there exists a constant C so that the estimate

‖u‖
Hs,α◦,α̂

se,ε (Ωε)•,−
≤ C

(
‖L̃u‖

Hs,α◦,α̂−2
se,ε (Ωε)•,−

+ ‖u‖
H

s0,α◦,α̂
se,ε (Ωε)•,−

)
(4.43)

holds (in the strong sense) for all ε ≤ ε0.

Proof. Given f ∈ Hs,α0,α̂−2
se,ε (Ωε)

•,−, we extend it to f̃ ∈ Hs,α0,α̂−2
se,ε (Mε) with the same norm,

as described in §4.1. For some fixed small δ > 0 and recalling (4.41), set

Ω̃δ := Ω̃ ∪ Ω̃δ
0 ⊂ [M̃ ; M̂t1 ].
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On the ε-level sets (Ωδ)ε of this domain (for all sufficiently small ε > 0), we solve L̃ũ = f̃ ,

with trivial initial data at the initial hypersurface of Ω̃δ. Thus, ũ lies in Hs+1 for any fixed
ε > 0, and by the uniqueness of solutions of wave equations it equals u on Ωε.

Starting in t ∈ (t0− 1, t0) where ũ vanishes, we now propagate se-regularity along future
null-bicharacteristics, following the arrows in Figure 3.4. To wit, we first propagate uniform
se-regularity into the incoming radial set ∂Rin using Proposition 4.4 and, independently,
out of the event horizon ∂RH+ using Proposition 4.9. This in particular gives control
of ũ at the stable manifold of ∂Γ outside of any arbitrarily small neighborhood of ∂Γ;
from there, se-Sobolev bounds on ũ can be propagated into the trapped set itself using
Proposition 4.13. Since all past null-bicharacteristics starting in a punctured neighborhood
of ∂Rout over M̂ tend to the horizon, the trapped set, or the initial hypersurface, we can
now use Proposition 4.5 to propagate uniform se-regularity into the outgoing radial set
∂Rout, and from there onward using real principal type propagation.

Together with se-microlocal elliptic estimates to estimate ũ away from Σ̃, this establishes
the uniform estimate

‖u‖
Hs,α◦,α̂

se,ε (Ωε)•,−
≤ C

(
‖f̃‖

Hs,α◦,α̂−2
se,ε ((Ωδ)ε)•,−

+ ‖ũ‖
H

s0,α◦,α̂
se,ε ((Ωδ)ε)•,−

)
.

Let now χ ∈ C∞(Ω̃δ
−δ) be a cutoff function which equals 0 on Ω̃

−δ/2
−δ and 1 on Ω̃δ

0. Then
the norm on ũ on the right hand side is bounded by the sum of the norms of χũ and
(1−χ)ũ = (1−χ)u. We only need to estimate the former term; for this purpose, note that

L̃(χũ) = f̃ ′ := χf̃ + [L̃, χ]ũ = χf̃ + [L̃, χ]u. (4.44)

Proposition 4.17 gives the uniform estimate

‖χũ‖
H

s0,α◦,α̂
se,ε ((Ωδ−δ)ε)

•,− ≤ C‖f̃ ′‖Hs0−1,α◦,α̂−2
se,ε ((Ωδ−δ)ε)

•,− .

To estimate f̃ ′, note that χ ∈ C∞([M̃ ; M̂t1 ]) ⊂ C∞se (M̃) and thus [L̃, χ] ∈ C∞se Diff1,0,2
se ; and

since supp dχ ⊂ Ω̃, we can estimate

‖f̃ ′‖
H

s0−1,α◦,α̂−2
se,ε ((Ωδ−δ)ε)

•,− ≤ C
(
‖f̃‖

H
s0−1,α◦,α̂−2
se,ε ((Ωδ)ε)•,−

+ ‖u‖
H

s0,α◦,α̂
se,ε (Ωε)•,−

)
.

Since ‖f̃‖
Hs,α◦,α̂−2

se,ε ((Ωδ)ε)•,−
= ‖f‖

Hs,α◦,α̂−2
se,ε (Ωε)•,−

, this is in turn bounded by the right hand

side of (4.43). The proof is complete. �

Remark 4.21 (Uniformity for small perturbations). The constants ε0 and C can be chosen

uniformly, for fixed orders s, s0, α◦, α̂, also for sufficiently small perturbations L̃′ of L̃ satis-

fying the hypotheses made on L̃, where smallness is measured in the supremum norm (on Ω̃)

of up to d0 derivatives along the se-vector fields ρ̂∂t, ρ̂∂x of the coefficients of ε−1ρ̂2(L̃− L̃′),
expressed in terms of a fixed spanning set of se-vector fields (such as ρ̂∂t, ρ̂∂x), for suffi-
ciently large d0. Indeed, the proofs of all estimates used in the proof of Theorem 4.20 apply,

without any modifications, when the coefficients of L̃ have some large but finite amount of
se-regularity. (For the microlocal regularity and propagation results, we already made this
explicit when discussing estimates on mixed (se;s)-Sobolev spaces in §2.5.4, 4.2.1, 4.3.1, and
4.4.1. See also §6.1 for tame estimates.)

Remark 4.22 (Higher s-regularity). We cannot prove an analogue of Theorem 4.20 on mixed
(se;s)-spaces with s-regularity order k ≥ 1: performing the extension/restriction procedure
to standard domains with final hypersurface at the later slow time t = t1 + δ first requires
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uniform se-bounds for the solution of L̃u = f for times t between t1 and t1 + δ, but at this
point we do not have such a solvability theory yet. (Establishing this solvability requires the
invertibility of the Kerr model L—which we have not yet addressed—on matching spaces,
as discussed in §5.3 below.) It is conceivable that this is an artifact of our (se-)microlocal
approach. In any case, the theory developed in this paper is only useful if solvability on
se-spaces holds, as e.g. in the setting of Theorem 5.5 below.

Remark 4.23 (Other settings). If the model L is a wave-type operator on a nontrapping
spacetime without horizons as in Remark 4.1, then Theorem 4.20 continues to hold with
the following simplifications: there is no threshold regularity condition over M̂◦ (cf. Defini-
tion 4.18(1c)), and since we do not need to use trapping estimates anymore, one can relax

the norm on L̃u in (4.43) to the Hs−1,α◦,α̂−2
se,ε -norm.

4.7. Estimates for the spectral family. The validity of Fredholm estimates for the
spectral family L̂(σ) at bounded nonzero energies as well as high energy estimates only use
the dynamical structure of Kerr spacetimes (and information on the subprincipal symbol
at horizons, radial sets, and the trapped set) described in Lemma 3.19. The spectral family
of the scalar wave operator on Kerr is discussed in a manner directly applicable to the
present paper (including using variable order spaces) in [Hin21a, §3.5], where the symbolic
estimates which we state below are complemented with mode stability assumptions (which
we do not make here) to give invertibility and uniform boundedness statements for the
spectral family. A more general setting is described in detail in [Hin23c, §4.1], except the
reference discusses a conjugation of the spectral family by eiσr (see also [Vas21a, Vas21b])
and does not discuss trapping (in the semiclassical, i.e. high energy regime) and energy
estimates near final hypersurface r̂ = m in the black hole interior; we recall that the relevant
semiclassical estimates at trapping (which apply also to tensorial equations) are stated in
[HV16, Theorem 4.7], and the (energy) estimates near the interior final hypersurface are
proved in the same manner as Proposition 4.17; likewise in the semiclassical setting, in
which the basic energy estimate is proved in [Vas13, Proposition 3.7].

The combination of the various (micro)local estimates as in the proof of Theorem 4.20
gives the results stated in the remainder of this section; to avoid repetition, we shall thus
be very brief.

Proposition 4.24 (Fredholm estimate at 0 energy). Let s ∈ C∞(bS∗
X̂b
M̂b) be monotonically

decreasing along the future null-bicharacteristic flow of HĜb
mod ∂t̂, with s > 1

2(1 + ϑH+)

at ∂R̂H+ and constant nearby, and suppose that αD + 3
2 /∈ specb(L̂(0)). Then the operator

L̂(0) : {u ∈ Hs,αD
b (X̂b; Ê) : L̂(0)u ∈ Hs−1,αD+2

b (X̂b; Ê)} → Hs−1,αD+2
b (X̂b; Ê) (4.45)

is Fredholm. Here, we use the density on X̂b whose product with |dt̂| is the metric density
|dĝb|.

Proof. Near ∂X̂b, L̂(0) is an elliptic b-differential operator, and hence its analysis is analo-
gous to [Hin23c, Lemma 4.1] (where, unlike in the present setting, the Fredholm analysis is

complemented with an injectivity assumption on L̂(0) and its adjoint). The characteristic
set lies over the ergoregion, event horizon, and the black hole interior, where the Fredholm
analysis at bounded (or even semiclassical) frequencies is completely analogous to [Vas13,
§6]. See also [Hin21a, Lemma 3.19]. �
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We shall take for s in Proposition 4.24 a Kerr-admissible variable 3b-differential order
(with αD ∈ R arbitrary but fixed, unless stated otherwise), which in turn arises from an
admissible se-order function, as discussed in Remark 4.19. We phrase subsequent estimates
in this fashion for brevity. Furthermore, the following condition will play an important role
in the sequel:

There exists a stationary positive definite inner product on π̂∗Ê so that
1
2i(Ssub(L)− Ssub(L)∗) < 1

2νmin at Γ̂b in the notation (4.29).
(4.46)

Proposition 4.25 (Fredholm estimate at bounded nonzero energies). Let s, αD be Kerr-
admissible orders. Then for σ 6= 0, Imσ ≥ 0, the operator

L̂(σ) : {u ∈ Hs,s+αD
sc (X̂b; Ê) : L̂(σ)u ∈ Hs−1,s+αD+1

sc (X̂b; Ê)} → Hs−1,s+αD+1
sc (X̂b; Ê) (4.47)

is Fredholm of index 0. Here the scattering regularity and decay orders are those induced
by s for positive, resp. negative real frequencies when Reσ > 0, resp. Reσ < 0; and when
Imσ > 0, then s can be taken to be arbitrary near ∂X̂b,

18 and s+αD + 1 can be replaced by
s+αD. For σ lying in a compact subset of {σ ∈ C : σ 6= 0, Imσ ≥ 0} of spectral parameters

for which L̂(σ) is invertible (for a fixed choice of s, αD), the inverse is uniformly bounded.

Proof. This is proved similarly to [Hin21a, Proposition 3.18]. The uniform bounds down to
the real axis are a version of the limiting absorption principle, cf. [Vas18, Proposition 5.28].
The index 0 property follows from the invertibility energies with large imaginary part (where
trapping is irrelevant), proved in Proposition 4.26 below. �

Proposition 4.26 (High energy estimates). Let s, αD be Kerr-admissible orders, and
assume (4.46). Then for σ ∈ C with Imσ ≥ 0 and |σ| sufficiently large, the operator (4.47)
is invertible. Furthermore, for the semiclassical order, scattering regularity, and scattering
decay orders induced by s for positive, resp. negative real frequencies, we have for ±Reσ > 0
and 0 ≤ Imσ ≤ C0 (for any fixed C0) the high energy estimate

‖u‖
H

s,s+αD ,s
sc,|σ|−1 (X̂b;Ê)

≤ C‖L̂(σ)u‖
H

s−1,s+αD+1,s

sc,|σ|−1 (X̂b;Ê)
(4.48)

for all sufficiently large |σ|. For | Imσ| > c|Reσ| for some c > 0, then this estimate holds,

for sufficiently large |σ|, for orders s which are arbitrary near ∂X̂b, and the second and third
order s + αD + 1 and s on the right can be replaced by s + αD and s− 1, respectively.

Proof. This is analogous to [Hin21a, Proposition 3.17]. Note that L̂(σ), as a semiclassical
operator with semiclassical parameter h = |σ|−1, has order h−2; so the estimate (4.48)
features a loss of two semiclassical orders (cf. the third index s on the right), which is due
to trapping [Dya16], [HV16, Theorem 4.7]. The large Imσ behavior arises from semiclassical
scattering ellipticity at spatial infinity and the fact that for large Imσ, the timelike nature of
dt̂ implies that L̂(σ), as a semiclassical operator, features complex absorption (i.e. damping)
at the semiclassical principal symbol (but classically subprincipal symbol) level, globally on

X̂b. (See also the discussion of [Vas13, Theorem 7.3], and [Hin21a, §3.9].) �

To make further progress, we now need to complement the dynamical structure of glued
spacetimes with analytic information.

18More precisely, only the threshold condition near ∂RH+ is needed (so one can take s to be a con-
stant order even, though in case s is variable, the monotonicity along the null-bicharacteristic flow is still
necessary).
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Definition 4.27 (Invertibility of transition face normal operators). (Cf. [Hin24b, Defini-
tion 3.12].) Recall the quantities ϑin and ϑout from (4.10) and (4.17), respectively, and
recall the sc,b-operator Ltf(σ̂) on [0,∞]ρ′ × S2

ω from (4.5); write r′ = ρ′−1. Fix a positive

definite fiber inner product on Ê |∂X̂b . We then say that Ltf is invertible at weight αD ∈ R
if the following conditions hold for all σ̂ = eiθ, θ ∈ [0, π].

(1) αD + 3
2 /∈ specb L̂(0), or equivalently −(αD + 3

2) /∈ specb(Ltf) (cf. (2.22)).

(2) (Injectivity.) Suppose Ltf(σ̂)u = 0 where |(r′∂r′)j∂αωu| . r′−αD−
3
2 for r′ ∈ (0, 1],

and |(r′∂r′)j∂αω (e−iσ̂r
′
u)| . r′C (for σ̂ = ±1), resp. |∂jr′∂

α
ωu| . r′−N (for Im σ̂ > 0)

for r′ ∈ [1,∞) and for all j ∈ N0, α ∈ N2
0, N ∈ R, and for some constant C. Then

u = 0.
(3) (Injectivity of the adjoint.) Suppose Ltf(σ̂)∗u = 0, |(r′∂r′)j∂αωu| . r′

1
2

+αD for

r′ ∈ (0, 1], and |(r′∂r′)j∂αω (eiσ̂r
′
u)| . r′C (for σ̂ = ±1), resp. |∂jr′∂

α
ωu| . r′−N (for

Im σ̂ > 0) for r′ ∈ [1,∞) and for all j, α,N for some constant C. Then u = 0.

Via Lemma 2.6, this definition is equivalent to the spectral admissibility condition for the
reduced edge normal operator family of L◦ (see (4.3)) stated in [Hin24b, Definition 3.12].
The following result is then the same as [Hin24b, Lemma 3.13].

Lemma 4.28 (Quantitative invertibility of transition face normal operators). Let s, αD ∈ R
be Kerr-admissible orders. Suppose Ltf is invertible at weight αD. Write s±∞ ∈ C∞(sc,bS∗tf)

and s±sc ∈ C∞(sc,bT ∗
ρ′−1(0)

tf) for the regularity and scattering decay orders induced by s

for the low energy spectral family at positive (+), resp. negative (−) real frequencies (cf.
Remark 4.19). Fix on tf the density r′2|dr′ dgS2 |. Then there exists a constant C so that
for all σ̂ = eiθ where θ ∈ [0, π4 ] (for the ‘+’ sign), resp. θ ∈ [3π

4 , π] (for the ‘−’ sign), the
estimate

‖u‖
H

s±∞,s
±
sc+αD ,−αD

sc,b (tf;π∗tf Ê|∂X̂b )
≤ C‖Ltf(σ̂)u‖

H
s±∞−2,s±sc+αD+1,−αD−2

sc,b (tf;π∗tf Ê|∂X̂b )
(4.49)

holds for all u for which both sides are finite; moreover, for all f ∈ Hs±∞−2,s±sc+αD+1,−αD−2
sc,b

there exists a (unique) u ∈ Hs±∞,s
±
sc+αD,−αD

sc,b with Ltf(σ̂)u = f . An analogous statement

holds for θ ∈ [π4 ,
3π
4 ], where now the order s is allowed to be arbitrary near ∂X̂b and one

can replace s±sc + αD + 1 on the right by s±sc + αD.

We also recall that the set of αD so that Ltf is invertible at weight αD is open: the
boundary spectrum is a discrete set, and the Fredholm estimates underlying the proof of
Lemma 4.28 hold for an open set of weights; the invertibility for one weight then implies
that for nearby weights by standard perturbation theory argument as in [Vas13, §2.7].

Proposition 4.29 (Conditional estimate near low energies). Let s, αD be Kerr-admissible
orders so that also s − 1, αD are Kerr-admissible. Suppose that the zero energy opera-
tor (4.45) is invertible and that also Ltf is invertible at weight αD. Then there exists a
constant C so that for all σ̂ = eiθ where θ ∈ [0, π4 ], resp. θ ∈ [3π

4 , π] the uniform low energy
estimate

‖u‖
H

s,s+αD ,αD ,0
sc-b,|σ| (X̂b;Ê)

≤ C‖L̂(σ̂|σ|)u‖
H

s−1,s+αD+1,αD+2,0

sc-b,|σ| (X̂b;Ê)
, |σ| ≤ 1,
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holds where the orders are induced by s for positive, resp. negative real frequencies. For
θ ∈ [π4 ,

3π
4 ], this holds for orders s which are arbitrary near ∂X̂b, and one can moreover

replace s + αD + 1 on the right by s + αD.

Proof. The proof is completely analogous to that of [Hin21a, Proposition 3.21] (although
we switch the order in which the transition face and zero energy operator estimates are
used). We recall the argument briefly since we will use it in a slightly modified context
in [Hin24a]. One first establishes (using radial point estimates at the radial sets over the

scattering face of (X̂b)sc-b, as well as at ∂R̂H+) the estimate

‖u‖
H

s,s+αD ,αD ,0
sc-b,|σ|

≤ C
(
‖L̂(σ̂|σ|)u‖

H
s−1,s+αD+1,αD+2,0

sc-b,|σ|
+ ‖u‖

H
s0,s0+αD ,αD ,0
sc-b,|σ|

)
(4.50)

where we fix an order s0 which satisfies s0 < s− 1 and which has the property that s0, αD
are Kerr-admissible.

In the second step, one localizes the error term near the transition face using a cutoff
χ (equal to 1 in a collar neighborhood of tf, and supported in a slightly larger collar
neighborhood). Using (2.9) (with w = 3) and Lemma 4.28, we then estimate

‖u‖
H

s0,s0+αD ,αD ,0
sc-b,|σ|

≤ C
(
|σ|−αD−

3
2 ‖Ψ∗|σ|(χu)‖

H
s0,s0+αD ,−αD
sc,b

+ ‖(1− χ)u‖
H

s0,s0+αD ,αD ,0
sc-b,|σ|

)
≤ C

(
|σ|−αD−

3
2 ‖Ltf(σ̂)Ψ∗|σ|(χu)‖

H
s0−2,s0+αD+1,−αD−2

sc,b

+ ‖u‖
H

s0,s0+αD ,−N,0
sc-b,|σ|

)
≤ C

(
‖L̂(σ̂|σ|)u‖

H
s0−2,s0+αD+1,αD+2,0

sc-b,|σ|
+ ‖u‖

H
s0,s0+αD+1,αD−1,0

sc-b,|σ|

)
, (4.51)

where in the passage to the third line we replaced Ltf(σ̂) by σ−2L̂(σ̂|σ|) and absorbed the
error term (including the one arising from commuting through χ) into the final, error term.

In the final step, we localize to a collar neighborhood of the zero energy face using a
cutoff which we again denote χ. Let 0 < η ≤ 1 be such that the zero energy operator
invertibility in Proposition 4.24 holds also for the orders s, αD − η. We can then estimate
the final, error, term of (4.51) further by

‖u‖
H

s0,s0+αD+1,αD−1,0

sc-b,|σ|
≤ C

(
‖χu‖

H
s0,αD−η
b

+ ‖(1− χ)u‖
H

s0,s0+αD+1,αD−1,−N
sc-b,|σ|

)
≤ C

(
‖L̂(0)(χu)‖

H
s0−1,αD−η+2

b

+ ‖u‖
H

s0,s0+αD+1,αD−1,−N
sc-b,|σ|

)
≤ C

(
‖L̂(σ̂|σ|)u‖

H
s0−1,−N,αD−η+2,0

sc-b,|σ|
+ ‖u‖

H
s0,−N,αD−η,−1

sc-b,|σ|

+ ‖u‖
H

s0,s0+αD+1,αD−1,−N
sc-b,|σ|

)
,

where in the passage to the third line we replaced L̂(0)χ by the operator L̂(σ)χ, σ = σ̂|σ|,
which differs from it by an element of Diff1,−N,−2,−1

sc-b for all N , and commuted this through
the cutoff χ.

Altogether, we have now improved the error term in (4.50) to

‖u‖
H

s0,s0+αD+1,αD−η,−1

sc-b,|σ|
≤ Cεη‖u‖

H
s,s+αD ,αD ,0
sc-b,|σ|

where we used that s > s0 +1. For small ε > 0, this can thus be absorbed into the left hand
side of (4.50). This finishes the proof. �
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4.8. Invertibility of the model operator on M◦ on edge Sobolev spaces. With
Ω = Ωt0,t1,r0 ⊂ M as before, we now consider on Ω◦ := β−1

◦ Ω the operator L◦ defined
in (4.3).

Theorem 4.30 (Solvability and uniqueness on non-refocusing domains). Suppose Ltf is
invertible at weight αD ∈ R (Definition 4.27), and set ` = −αD. Let s ∈ C∞(eS∗ΩM◦)
be monotonically decreasing along the null-bicharacteristic flow of |x|2HG (see §3.2.1) and
constant near ∂Rin and ∂Rout. Suppose that

s− ` > 1

2
(−1 + ϑin) at ∂Rin, s− ` < 1

2
(−1− ϑout) at ∂Rout. (4.52)

Then there exists a constant C so that the following holds: for all f ∈ Hs−1,`−2
e (Ω◦;E◦)

•,−,

there exists a unique solution u ∈ Hs,`
e (Ω◦;E◦)

•,− of the equation L◦u = f , and it satisfies
the estimate

‖u‖
Hs,`

e (Ω◦;E◦)•,−
≤ C‖f‖

Hs−1,`−2
e (Ω◦;E◦)•,−

.

In the present work, such order functions s arise as restrictions to seS∗M◦M̃ = eS∗M◦ of
order functions as in Theorem 4.20.

Proof of Theorem 4.30. This is the main result of [Hin24b, Theorem 3.18], whose hypothe-
ses we proceed to verify. Condition (1c) in Definition 3.11 is the non-refocusing assumption
in [Hin24b, Definition 2.5]. The P -admissibility of the orders s, ` in the sense of [Hin24b,
Definition 3.10] is equivalent to our present assumptions (4.52) (due to an effective sign
switch in the definition of ϑout in [Hin24b, Definition 3.2]). Finally, the spectral admissi-
bility, [Hin24b, Definition 3.12], is captured by our Definition 4.27. �

5. Linear toy model: scalar waves on glued spacetimes

We fix a glued spacetime (M̃, g̃) associated with the data (M, g), C ⊂ M , b = (m, a),
and Fermi normal coordinates t ∈ IC ⊂ R, x ∈ R3 as in Definition 3.4; write gε = g̃|Mε . We
study the scalar wave operator

L̃ = �g̃ (i.e. Lε := L̃|Mε = �gε).

Thus, the bundles Ẽ and Ê in condition (4.L̃.a) in §4 are trivial. The normal operators
from (4.2) and (4.3) are the scalar wave operators

L = �ĝb , L◦ = �g

on the subextremal Kerr spacetime (M̂◦b , ĝb) and on (M, g) (or rather (M◦,β
∗
◦g)), respec-

tively. Since L is formally self-adjoint, the threshold shifts in Definition 4.18 are

ϑ• = 0, • = in, out,H+.

Unless noted otherwise, we shall only assume the regularity ρ̂−2(C∞ + C∞,1,1se )Diff2
se for L̃.

(For any fixed orders in the statements below, a sufficiently large but finite value of the
se-regularity order would suffice.)

Remark 5.1 (More general operators). With minor purely notational modifications to the

arguments below, we can also consider scalar operators L̃ as in (4.L̃.b) whose M̂ -normal
operator is equal to �ĝb . Such a more general setting is required to accommodate nonlinear
settings; see Theorem 6.8 below for the corresponding (tame) linear statement. More
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generally still, we can treat any operator L̃ (with principal part �ĝb , but acting on vector

bundles, and without any symmetry conditions) as long as its M̂ -model L satisfies mode
stability in Imσ ≥ 0, and the condition on the subprincipal symbol at the trapped set from
Proposition 4.13 is satisfied. No modifications are required for the arguments below, except
the interval of weights αD := α◦ − α̂ for which the zero energy operator L̂(0) is invertible
needs to be adjusted accordingly as in [Hin23c, Definition 3.14]. (An important example
where mode stability fails at σ = 0 is when L is the linearized gauge-fixed Einstein operator
on Kerr, discussed in [HHV21]; uniform estimates in this case are at the heart of [Hin24a].)

5.1. Estimates for scalar waves on Kerr in 3b-spaces. We do not merely have the
(automatic) invertibility of the spectral family of the scalar wave operator on Kerr for
high frequencies, which follows from Proposition 4.26, but in fact mode stability in all of
Imσ ≥ 0:

Lemma 5.2 (Spectral family of the scalar wave operator on Kerr). For αD ∈ (−3
2 ,−

1
2), the

operators L̂(0) in (4.45) and L̂(σ), σ ∈ C\{0}, Imσ ≥ 0, in (4.47) are invertible. Further-
more, Ltf is invertible at weight αD, and thus the low energy estimates of Proposition 4.29
hold.

Proof. The invertibility of the zero energy operator is the content of [Hin21a, Lemma 3.19].

Nonzero real σ are discussed in [Hin21a, Proposition 3.18]; the invertibility of L̂(σ) for
Imσ > 0 is shown in [Hin21a, §3.9] using [SR15, Whi89] and a continuity argument. The
invertibility of Ltf is the content of [Hin21a, Lemma 3.20] for σ̂ = 1 (with σ̂ = −1 being
completely analogous), and the case σ̂ = eiθ for θ ∈ (0, π) is discussed in [Hin21a, §3.9] as
well. �

Theorem 5.3 (Scalar waves on Kerr: 3b-estimates). Let s ∈ C∞(3bS∗M̂b), αD ∈ (−3
2 ,−

1
2)

be Kerr-admissible orders in the sense of Definition 4.18(2) with ϑ• = 0. Fix on M̂b the
metric density |dĝb|. We work with 3b-Sobolev spaces which have extendible character at
the final hypersurface at r̂ = m (though we do not make this explicit in the notation). Then
the following statements hold.

(1) The operator

�ĝb : {u ∈ Hs,αD,0
3b (M̂b) : �ĝbu ∈ H

s,αD+2,0
3b (M̂b)} → Hs,αD+2,0

3b (M̂b) (5.1)

is invertible. In particular, there exists a constant C = C(b, s, αD) so that the
estimate

‖u‖
H

s,αD ,0
3b (M̂b)

≤ C‖�ĝbu‖Hs,αD+2,0

3b (M̂b)
(5.2)

holds for all u for which both sides are finite.
(2) The inverse of (5.1) is the forward solution operator, i.e. if t̂ ≥ T0 on supp f for

some T0 ∈ R, then also t̂ ≥ T0 on supp�−1
ĝb
f .

(3) Suppose Ω ⊂ M̂b is a 4-dimensional submanifold with corners whose boundary hy-
persurfaces are all spacelike, and which has exactly one initial boundary hypersur-
face which is moreover contained in a level set {t̂ = t̂0}. Write Hs,αD,0

3b (Ω)•,−

for the space of distributions which have supported, resp. extendible character at
the initial, resp. final boundary hypersurfaces of Ω. Then, for the same constant
C = C(b, s, αD) as in (5.2) (which is thus independent of Ω), we have

‖u‖
H

s,αD ,0
3b (Ω)•,−

≤ C‖�ĝbu‖Hs,αD+2,0

3b (Ω)•,−
.
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Proof. In view of the isomorphism (2.38), part (1) is an immediate consequence of those

statements in Lemma 5.2 which concern L̂(σ) for σ ∈ R, as well as the high energy estimates
of Proposition 4.26. Thus,

F(�−1
ĝb
f)(σ) = �̂ĝb(σ)−1(Ff)(σ), σ ∈ R.

To prove part (2), it suffices to consider f ∈ C∞c (M̂◦b ) since this space is dense in the target

space Hs,αD+2,0
3b (M̂b) of (5.1). Given χ ∈ C∞(X̂◦b ) which is equal to 1 on π̂(supp f) (in the

notation used in (4.2)), consider then

uχ(t̂,−) = I(0), I(α) :=
1

2π

∫
R+iα

eit̂σχ�̂ĝb(σ)−1χ(Ff)(σ) dσ.

By the holomorphicity of χ�̂ĝb(σ)−1χ in Imσ > 0 as a map Hs−1 → Hs, and in view
of the high energy estimates that this map satisfies, I(α) is independent of α > 0. The
uniform resolvent estimates in Imσ ≥ 0 near ±(0,∞) allow one to shift the contour to the
union of (−∞,−1], an upper semicircle from −1 to 1, and [1,∞); and the holomorphicity
in Imσ > 0 together with the uniform low energy estimates of Proposition 4.29 imply that
one can shift the semicircle contour down to [−1, 1]. Therefore, uχ = χu where u = �−1

ĝb
f .

The claim now follows from the Paley–Wiener theorem (now using the uniformity of the
estimates (4.48) as Imσ → +∞).

For part (3), let f ∈ Hs,αD+2,0
3b (Ω)•,−. Denote by f̃ ∈ Ḣs,αD+2,0

3b ({t̂ ≥ t̂0}) the exten-

sion of f with minimal norm, so ‖f̃‖
H

s,αD+2,0

3b (M̂b)
= ‖f‖

H
s,αD+2,0

3b (Ω)•,−
. Let ũ = �−1

ĝb
f̃ ∈

Ḣs,αD,0
3b ({t̂ ≥ t̂0}). Then u := ũ|Ω is the (unique) forward solution of �ĝbu = f . By the

definition of norms on spaces of extendible distributions, we have

‖u‖
H

s,αD ,0
3b (Ω)•,−

≤ ‖ũ‖
H

s,αD ,0
3b (M̂b)

≤ C‖f̃‖
H

s,αD+2,0

3b

= C‖f‖
H

s,αD+2,0

3b (Ω)•,−
. �

Considering the forward mapping properties of �ĝb , the estimate (5.2) is sharp as far as

the weights (i.e. decay rates) are concerned; indeed, for u ∈ Hs,αD,0
3b (M̂b) one has �ĝbu ∈

Hs−2,αD+2,0
3b (M̂b). For present purposes, we have no need for sharper decay estimates (e.g.

Price’s law [Hin22, AAG21]) when the source term has better decay.

Remark 5.4 (The space Hs,αD,0
3b ). In order to give some intuition for the space Hs,αD,0

3b

in (5.1), we replace it by a closely related space of functions on M̂b = Rt̂×{x̂ ∈ R3 : |x̂| ≥ m}
which can be defined without 3b-ps.d.o.s. To wit, fix αD ∈ (−3

2 ,−
1
2) and s = 0 (so

s+ αD < −1
2), and consider for k ∈ N0 the space

H̃
(0;k),αD
3b (M̂b) :=

{
u : ∂j

t̂
∂αx̂ (r̂(∂t̂ + ∂r̂))

l∂βωu ∈ 〈x̂〉−αDL2(M̂b) ∀ j + |α|+ l + |β| ≤ k
}
,

where we use the volume density |dt̂ dx̂| to define L2. The point is that the space of 3b-

vector fields which are characteristic at R̃out := {r̂ =∞}∩span d(t̂−r̂)
r̂ ⊂ 3bT ∗M̂b\o—which

is the t̂-invariant extension of R̂out defined in (3.19)—is spanned over C∞(M̂b) by ∂t̂, ∂x̂,

r̂(∂t̂+∂r̂), ∂ω. (That is, H̃
(0;k),αD
3b captures module regularity at R̃out relative toH0,αD

3b , which
is a frequently used variant of, or addition to, variable order spaces [BVW15, GRHSZ20,
Vas21a]. More refined versions of this space arise in [Hin24a, §3.6].) In particular, elements

of H̃
(0;1),αD
3b are microlocally in H1,αD

3b away from R̃out and thus, due to 1 +αD > −1
2 , have

above-threshold regularity at the t̂-invariant extension of R̂in. Let now u ∈ H̃(0;1),αD
3b . (We
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remark that one can show that �−1
ĝb

: H̃
(0;k),αD+2
3b → H̃

(0;k),αD
3b for all k ≥ 1.) Passing to

t̂∗ = t̂− r̂, we thus have 〈x̂〉αDu ∈ L2(Rt̂∗ ;H
1
b(X̂b))∩H1(Rt̂∗;L2(X̂b)); this is consistent for

bounded t̂∗ with u ∼ 〈x̂〉−η for any η > αD + 3
2 ∈ (0, 1), and thus in particular allows for a

nontrivial radiation field at I +. On the other hand, for r̂
t̂

near −1 (or merely bounded away

from +1), the fact that u remains in 〈x̂〉−αDL2 when differentiating along r̂(∂t̂+∂r̂) means,
roughly speaking, that u cannot have a nontrivial radiation field at I −. See also [HV20,
Lemma 5.7] for the relationship between such b-regularity on the radial compactification
of R1+3 (here away from I + and T ±) and decay near null infinity.

5.2. Uniform estimates for linear waves. We now combine the symbolic estimates
from §§4.2–4.6 with the normal operator estimates at M◦ and M̂ from §4.8 and §5.1 to
prove uniform bounds for linear scalar waves on glued spacetimes on se-Sobolev spaces.

Theorem 5.5 (Uniform se-estimates for linear waves on standard domains in glued space-

times). Let Ω̃ ⊂ M̃ \K̃◦ denote a standard domain (see Definition 3.23). Fix ε0 > 0 so that

the conclusions of Lemma 3.24(1) hold. Let s ∈ C∞(seS∗M̃), α◦, α̂ ∈ R denote admissible

orders on Ω̃ (see Definition 4.18) with α◦ − α̂ ∈ (−3
2 ,−

1
2), and assume that also the orders

s− 3, α◦, α̂ are admissible. Then there exists C <∞ so that the unique forward solution of

�gεu = f on Ωε = Ω̃ ∩Mε satisfies the estimate

‖u‖
Hs,α◦,α̂

se,ε (Ωε)•,−
≤ C‖f‖

Hs,α◦,α̂−2
se,ε (Ωε)•,−

(5.3)

for all ε ∈ (0, ε0].

Proof. For any fixed ε1 ∈ (0, ε0] and for all ε ∈ [ε1, ε0], the estimate (5.3) follows from the
standard hyperbolic estimate ‖u‖Hs(Ωε) ≤ C ′‖f‖Hs−1(Ωε) since weighted se- and standard

Sobolev norms are equivalent for ε bounded away from 0. When Ω̃ is a standard domain of

the type in Definition 3.23(2), then the norms on Hs,0,α̂−α◦
se,ε and Hs are uniformly equivalent

for all ε ∈ (0, 1), and (5.3) (multiplied by εα◦) is again equivalent to a standard hyperbolic
estimate. It thus suffices to prove (5.3) for ε ≤ ε0 where ε0 > 0 may depend on s, α◦, α̂,

and for domains Ω̃ of the type in Definition 3.23(1), associated with a standard domain
Ω = Ωt0,t1,r0 .

• Control of se-regularity. Pick s0 with s0 < s− 3− η for some η > 0 and so that s0, α◦, α̂
are admissible. Then Theorem 4.20 gives

‖u‖
Hs,α◦,α̂

se,ε (Ωε)•,−
≤ C

(
‖�gεu‖Hs,α◦,α̂−2

se,ε (Ωε)•,−
+ ‖u‖

H
s0,α◦,α̂
se,ε (Ωε)•,−

)
(5.4)

• Control near M̂ . To estimate the final, error, term, we first use Proposition 4.3 to
relate, via Ψε(t, x) = (ε, t−t0ε , xε ) = (ε, t̂, x̂), its norm with a 3b-norm. Set

Ω̂ε =
{

0 ≤ t̂ ≤ ε−1(t1 − t0), m ≤ |x̂| ≤ ε−1r0 + 2(ε−1(t1 − t0)− t)
}
.

For η′ ∈ (0, η), we then have

‖u‖
H

s0,α◦,α̂
se,ε (Ωε)•,−

≤ Cε2−α̂‖(Ψε)∗u‖
H

s0+η′,αD ,0
3b (Ω̂ε)•,−
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for all sufficiently small ε > 0 where αD := α◦ − α̂ ∈ (−3
2 ,−

1
2). Using Theorem 5.3, we can

bound this by Cε2−α̂‖�ĝb((Ψε)∗u)‖
H

s0+η′,αD+2,0

3b (Ω̂ε)•,−
. But since

R̃ := �g̃ − ε−2(Ψε)
∗�ĝb ∈ (ρ̂C∞ + C∞,1,1se )Diff2,0,2

se (M̃ \ K̃◦)

(cf. condition (4.L̃.b) in §4) has one order of vanishing more at M̂ than �g̃, we can further
bound (again using Proposition 4.3)

‖u‖
H

s0,α◦,α̂
se,ε (Ωε)•,−

≤ Cε2−α̂ε2‖(Ψε)∗((�g̃ − R̃)u)‖
H

s0+η′,αD+2,0

3b (Ω̂ε)•,−

≤ C
(
‖�gεu‖Hs0+η′,α◦,α̂−2

se,ε (Ωε)•,−
+ ‖R̃u‖

H
s0+η′,α◦,α̂−2
se,ε (Ωε)•,−

)
≤ C

(
‖�gεu‖Hs0+η′,α◦,α̂−2

se,ε (Ωε)•,−
+ ‖u‖

H
s0+2+η′,α◦,α̂−1
se,ε (Ωε)•,−

)
.

Plugging this into (5.4), we obtain, for any β ≤ 1 (chosen below),

‖u‖
Hs,α◦,α̂

se,ε (Ωε)•,−
≤ C

(
‖�gεu‖Hs,α◦,α̂−2

se,ε (Ωε)•,−
+ ‖u‖

H
s0+2+η′,α◦,α̂−β
se,ε (Ωε)•,−

)
(5.5)

and have thus weakened the M̂ -decay order at the (acceptable) expense of a stronger se-
regularity order.

• Control near M◦. Let now χ◦ = χ( ε
|x|), where χ ∈ C∞c ([0, c0)) equals 1 near 0, and

c0 > 0 is small and chosen momentarily. We then apply the triangle inequality to estimate

the norm of u = χ◦u + (1 − χ◦)u in Hs0+2+η′,α◦,α̂−β
se,ε (Ωε)

•,−, with the second term having
support disjoint from M◦, and use Proposition 4.3 to estimate

‖u‖
H

s0+2+η′,α◦,α̂−β
se,ε (Ωε)•,−

≤ Cε−α◦
(
‖χ◦u‖Hs◦+2+η′′,`−β

e (Ω)•,−
+ ‖u‖

H
s0+2+η′,−N,α̂−β
se,ε (Ωε)•,−

)
(5.6a)

where ` = α̂ − α◦ and −N < α◦ is arbitrary but fixed, further s◦ = s0|seS∗M◦M̃
; and we fix

η′′ ∈ (η′, η), and take c0 so small that the ε-independent extension of s◦ + η′′ on suppχ◦ is
pointwise larger than s0 + η′. Choosing β > 0 in (5.5) so that `− β ∈ (1

2 ,
3
2) still, and using

that the orders s◦ + 2 + η′′, `− β satisfy the requirements of Theorem 4.30 when β, η′′ are
sufficiently small, we can estimate

ε−α◦‖χ◦u‖Hs◦+2+η′′,`−β
e (Ω)•,−

≤ Cε−α◦‖�g(χ◦u)‖
Hs◦+1+η′′,`−2−β

e (Ω)•,−

≤ C
(
‖�gε(χ◦u)‖

H
s0+1+η′′′,α◦,α̂−2−β
se,ε (Ωε)•,−

+ ‖R◦u‖
H

s0+1+η′′′,α◦,α̂−2−β
se,ε (Ωε)•,−

)
,

(5.6b)

where R◦ = (�g̃ −�g) ◦ χ◦ ∈ (ρ◦C∞ + C∞,1,1se )Diff2,0,2
se (M̃ \ K̃◦) has one order of vanishing

more at M◦ than �g̃; moreover, η′′′ ∈ (η′′, η), and we work with sufficiently small ε so that

s◦+ 3 + η′′ ≤ s0 + 3 + η′′′ near suppχ◦. Using now that [�gε , χ◦] ∈ (ρN◦ C∞+C∞,N,1se )Diff1,0,2
se

for all N , this is further bounded by a uniform constant times

‖χ◦�gεu‖Hs0+1+η′′′,α◦,α̂−2−β
se,ε (Ωε)•,−

+ ‖u‖
H

s0+3+η′′′,α◦−1,α̂−β
se,ε (Ωε)•,−

. (5.6c)

• Conclusion. Using (5.6a)–(5.6c) to estimate the error term of (5.5) gives the uniform
estimate

‖u‖
Hs,α◦,α̂

se,ε (Ωε)•,−
≤ C

(
‖�gεu‖Hs,α◦,α̂−2

se,ε (Ωε)•,−
+ ‖u‖

H
s0+3+η′′′,α◦−1,α̂−β
se,ε (Ωε)•,−

)
. (5.7)
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But since s0 + 3 + η′′′ < s, the error term here is bounded by a constant times

‖u‖
Hs,α◦−1,α̂−β

se,ε (Ωε)•,−
≤ Cεβ‖u‖

Hs,α◦,α̂
se,ε (Ωε)•,−

,

and thus can be absorbed into the left hand side for sufficiently small ε > 0. This finishes
the proof of (5.3). �

Remark 5.6 (Initial value problems). One can convert initial value problems for �gε (with
trivial source terms, for simplicity of exposition) to forcing problems in the usual fashion,

say on a standard domain Ω̃ associated with Ω0,t1,r0 where t1, r0 > 0. To wit, using standard
hyperbolic theory one can solve wave equations for gε on domains t

ρ̂ ∈ [0, δ] where δ > 0

is small enough so that { tρ̂ = δ′} is spacelike on Ω̃ for δ′ ∈ [0, δ]. Using a cutoff function

χ = χ( tρ̂) which vanishes on [ δ2 ,∞] and equals 1 on [0, δ4 ], the continuation of this very short

time solution uin can be found by solving the forward problem for �gεv = −[�gε , χ]uin: then
uin + v solves the initial value problem. We leave the details to the interested reader.

5.2.1. Uniform bounds on small domains without the M◦-normal operator. In a spirit simi-
lar to [Hin24b, Proposition 3.17] and its proof, one can establish the uniform estimate (5.3)
on standard domains associated with Ω = Ωt0,t1,r0 when t1 − t0, r0 are sufficiently small by

only utilizing the se-regularity estimate and the inversion of the M̂ -normal operator (i.e.
�ĝb above), but without needing the edge normal operator inversion (Theorem 4.30). The
idea is that in the estimate (5.5), the error term is small compared to the left hand side

when the domain is sufficiently localized near M̂ , for if ρ̂ . λ � 1 on Ωε, then the error
term is, roughly, bounded by Cλβ < 1

2 times the left hand side and thus can be absorbed.

(This observation will become important in [Hin24a] where the inversion of the M̂ -normal
operator estimate loses t̂-decay due to the presence of zero energy bound states and reso-
nances, and the usage of a M◦-normal operator estimate would become cumbersome.) We
thus explain this in some detail. Until (and including) Lemma 5.8, we work with general

operators L̃ as introduced in (4.L̃.a)–(4.L̃.b) in §4.

Consider for λ > 0 the map

S̃λ : (0, 1)× R× R3 3 (ε, t′, x′) 7→ (λε, t0 + λt′, λx′). (5.8)

In the coordinates t̂′ = t′

ε , x̂′ = x′

ε , and t̂ = t−t0
ε , x̂ = x

ε , this map is given by (ε, t̂′, x̂′) 7→
(λε, t̂, x̂) = (λε, t̂′, x̂′). At ε = 0 and in polar coordinates, this map is the restriction to
r′ > 0 of the rescaling map

Sλ : R× [0,∞)× S2 3 (t′, r′, ω) 7→ (t0 + λt′, λr′, ω)

from [Hin24b, Proposition 3.17]. More geometrically, define

M̃ ′ := [[0, 1)ε × (Rt′ × R3
x′); {0} × R× {0}],

where we use the coordinates t′, x′ on M̃ ′; set x̂′ = x′

ε . Then S̃λ extends by continuity

from (5.8) to a diffeomorphism of M̃ ′ fixing M̂ ′0, the fiber of the front face of M̃ ′ over t′ = 0.

By identifying a neighborhood of M̂ ′0 with a neighborhood of M̂t0 via t = t0 + t′, x = x′,

the map S̃λ maps a neighborhood of M̂ ′0 diffeomorphically to a neighborhood of M̂t0 .

Let now

Ω′ := Ω0,1,1 ⊂ Rt′ × [0,∞)r′ × S2, (5.9a)
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which is a standard domain for the Minkowski metric, and write Ω̃′ for the associated

standard domain in M̃ ′,

Ω̃′ ⊂ M̃ ′ \ (K̃ ′)◦, K̃ ′ := {|x̂′| ≤ m}. (5.9b)

Then Ω(λ) := Sλ(Ω′) = Ωt0,t0+λ,λ is a (small) standard domain in (M, g) when λ is small, and

we can study g̃ and L̃ = �g̃ on the associated (small) standard domain Ω̃(λ) = S̃λ(Ω̃′) ⊂ M̃
uniformly in λ by considering

g̃(λ) := λ−2S̃∗λg̃, L̃(λ) := λ2S̃∗λL̃ (5.10)

on the fixed domain Ω̃′. Here, L̃(λ) acts on sections of the bundle S̃∗λẼ. In a neighborhood

of M̂t0 in M̃ , we fix an identification of Ẽ with the pullback of Ê = Ẽ|M̂t0
in (4.1) along

(ε, t, x̂) 7→ (t0, x̂); we pull this back to an identification of S̃∗λẼ with [0, 1)ε × Rt′ × Ê .

Lemma 5.7 (Limit of rescalings: metrics). Write g̃b ∈ C∞(M̃ ′ \ (K̃ ′)◦;S2T̃ ∗M̃ ′) for the
family of Kerr metrics with parameters εb, i.e.

(g̃b)µν(ε, t, x) = (ĝεb)µ̂ν̂(x) = (ĝb)µ̂ν̂(x/ε), (5.11)

where on the left, resp. right we compute the metric coefficients in the coordinates z = (t, x),
resp. ẑ = (t̂, x̂).19 Then, for sufficiently small λ0 > 0, the following statements hold.

(1) We have

g̃(λ) − g̃b ∈ λL∞
(
(0, λ0]λ; ρ̂C∞se (Ω̃′;S2T̃ ∗M̃ ′)

)
; (5.12)

(2) the conclusions of Lemma 3.24 hold for g̃, Ω̃(λ) for all ε ∈ (0, 1);

(3) an admissible order function s for g̃b (relative to some weights α◦, α̂) on Ω̃′ defined

as in (4.42) is admissible also for g̃(λ) on Ω̃′ for all λ ∈ (0, λ0].

We can equivalently define g̃b as

g̃b|M ′ε = ε2Ψ∗ε ĝb, Ψε : (ε, t′, x′) 7→
( t′
ε
,
x′

ε

)
∈M. (5.13)

We remark that the admissibility of s for g̃b is equivalent to the following two conditions:
∂ts|M̂ = 0; and s|M̂t

, α◦ − α̂ are Kerr admissible orders (see Definition 2) for one (and thus

all) t ∈ IC .

Proof of Lemma 5.7. We verify part (1) near the boundary ∂M ′◦ of the lift M ′◦ ⊂ M̃ ′ of
{0} × (R× R3). Using the coordinates t, ρ◦ = ε

|x| , ρ̂ = |x|, ω = x
|x| , we have

g̃µν(t, ρ◦, ρ̂, ω) = (ĝb)µ̂ν̂(ρ−1
◦ ω) + ρ̂h̃µν(t, ρ◦, ρ̂, ω)

where h̃µν is of class C∞ + ρ◦C∞se ⊂ C∞se . Using the coordinates t′, ρ′◦ = ε
|x′| , ρ̂

′ = |x′|, ω on

M̃ ′, the map S̃λ is given by

(t′, ρ′◦, ρ̂
′, ω) 7→ (t, ρ◦, ρ̂, ω) = (t0 + λt′, ρ′◦, λρ̂

′, ω) (5.14)

and pulls back dzµ dzν to λ2 dz′µ dz′ν ; therefore,

(g̃(λ))µν(t′, ρ′◦, ρ̂
′, ω) = (ĝb)µ̂ν̂(ρ′◦

−1ω) + λρ̂h̃µν(t0 + λt′, ρ′◦, λρ̂
′, ω).

19In other words, g̃b|M′ε is the metric of a Kerr black hole with parameters εm, εa, cf. (1.1).
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But h̃µν(t0 + λt′, ρ′◦, λρ̂, ω) is (a fortiori) uniformly bounded (for λ ∈ (0, λ0]) in C∞se . This
proves (5.12).

Parts (2) and (3) follow from the convergence g̃(λ) → g̃b as λ → 0 and an inspection of
the proof of Lemma 3.25. �

Lemma 5.8 (Limit of rescalings: wave operators). We use the notation of Lemma 5.7

and (5.13), and consider an operator L̃ of the general form specified in §4. Write L̃b ∈
ρ̂−2Diff2

se(M̃
′ \ K̃ ′; E) for the operator family with L̃b|M ′ε = ε−2Ψ∗εL where L is the M̂ -

normal operator (4.2). Then

L̃(λ) − L̃b ∈ λL∞
(
(0, λ0]; ρ̂−2C∞se Diff2

se(M̃
′ \ K̃ ′; E)

)
. (5.15)

For the present case L̃ = �g̃, we have L̃b := �g̃b , i.e. the family of wave operators on
Kerr spacetimes with parameters εb.

Proof of Lemma 5.8. We describe the coefficients of L̃ in the coordinates t, ρ◦ = ε
|x| , ρ̂ =

|x| = r, ω = x
|x| near ∂M̂t0 , and use r∂z, z = (t, x), as a local frame of Vse(M̃). Using

the (fixed) identifications Ẽ|(t,ρ◦,ρ̂,ω)
∼= Ê |(ρ◦,ω), and locally trivializing the latter bundle, it

suffices to prove the Lemma for scalar operators. Since ρ̂−1Vse(M̃) is then locally spanned
by ρ̂−1r∂zµ = ∂zµ , we then note that for f = f(t, ρ◦, ρ̂, ω) ∈ C∞ + εC∞se = C∞ + ρ◦ρ̂C∞se , and

using the same coordinates on M̃ ′ as in (5.14),(
λS̃∗λ(f∂z)

)
(t′, ρ′◦, ρ̂

′, ω) = f(t0 + λt′, ρ′◦, λρ̂
′, ω)∂z′ (z′ = (t′, x′))

is equal to f(t0, ρ
′
◦, 0, ω)∂z′ = ε−1f(t0, ρ

′
◦, 0, ω)∂ẑ′ (where ẑ′ = z′

ε ) plus an error term of class

λL∞((0, λ0]; ρ̂′−1C∞se Vse(M̃
′)). In a similar vein,(

λS̃∗λ(ρ̂−1f)
)
(t′, ρ′◦, ρ̂

′, ω) = ρ̂′−1f(t0 + λt′, ρ′◦, λρ̂
′, ω)

is equal to ε−1ρ′◦f(t0, ρ
′
◦, 0, ω) modulo λL∞([0, λ0); ρ̂′−1C∞se (M̃ ′)). Writing L̃ as a sum of

products of terms of type f∂2
z , ρ̂−1f∂z, ρ̂

−2f , we thus obtain (5.15). �

Returning to the setting of Theorem 5.5, we apply the above for L̃ = �g̃ and the domain

Ω̃′ from (5.9a)–(5.9b). Thus L̃(λ) = �g̃(λ)
in the notation (5.10); we write g(λ),ε = g̃(λ)|M ′ε

and gb,ε = g̃b|M ′ε . Fix an order function s on Ω̃′ as in (4.42) so that20 s, α◦, α̂ and s−2, α◦, α̂
are admissible for the metric g̃b (given by (5.11)). We then have an analogue of (5.4),

‖u‖
Hs,α◦,α̂

se,ε (Ω′ε)
•,− ≤ C

(
‖�g(λ),ε

u‖
Hs,α◦,α̂−2

se,ε (Ω′ε)
•,− + ‖u‖

H
s0,α◦,α̂
se,ε (Ω′ε)

•,−

)
, (5.16)

for all λ ≤ λ0 and all ε ∈ (0, 1) where λ0 > 0 is sufficiently small, and C is independent of
λ, ε. (Cf. Remark 4.21). We choose here s0 < s− 2− η for some η > 0 so that s0, α◦, α̂ are
admissible. Theorem 5.3, together with Proposition 4.3 to pass between se- and 3b-norms,
then gives the estimate

‖u‖
H

s0,α◦,α̂
se,ε (Ω′ε)

•,− ≤ C‖�gb,εu‖Hs0+η,α◦,α̂−2
se,ε (Ω′ε)

•,−

20This is slightly weaker than the requirement in Theorem 5.5.
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for all sufficiently small ε. In view of Lemma 5.8, this is further bounded by a constant
(independent of ε, λ) times

‖�g(λ),ε
u‖

H
s0+η,α◦,α̂−2
se,ε (Ω′ε)

•,− + Cλ‖u‖
H

s0+2+η,α◦,α̂
se,ε (Ω′ε)

•,− . (5.17)

For sufficiently small λ, the second term here can be absorbed into the left hand side

of (5.16). When u is related to a function on M̃ via pullback along S̃λ, this proves the

estimate (5.3) for the original operator �g̃ on the domain Ω̃(λ) = S̃λ(Ω̃′) for ε < λ. We thus
obtain the following result.

Theorem 5.9 (Uniform se-estimates for linear waves on small domains). Let Ω̃′ be as
in (5.9a)–(5.9b). Let α◦, α̂ ∈ R with α◦ − α̂ ∈ (−3

2 ,−
1
2), and fix an order function s as

in (4.42) so that s, α◦− α̂ and s−2, α◦− α̂ are Kerr-admissible. Then there exist λ0, ε0 > 0

so that for all λ ∈ (0, λ0] and with Ω̃(λ) = S̃λ(Ω̃′), the unique forward solution of �gεu = f

on Ω(λ),ε = Ω̃(λ) ∩Mε satisfies the estimate

‖u‖
Hs,α◦,α̂

se,ε (Ω(λ),ε)
•,− ≤ C‖f‖Hs,α◦,α̂−2

se,ε (Ω(λ),ε)
•,− (5.18)

for all ε < λε0; here C = C(s, α◦, α̂, λ).

The restriction on ε arises from the scaling of ε in (5.8).

Remark 5.10 (Other domains). The same arguments can be applied for scalings of the
domain Ω′ = Ωt0,t1,r0 (instead of (5.9a)) for any t0 < t1 and r0 > 0.

Remark 5.11 (Perturbations). If we add to L̃ a perturbation of class ρ̂−2C∞,1,1se Diff2
se, then

the estimate (5.18) remains valid for the same value of λ0 and sufficiently small ε0 > 0
(depending only on the perturbation). Indeed, the perturbation causes an additional term
on the right hand side in (5.17) which is small (due to the decay at ε = 0 of the perturbation)
for sufficiently small ε > 0 and can thus be absorbed.

5.3. Higher s-regularity. We proceed to show that higher s-regularity of the source term

f implies matching higher s-regularity of the solution u of L̃u = f . We shall only present
the details on small domains as considered in Theorem 5.9.

Theorem 5.12 (Uniform estimates for linear waves on small domains: s-regularity). We
use the notation and assumptions of Theorem 5.9, except we assume that s, α◦ − α̂ and
s − 4, α◦ − α̂ are Kerr-admissible, and s is as in (4.42). Let k ∈ N0, and suppose that

L̃ ∈ ρ̂−2(C∞+C(∞;k),1,1
se;s )Diff2

se, i.e. its coefficients have s-regularity k. (Finite but sufficiently
large se-regularity d0, as in (4.20), with d0 = d0(s), is sufficient.) Then the unique forward
solution of �gεu = f on Ω(λ),ε satisfies

‖u‖
H

(s;k),α◦,α̂
(se;s),ε

(Ω(λ),ε)
•,− ≤ C‖f‖H(s;k),α◦,α̂−2

(se;s),ε
(Ω(λ),ε)

•,− (5.19)

for all λ ∈ (0, λ0] and ε < λε0, with C = C(s, k, α◦, α̂, λ). (Here λ0 does not depend on k,

and can moreover be taken to be uniform upon adding to L̃ a bounded perturbation of class

ρ̂−2C(∞;k),1,1
se,s Diff2

se.)

In §6.1, we will prove a strengthening of Theorem 5.12 which gives tame estimates for u.
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Proof of Theorem 5.12. Let Ω] := Ω0,2,2 (the scaling by 1
2 of which contains Ω′ = Ω0,1,1

from (5.9b)), write Ω̃] ⊂ M̃ ′ \ (K̃ ′)◦ for the associated standard domain in M̃ ′, and let

Ω̃]
(λ) = S̃λ(Ω̃]). Suppose (5.19) has been established for k − 1, the case k − 1 = 0 being

Theorem 5.9 (which only requires s, α◦, α̂ and s − 2, α◦, α̂ to be admissible). Taking λ0

to be 1
2 times the value from Theorem 5.9, extend f ∈ H

(s;k),α◦,α̂−2
(se;s),ε (Ω(λ),ε)

•,− to f ] ∈

H
(s;k),α◦,α̂−2
(se;s),ε (Ω]

(λ),ε)
•,− and solve �gεu

] = f ] using the inductive hypothesis, which gives

u] ∈ H(s;k−1),α◦,α̂
(se;s),ε (Ω]

(λ),ε)
•,−. (5.20)

Differentiating the equation �gεu
] = f ] along ∂kt gives

�gε(∂
k
t u

]) = ∂kt f
] + [�gε , ∂

k
t ]u] ∈ Hs−2,α◦,α̂−2

se,ε (Ω]
(λ),ε)

•,−;

here we use21

[�gε , ∂
k
t ] ∈

k−1∑
j=0

ρ̂−2(ρ̂C∞ + C(∞;j),1,1
se;s )Diff2

se ◦ ∂
j
t ⊂ ρ̂−2C∞se Diff2

se ◦ ∂k−1
t .

Applying Theorem 5.9 to this equation gives ∂kt u
] ∈ Hs−2,α◦,α̂−2

se,ε . Together with (5.20)

(which gives Wu] ∈ H(s−1;k−1),α◦,α̂
(se;s),ε for all W ∈ Vse(M̃) ⊂ V[s](M̃)), we have thus shown

u] ∈ H(s−2;k),α◦,α̂
(se;s),ε (Ω]

(λ),ε)
•,−. (5.21)

Using that �gεu
] ∈ H

(s;k),α◦,α̂−2
(se;s),ε (Ω]

(λ),ε)
•,−, we can now use the microlocal elliptic and

propagation estimates on (se;s)-Sobolev spaces (on open subsets of Ω]
(λ),ε) as in the proof of

Theorem 4.20—but now using Lemmas 2.20 and 2.21 and Propositions 4.6, 4.8, 4.12, and
4.16—to re-gain the 2 degrees of se-regularity lost in (5.21). Upon restriction to Ω(λ),ε, this

gives u = u]|Ω(λ),ε
∈ H(s;k),α◦,α̂

(se;s),ε (Ω(λ),ε)
•,−. �

Remark 5.13 (s-regularity on standard domains). The same method of proof can be used
to prove a version of Theorem 5.5 with higher s-regularity; the resulting conditions on s are
that s, α◦, α̂ and s − 5, α◦, α̂ be admissible. In the context of Theorem 1.1 (where α◦ = 0
and α̂ ∈ (1

2 ,
3
2)), note that the threshold condition s < −1

2 + α̂ is satisfied for s = 0, whereas

s− 5 > −1
2 + α̂ is satisfied for s = 6. This is the reason for the shift by 6 orders in (1.4).

5.4. From local to semiglobal solvability. We now concatenate the uniform bounds on
small domains given by Theorem 5.12 to obtain a quantitative semiglobal solvability result

for the linear scalar wave equation. In the following result, we write A = A(M̃) for the

space of bounded conormal functions on M̃ ; thus u ∈ A if and only if u ∈ C∞s (M̃) and

(ε∂ε)
ju ∈ C∞s (M̃) for all j ∈ N0.

Theorem 5.14 (Semiglobal solvability). Let K ⊂ M be compact. Let X ⊂ M be a

Cauchy surface with K ⊂ J+(X). Denote by X̃ ⊂ M̃ the lift of [0, 1) × X. Suppose

that L̃ ∈ ρ̂−2(C∞ + C∞,1,1s )Diff2
se(M̃ \ K̃◦). Then there exists ε0 > 0 so that for all f̃ ∈

21We do not need to exploit the gain of decay at M̂ of the commutator here.
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ρ̂−2H∞s (M̃ \ K̃◦) (by which we mean that f̃ |Mε is uniformly bounded in ρ̂−2Hk
s,ε(Mε \ K̃◦)

for all k) which vanish to infinite order at X̃, the equation

L̃ũ = f̃

has a unique solution ũ ∈ H∞s (β̃∗([0, ε0] ×K) \ K̃◦) vanishing to infinite order at X̃, i.e.

�gεuε = fε on K \ {|x̂| ≤ m} for all ε > 0 where gε, uε, fε are the restrictions of g̃, ũ, f̃ to

Mε. If, moreover, we have L̃ ∈ ρ̂−2(C∞ + εA)Diff2
se(M̃ \ K̃◦) and f̃ ∈ Ċ∞(M̃ \ K̃◦), then

also ũ ∈ Ċ∞(β̃∗([0, ε0]×K) \ K̃◦).

On a technical level, Theorem 5.14 is of no use for solving nonlinear equations on glued
spacetimes. However, the method of proof is flexible and used in a nonlinear context
in §6.2.2 below.

Remark 5.15 (Other types of problems). Given f̃ ∈ H∞s (M̃ \K̃◦), we can solve �g̃ũ+ = χ+f̃
where χ+ is supported in the future of X and equal to 1 near a later Cauchy surface X ′,

and then �g̃ũ− = (1 − χ+)f̃ (with the lift of X ′ taken as the Cauchy surface); the sum

ũ = ũ+ + ũ− then solves �g̃ũ = f̃ . One can also consider problems with nontrivial Cauchy

data at X̃; we leave such modifications to the interested reader.

Proof of Theorem 5.14. It suffices to consider the case that fε vanishes in the past of X.
(Indeed, the extension of fε|J+(X) by 0 to the causal past of X satisfies the same regularity

assumptions as f̃ .) Fix a metric splitting R×X0 of M and set XT := {T }×X0; by shifting
the time coordinate, we arrange that J−(K)∩X ⊂ J+(X1). Modify X0 near {p} = X0 ∩C
to a Cauchy hypersurface X ′0 ⊂ (−1, 1)×X0 so that X ′0 coincides with a t-level set near p.

We now apply Proposition 3.15, with η > 0 there chosen so small that Theorem 5.12

applies on each standard domain produced by the Proposition. We then solve �g̃ũ = f̃
iteratively in Ω0, Ω2, . . . , ΩJ . To wit, suppose we have already solved the equation in⋃J ′−1
j=0 Ωj , J

′ ≥ 0. If the initial boundary hypersurface XJ ′ of ΩJ ′ is contained in X ′0,
there are two possibilities: either XJ ′ is disjoint from C, in which case we can solve using

standard hyperbolic theory; or XJ ′ ∩ C 6= ∅, in which case we can solve �g̃ũ = f̃ on ΩJ ′

using Theorem 5.12 for all k ∈ N0, obtaining ũ ∈ H∞s (Ω̃J ′)
•,−; here Ω̃J ′ denotes the lift to

M̃ \ K̃◦ of ΩJ ′ .

If, on the other hand, the initial boundary hypersurface of ΩJ ′ is contained in
⋃J ′−1
j=0 Ω◦j ,

let χ ∈ C∞(ΩJ ′) be equal to 0 near the initial boundary hypersurface of ΩJ ′ and equal to

1 outside of
⋃J ′−1
j=0 Ωj . The source term in the equation

�g̃ṽ = χf̃ + [�g̃, χ]ũ (5.22)

is well-defined and lies in ρ̂−2H∞s (Ω̃J ′)
•,−. Therefore, we can again appeal to Theorem 5.12

to obtain ṽ ∈ H∞s (Ω̃J ′)
•,−. Since ṽ = χũ on ΩJ ′ ∩ (

⋃J ′−1
j=0 Ωj), the solution ṽ of (5.22)

furnishes the extension of ũ to
⋃J ′

j=0 Ωj . Arguing similarly for solving the equation towards
the past of X0 finishes the proof of the first part of the Theorem.

To prove the second part, note first that since �g̃ commutes with multiplication by

εN , we have ũ ∈ ε∞C∞s by Sobolev embedding (Proposition 2.13). Furthermore, uε is

differentiable in ε for every ε > 0, as follows by considering the equation Lε
uε+h−uε

h =
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fε+h−fε
h − Lε+h−Lε

h uε+h, and taking the limit as h ↘ 0 in the estimates for its solution on

Sobolev spaces. Differentiating L̃ũ = f̃ (now regarded as an equation on M̃ \ (M̂ ∪M◦),
rather than a family of equations parameterized by ε) along ε∂ε gives

L̃(ε∂εũ) = ε∂εf̃ + [L̃, ε∂ε]ũ.

By our assumption on L̃, we have [ε∂ε, L̃] ∈ ρ̂−2εADiff2
se, and thus the right hand side lies

in ε∞C∞s . Therefore, also ε∂εũ ∈ ε∞C∞s . Iterating this argument gives ũ ∈ ε∞A = Ċ∞,
finishing the proof. �

Remark 5.16 (Application in settings with degenerating potentials). In the context of Re-

mark 3.7, we recall that in [Hin23a, §1.2.1], a formal solution of L̃ũ = f̃ ∈ Ċ∞(M̃) was

constructed where L̃ = �g + ε−2V (xε ) with 0 ≤ V ∈ C∞c (R3), and u = ũ|M◦ is a given

solution of �gu = 0. Since the M̂t-model operator �ˆ
¯
g + V (with ˆ

¯
g = −dt̂2 + dx̂2 the

Minkowski metric) satisfies mode stability in Imσ ≥ 0, the proof of Theorem 5.14 carries

over to produce ṽ ∈ Ċ∞(M̃) with L̃ṽ = −f̃ ; thus ũ+ ṽ is a true solution (i.e. L̃(ũ+ ṽ) = 0)
of the singular perturbation problem.

6. Tame estimates, Nash–Moser iteration, and a nonlinear toy model

Consider a semi- or quasilinear wave equation which involves derivatives in the nonlin-
earity. Due to loss of two derivatives (relative to elliptic estimates) in the trapping esti-
mate (5.3), the existence of solutions, over compact subsets of M lifted to a glued spacetime
as in Theorem 5.14, cannot be proved using a Picard type iteration, regardless also of the
amount of s-regularity of the function spaces one works with. To get around this issue,
we shall demonstrate in §6.1 that the quantitative estimates on (se;s)-Sobolev spaces are
tame in the s-regularity order: in §6.1.1, we discuss this on the level of se-microlocal elliptic
and propagation estimates, and in §6.1.2 we prove tame estimates for forward solutions

of L̃u = f . This material is used in §6.2 to correct a formal solution of a toy nonlinear
equation to a true solution.

We fix a glued spacetime (M̃, g̃) corresponding to (M, g), C ⊂M , b = (m, a), and Fermi
normal coordinates t, x (with t ∈ IC ⊆ R) as in Definition 3.4.

6.1. Tame estimates. We assume that M is compact; recall from §4.1 that this suffices
for local analysis near points in C.

6.1.1. se-microlocal s-tame estimates. We shall use the schematic notation Dj
s , resp. Dj

[s]

for the vector of all j-fold compositions of the elements of a fixed finite subset of Vs(M̃),

resp. V[s](M̃) which spans Vs(M̃) over C∞(M̃).

Lemma 6.1 (Multiplication on s-Sobolev spaces). Let a, b ∈ N0, and fix s0 >
dimM

2 = 2.
Then there exists a constant Ca,b so that for all ε ∈ (0, 1), we have

‖(Da
s `)(D

b
su)‖L2(M) ≤ Ca,b

(
‖`‖L∞(M)‖u‖Ha+b

s,ε (M) + ‖`‖Ca+b
s,ε (M)‖u‖Hs0

s,ε(M)

)
.

Proof. Instead of working with an ε-independent volume density on M , we shall work with
a smooth positive s-density. (The two densities differ by a factor of ρ̂3; cf. the proof of
Proposition 2.13 for n = 3.)
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Denote by Uε,α ⊂ {ε}×M the unit cells and by φε,α : Uε,α
∼=−→ (−2, 2)n the corresponding

charts for a parameterized b.g. structure (in the sense of [Hin24c, Definition 1.9]) for which

the space of uniformly bounded vector fields is C∞s Vs(M̃) (see e.g. (2.47a)–(2.47b)). For all
k ∈ N0, we then recall from (the discussion following) [Hin24c, Definition 3.14] that for all
χ ∈ C∞c ((−2, 2)n) which equal 1 on [−1, 1]n, we have a uniform equivalence of norms

‖v‖2Hk
s,ε(M) ∼

∑
α

‖χ(φα)∗v‖2Hk(R4).

The Lemma then follows from the standard Rn result

‖(Da`)(Dbu)‖L2(Rn) ≤ Ca,b
(
‖`‖L∞‖u‖Ha+b + ‖`‖Ha+b‖u‖L∞

)
,

see [Tay11, Chapter 13, Proposition 3.6], together with the bound ‖`‖Ha+b ≤ C‖`‖Ca+b

(valid for all ` with support in (−2, 2)n) and Sobolev embedding ‖u‖L∞ ≤ C‖u‖Hs0 . �

Lemma 6.2 (Tame multiplication, se-microlocalized). Let s, s0 ∈ C∞(seS∗M̃). Then there

exist d0, d ∈ N with the following property. For all B,B] ∈ Ψ0
se(M̃) and χ ∈ C∞c (M̃) with

B = χBχ, B] = χB]χ, and WF′se(B) ⊂ Ellse(B
]), and for all k ∈ N0, there exists a

constant Ck so that for all ε ∈ (0, 1) and 0 ≤ j ≤ k,

‖B(Dj
s`)(D

k−j
s u)‖Hs

se,ε(M) ≤ Ck
[
‖`‖C(d0;d)

(se;s),ε
(M)

(
‖B]u‖

H
(s;k)
(se;s),ε

(M)
+ ‖χu‖

H
(s0;k)

(se;s),ε
(M)

)
+ ‖`‖C(d0;k)

(se;s),ε
(M)

(
‖B]u‖

H
(s;d)
(se;s),ε

(M)
+ ‖χu‖

H
(s0;d)

(se;s),ε
(M)

)]
.

(6.1)

An analogous estimate holds on weighted spaces.

Below, we shall only consider fixed se-regularity orders, whereas the s-regularity order k
will be arbitrarily large. Thus, one should consider the quantities d0, d, s in (6.1) as being
low regularity orders. (Of course, one could replace (s; d) by (d0; d) by picking d0 > sup s,
but this would make the estimate look more opaque.)

Remark 6.3 (Special cases). In the special case B = B] = χ = 1 and s0 = s, this implies

‖`u‖
H

(s;k)
(se;s),ε

(M)
≤ Ck

(
‖`‖C(d0;d)

(se;s),ε
(M)
‖u‖

H
(s;k)
(se;s),ε

(M)
+ ‖`‖C(d0;k)

se;s (M)
‖u‖

H
(s;d)
(se;s),ε

(M)

)
upon using the Leibniz rule. Further restricting to s = 0, this is a (imprecise) version of the
usual tame multiplication estimate stated in [Tay11, Chapter 13, Proposition 3.7], which
here gives

‖`u‖Hk
s,ε(M) ≤ Ck

(
‖`‖C0

s,ε(M)‖u‖Hk
s,ε(M) + ‖`‖Hk

s,ε(M)‖u‖C0
s,ε(M)

)
. (6.2)

Proof of Lemma 6.2. By se-microlocal elliptic regularity, it suffices to consider the case that
B] = I microlocally on WF′se(B), i.e. B(I − B]) ∈ Ψ−∞se . Furthermore, we may assume
without loss of generality that s0 < s.

Write

B`u = B`B]u+B`(I −B])u = B`B]u+B`(I −B])χu. (6.3)

If ` ∈ C∞se,ε(M̃), then B`B] ∈ Ψ̃0
se(M̃) is uniformly bounded on Hs

se,ε, with operator norm

depending only on a finite seminorm ofB`B] and thus of `. Similarly, B`(I−B]) ∈ Ψ̃−∞se (M̃)
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is uniformly bounded as a map Hs0
se,ε → Hs

se,ε, and this persists for ` ∈ Cd0
se (M̃) when the se-

regularity order d0 is sufficiently large (depending on s, s0). This implies (6.1) for k = j = 0
with d = 0.

For k ≤ d, where d > 2s̄ + 2 with s̄ := max(0, dsup se) will be fixed below, the esti-

mate (6.1) follows from the case k = 0 upon plugging in Dj
s` and Dk−j

s u in place of ` and

u, respectively. Consider now k > d. It suffices to estimate B(Dj
[s]`)(D

k−j
[s] u) in Hs

se,ε by

the right hand side of (6.1). For j ≤ d or j ≥ k− d, we again apply the case k = 0 to Dj
[s]`

and Dk−j
[s] u in place of ` and u, respectively, to conclude. It remains to consider the terms

with d+ 1 ≤ j ≤ k − d− 1. We first crudely estimate

‖B(Dj
[s]`)(D

k−j
[s] u)‖Hs

se,ε
≤ C‖B(Dj

[s]`)(D
k−j
[s] u)‖H s̄

s,ε
≤ C ′

s̄∑
q=0

‖Dq
[s](B(Dj

[s]`)(D
k−j
[s] u))‖L2

and expand Dq
[s] using the Leibniz rule, i.e. schematically

Dq
[s](Bv) =

q∑
i=0

(adiD[s]
B)(Dq−i

[s] v), v := (Dj
[s]`)(D

k−j
[s] u),

where adiD[s]
B is an i-fold commutator of B with i (possibly different) commutator s-vector

fields, and thus satisfies the same assumptions as B relative to the operator B]. We only
treat the terms with q = s̄ and i = 0 (which thus involve the largest number of overall
s-derivatives); expanding Ds̄

[s]v, we thus need to estimate

s̄∑
l=0

‖B(Dj+l
[s] `)(D

k+s̄−j−l
[s] u)‖L2 .

Writing u = B]u+ (I −B])χu as in (6.3), we bound the l-th summand by

‖B‖L2→L2

(
‖(Dj+l

[s] `)(D
k+s̄−j−l
[s] (B]u))‖L2 + ‖(Dj+l

[s] `)(D
k+s̄−j−l
[s] ((I −B])χu))‖L2

)
. (6.4)

(Here d+ 1 ≤ j ≤ k − d− 1 and 0 ≤ l ≤ s̄.) For a value d1 with s̄ < d1 and 2d1 ≤ d (to be
determined below), we now apply Lemma 6.1 to the first term with Dd1

s `, D
d1
s (B]u) and

a = j + l − d1, b = k + s̄− j − l − d1, s0 = 3; this gives the bound

‖(Dj+l
[s] `)(D

k+s̄−j−l
[s] (B]u))‖L2 ≤ C ′

(
‖`‖Cd1s,ε

‖B]u‖
H
k+s̄−d1
s,ε

+ ‖`‖Ck+s̄−2d1
s,ε

‖B]u‖
H
d1+3
s,ε

)
.

But ‖u‖
H
k+s̄−d1
s,ε

≤ C‖u‖
H

(s;k+s̄+
¯
s−d1)

(se;s),ε

where
¯
s := max(0, dsup(−s)e), and likewise ‖u‖

H
d1+3
s,ε

≤

C‖u‖
H

(s;d1+3+
¯
s)

(se;s),ε

. Thus, if we require d1 ≥
¯
s+ s̄ and d ≥ d1 + 3 +

¯
s, we obtain the bound

‖(Dj+l
[s] `)(D

k+s̄−j−l
[s] (B]u))‖L2 ≤ C

(
‖`‖Cd1s,ε

‖B]u‖
H

(s;k)
(se;s),ε

+ ‖`‖Cks,ε‖B
]u‖

H
(s;d)
(se;s),ε

)
.

With the stronger requirements d1 ≥
¯
s0+s̄, d ≥ d1+3+

¯
s0, where

¯
s0 := max(0, dsup(−s0)e),

we can similarly bound the second term in (6.4) by ‖`‖Cd1s,ε
‖χu‖

H
(s0;k)

(se;s),ε

+ ‖`‖Cks,ε‖χu‖H(s0;d)

(se;s),ε

;

here we use the uniform boundedness of I −B] on every mixed (se;s)-Sobolev space. �

We proceed to discuss tame analogues of microlocal regularity results. In the elliptic

regularity estimate (2.49), the constant C can be taken to be a function of the C(d0;k)
(se;s),ε-norm
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of the coefficients of L̃ when expressing L̃ as a finite sum of operators `jAj where `j ∈ C(d0;k)
se;s

and Aj ∈ Ψm
se(M̃), with the Aj fixed. This estimate can thus be used for s-regularity orders

k below some (large but fixed) value d ∈ N, much as in the proof of the previous result.

We shall write ‖L̃‖C(d0;k)

(se;s),ε

for the sum of the C(d0;k)
(se;s),ε-norms of the `j .

Lemma 6.4 (se-microlocal elliptic regularity: tame estimate). Given m, s, N , there exist
d0, d ∈ N so that for all k ∈ N0 there exists a constant Ck so that, under the assumptions
of Lemma 2.20, we have a tame estimate

‖Bu‖
H

(s;k)
(se;s),ε

≤ Ck
[
‖GL̃u‖

H
(s−m;k)
(se;s),ε

+ ‖χu‖
H

(−N ;k)
(se;s),ε

+ ‖L̃‖C(d0;k)

(se;s),ε

(
‖GL̃u‖

H
(s−m;d)
(se;s),ε

+ ‖χu‖
H

(−N ;d)
(se;s),ε

)]
.

(6.5)

The constant Ck can be taken to be uniform for perturbations of L̃ which are sufficiently

small in C(d0;d)
(se;s),εΨ

m
se(M̃).

Proof. We will fix d = d(m, s, N) to be large. Write f := L̃u. From the above discussion,
we have, for k ≤ d, an estimate

‖Bu‖
H

(s;k)
(se;s),ε

≤ Ck
(
‖Gf‖

H
(s−m;k)
(se;s),ε

+ ‖χu‖
H

(−N ;k)
(se;s),ε

)
.

For k > d, we apply the case k = 0 to u′ := Dk
[s]u; thus, schematically,

f ′ := L̃u′ = Dk
[s]f +

k∑
j=1

(adjD[s]
L̃)Dk−j

[s] u.

We shall bound the two terms in

‖Gf ′‖Hs−m
se,ε
≤ ‖GDk

[s]f‖Hs−m
se,ε

+
k∑
j=1

‖G(adjD[s]
L̃)Dk−j

[s] u‖Hs−m
se,ε

(6.6)

separately. We can estimate the j-th summand using Lemma 6.2 with k−1, j−1 in place of

k, j. The first term in (6.6) is bounded by
∑k

l=0 ‖Dl
[s](adk−lD[s]

G)f‖Hs−m
se,ε
≤ C(‖G̃f‖

H
(s−m;k)
(se;s),ε

+

‖χf‖
H

(−N−m;k)
(se;s),ε

) where G̃ ∈ Ψ0
se is elliptic on WF′se(G); but again using the Leibniz rule we

can estimate

‖χf‖
H

(−N−m;k)
(se;s),ε

=
k∑
j=0

‖Dj
[s]χL̃u‖H−N−mse,ε

by the right hand side of (6.5) without the GL̃u terms. Altogether, we arrive at

‖Gf ′‖Hs−m
se,ε
≤ Ck

[
‖G̃f‖

H
(s−m;k)
(se;s),ε

+ ‖G̃u‖
H

(s;k−1)
(se;s),ε

+ ‖χu‖
H

(−N ;k−1)
(se;s),ε

+ ‖L̃‖C(d0;k)

(se;s),ε

(
‖G̃u‖

H
(s;d)
(se;s),ε

+ ‖χu‖
H

(−N ;d)
(se;s),ε

)]
.
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Using the mapping properties of Ψ0
se, we can moreover bound

‖Bu′‖Hs
se,ε
≥ c‖Bu‖

H
(s;k)
(se;s),ε

− C‖B̃u‖
H

(s;k−1)
(se;s),ε

(6.7)

where B̃ ∈ Ψ0
se is elliptic on WF′se(B). Altogether, we thus obtain the desired tame esti-

mate (6.5) except with slightly larger cutoffs and with an additional term Ck(‖G̃u‖H(s;k−1)
(se;s),ε

+

‖B̃u‖
H

(s;k−1)
(se;s),ε

) on the right hand side. Choosing, as we may, the operator wave front sets

of G and B̃, G̃ to be supported in a small neighborhood of WF′se(B), we can estimate this
term inductively to conclude. �

We next prove tame estimates in the setting of Lemma 2.21.

Lemma 6.5 (se-microlocal real principal type propagation: tame estimate). Given m, s, N ,
there exist d0, d ∈ N so that for all k ∈ N0 there exists a constant Ck so that, under the
assumptions of Lemma 2.21, we have a tame estimate

‖Bu‖
H

(s;k)
(se;s),ε

≤ Ck
[
‖GL̃u‖

H
(s−m+1;k)
(se;s),ε

+ ‖Eu‖
H

(s;k)
(se;s),ε

+ ‖χu‖
H

(−N ;k)
(se;s),ε

+ ‖L̃1‖C(d0;k)

(se;s),ε

(
‖GL̃u‖

H
(s−m+1;d)
(se;s),ε

+ ‖Eu‖
H

(s;d)
(se;s),ε

+ ‖χu‖
H

(−N ;d)
(se;s),ε

)] (6.8)

for all u with support in t ≥ t0. The constant Ck can be taken to be uniform for perturbations

of L̃ = L̃0 + L̃1 which are sufficiently small in that L̃0 is perturbed in Ψm
se(M̃) and L̃1 in

C(d0;d),δ,δ
se;s Ψm

se(M̃).

Proof. As before, we only need to consider k above some large but fixed value d. As

in the second proof of Lemma 2.21, write [L̃,D[s]] = AD[s] + A′ where the coefficients of

A,A′ ∈ (C∞+C(d0;k−1)
se;s )Ψm−1

se are bounded in norm for the parameter value ε by ‖L̃1‖C(d0;k)

(se;s),ε

.

Thus, (L̃−A)D[s] = D[s]L̃+A′. Writing f = L̃u, we then have (schematically)

(L̃−A)Dk
[s]u = f ′ := D[s]L̃D

k−1
[s] u+A′Dk−1

[s] u = Dk
[s]f+A′Dk−1

[s] u+
k∑
j=2

(adjD[s]
L̃)Dk−j

[s] u. (6.9)

(The operator L̃ − A on the left hand side acts on the vector of k-fold derivatives of u

along a fixed spanning set of elements of V[s], with L̃ acting component-wise and A being

an appropriate matrix of operators of class (C∞ + C(d0;k−1)
se;s )Ψm−1

se .) We then apply the
propagation estimate on Hs

se,ε to this equation. The main task is to estimate ‖Gf ′‖Hs−m+1
se,ε

,

which we do using the arguments following (6.6), except for two differences.

First, the sum in (6.9) starts at j = 2; for 2 ≤ j ≤ d, we use adjD[s]
L̃ ∈ C(d0;k−j)

se;s Ψm
se and

relax the Ψm
se part to Ψm−1

se Diff1
s ⊃ Ψm

se; this yields the estimate

‖G(adjD[s]
L̃)Dk−j

[s] u‖Hs−m+1
se,ε

≤ C‖L̃‖C(d0;d)

(se;s),ε

(
‖G̃u‖

H
(s;k−1)
(se;s),ε

+ ‖χu‖
H

(−N ;k−1)
(se;s),ε

)
, (6.10)

where we use that k− j+ 1 ≤ k− 1. For j > d, we can directly quote Lemma 6.2 to obtain
a tame estimate.
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Second, we need to estimate the additional term ‖GA′Dk−1
[s] u‖Hs−m+1

se,ε
; but since A′Dk−1

[s] =

A′D[s]D
k−2
[s] , with A′D[s] ∈ Ψm−1

se Diff1
s , this can be estimated in exactly the same fashion.

Finally, using an inductive argument in k to estimate (microlocalized) H
(s;k−1)
(se;s),ε -norms of

u, we conclude the proof of the tame estimate (6.9). �

Lemmas 6.4–6.5 remain valid, mutatis mutandis, for weighted operators on weighted
Sobolev spaces.

We continue with tame versions of radial point estimates. Since the arguments are very
similar to those in the proof of Lemma 6.5, we shall only prove a tame version of the
outgoing radial point estimate, Proposition 4.8, and leave the (notational) modifications
required to prove tame versions of the other estimates (Propositions 4.6 and 4.12) to the
reader.

Proposition 6.6 (Propagation near R+
out: tame estimate). Let s, s0, N ∈ R. Then there

exist d0, d ∈ N0 so that the following holds for operators L̃ as in (4.L̃.a)–(4.L̃.b) in §4, or
indeed for operators satisfying the weaker regularity assumptions

L̃ = L̃0 + L̃1, L̃0 ∈ ρ̂−2(Diff2
se + Ψ1

se), L̃1 ∈ ρ̂−2C(d0;d),1,1
se;s (Diff2

se + Ψ1
se). (6.11)

Let α◦, α̂ ∈ R with s + α◦ − α̂ < 1
2(−1 − ϑout) in the notation of Proposition 4.5. Define

K = {ρ∞ = ρ̂ = ρ◦ = 0, ξ̂se = 1, t0 ≤ t ≤ t1}. Then for all neighborhoods U ⊂ seS∗M̃

of K and all χ ∈ C∞c (M̃) equal to 1 near ∂M◦ ∩ {t0 ≤ t ≤ t1}, there exist operators

B,E,G ∈ Ψ0
se(M̃) with χBχ = B and WF′se(B) ⊂ U , similarly for E,G, with B elliptic at

K and WF′se(E) ∩ ∂W+
out = ∅ so that for all k ∈ N0, there exists a constant Ck so that we

have the uniform tame estimate

‖Bu‖
H

(s;k),α◦,α̂
(se;s),ε

≤ Ck
[
‖GL̃u‖

H
(s−1;k),α◦,α̂−2
(se;s),ε

+ ‖Eu‖
H

(s;k),α◦,α̂
(se;s),ε

+ ‖Gu‖
H

(s0;k),α◦,α̂
(se;s),ε

+ ‖χu‖
H

(−N ;k),α◦,α̂
(se;s),ε

+ ‖L̃1‖ρ̂−2C(d0;k),1,1

(se;s),ε

(
‖GL̃u‖

H
(s−1;d),α◦,α̂−2
(se;s),ε

+ ‖Eu‖
H

(s;d),α◦,α̂
(se;s),ε

+ ‖Gu‖
H

(s0;d),α◦,α̂
(se;s),ε

+ ‖χu‖
H

(−N ;d),α◦,α̂
(se;s),ε

)]
.

(6.12)

The constant Ck can be taken to be uniform for perturbations of L̃0 in ρ̂−2Diff2
se and of L̃1

in ρ̂−2C(d0;d),1,1
se;s Diff2

se.

Proof. Starting with L̃u = f , we recall from Lemma 4.7 that [L̃, ∂t] =
∑N

l=1 al(Alρ̂∂t +Rl)
where

al = al,0 + al,1, al,0 ∈ ρ̂−2C∞, al,1 ∈ ρ̂−2C(d0;k−1),1,1
se;s ,

Al ∈ Ψ1
se, Rl ∈ Ψ2

se, WF′se(Rl) ∩ Ū = ∅,
(6.13)

provided we shrink U so that Charse(ρ̂∂t) ∩ Ū = ∅.



GLUING SMALL BLACK HOLES ALONG TIMELIKE GEODESICS II: UNIFORM ANALYSIS 111

We can then rewrite the equation

L̃(∂kt u) = ∂kt f + k[L̃, ∂t]∂
k−1
t u+

k∑
j=2

ck,j(adj∂tL̃)(∂k−jt u), (6.14)

where the ck,j are combinatorial constants, as

(
L̃− k

∑
l
alAlρ̂

)
∂kt u = f ′ := ∂kt f + k

N∑
l=1

alRl∂
k−1
t u+

k∑
j=2

ck,j(adj∂tL̃)(∂k−jt u).

We now apply the radial point estimate in Proposition 4.5 to this equation. Importantly, the
subprincipal term −k

∑
l alAlρ̂ has vanishing principal symbol at M̂ and thus in particular

at ∂R+
out. Note that due to the se-ellipticity of ρ̂∂t = ρ̂ · ∂t, the quantity ‖B∂kt u‖Hs,α◦,α̂

se,ε

controls ‖Bu‖
H

(s;k),α◦,α̂
(se;s),ε

up to an error ‖B̃u‖
H

(s;k−1),α◦,α̂
(se;s),ε

+ ‖χu‖
H

(s0;k−1),α◦,α̂
(se;s),ε

where B̃ ∈ Ψ0
se

is elliptic on WF′se(B) (cf. (6.7)). For k ≤ d with d large but fixed, this gives (6.12). The
main task for proving a tame estimate for k > d is to tamely estimate ‖Gf ′‖

Hs−1,α◦,α̂−2
se,ε

.

This can be done in the same fashion as in the proof of Lemma 6.5, except we now also
need to estimate the terms

‖GalRl∂k−1
t u‖

Hs−1,α◦,α̂−2
se,ε

. (6.15)

Commuting ∂k−1
t through Rl, one sees that it suffices to bound ‖Gal∂jtRl,ju‖Hs−1,α◦,α̂−2

se,ε
for

j ≤ k−1 where still Rl,j ∈ Ψ2
se with WF′se(Rl,j)∩Ū = ∅; we focus on the case j = k−1 where

Rl,k−1 = Rl. We further write al ◦ ∂k−1
t as a sum of terms (∂jt al) ◦ ∂

k−1−j
t , j = 0, . . . , k− 1;

then Lemma 6.2 (with k − 1 in place of k) gives the bound

‖G(∂jt al)∂
k−1−j
t Rlu‖Hs−1,α◦,α̂−2

se,ε

≤ Ck
[
‖G̃Rlu‖H(s−1;k−1),α◦,α̂

(se;s),ε

+ ‖χu‖
H

(−N ;k−1),α◦,α̂
(se;s),ε

+ ‖al,1‖C(d0;k−1),1,1

(se;s),ε

(
‖G̃Rlu‖H(s−1;d),α◦,α̂

(se;s),ε

+ ‖χu‖
H

(−N ;d),α◦,α̂
(se;s),ε

)]
where G̃ ∈ Ψ0

se (playing the role of B] in Lemma 6.2) is elliptic on WF′se(G) but still

satisfies WF′se(G̃) ∩WF′se(Rl) = ∅. Since G̃Rl is a smoothing operator, we can estimate

‖G̃Rlu‖H(s−1;k−1),α◦,α̂
(se;s),ε

≤ Ck−1‖χu‖H(−N ;k−1),α◦,α̂
(se;s),ε

simply.

Next, observe that ‖E∂kt u‖Hs,α◦,α̂
se,ε

is bounded by a constant (which is independent of L̃

of course) times ‖Eu‖
H

(s;k),α◦,α̂
(se;s),ε

plus terms arising from the commutator [E, ∂kt ], which can

thus be estimated by ‖Ẽu‖
H

(s;k−1),α◦,α̂
(se;s),ε

+ ‖χu‖
H

(s0;k−1),α◦,α̂
(se;s),ε

analogously to (6.7). The terms

involving G∂kt u and χ∂kt u are treated similarly.

In summary, we have now proved the estimate (6.12) except for an additional term

Ck‖G̃u‖H(s;k−1),α◦,α̂
(se;s),ε

on the right, with G̃ elliptic near WF′se(G)∪WF′se(E); this is estimated

by induction on k, finishing the proof. �
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Finally, we discuss tame estimates at trapping. As in the previous tame estimates,
we apply the basic se-estimate (involving microlocalizers with s-regularity, as in Proposi-
tion 4.16) to k-th order derivatives of u. (We remark that we therefore in particular do not
need to prove (tame) s-regularity of the stable and unstable defining functions constructed
in Proposition 3.26.)

Proposition 6.7 (Uniform tame estimate near the trapped set). Let s,N ∈ R. Then there

exist d0, d ∈ N0 so that the following holds for operators L̃ = L̃0 + L̃1 as in (4.L̃.a)–(4.L̃.b)

in §4 except for allowing the more general form (6.11). Let α◦, α̂ ∈ R. Let U ⊂ seS∗M̃

be a neighborhood of ∂Γ+ ∩ {t0 ≤ t ≤ t1}, and let χ ∈ C∞c (M̃) be equal to 1 near the base
projection of ∂Γ+ ∩ {t0 ≤ t ≤ t1}. Then there exist BΓ, B

s, G ∈ Ψ0
se with χBΓχ = BΓ and

WF′se(BΓ) ⊂ U etc., with BΓ elliptic at ∂Γ+{t0 ≤ t ≤ t1} and WF′se(B
s)∩ Γu,+ = ∅ so that

for all k ∈ N0, there exists a constant Ck so that we have the uniform tame estimate

‖BΓu‖H(s;k),α◦,α̂
(se;s),ε

≤ Ck
[
‖GL̃u‖

H
(s;k),α◦,α̂−2
(se;s),ε

+ ‖Bsu‖
H

(s+1;k),α◦,α̂
(se;s),ε

+ ‖χu‖
H

(−N ;k),α◦,α̂
(se;s),ε

+ ‖L̃1‖ρ̂−2C(d0;k),1,1

(se;s),ε

(
‖GL̃u‖

H
(s;d),α◦,α̂−2
(se;s),ε

+ ‖Bsu‖
H

(s+1;d),α◦,α̂
(se;s),ε

+ ‖χu‖
H

(−N ;d),α◦,α̂
(se;s),ε

)]
(6.16)

for all u with support in t ≥ t0. The constant Ck can be taken to be uniform for perturbations

of L̃0 in ρ̂−2Diff2
se and of L̃1 in ρ̂−2C(d0;d),1,1

se;s Diff2
se.

Proof. We cannot quite follow the same argument as in the proof of Proposition 6.6: this
would now involve the estimate (6.10) but with s −m + 2 instead of s −m + 1 (and now

concretely with m = 2) for j ≥ 2: one would be forced to use the H
(s;k)
(se;s),ε-norm of G̃u on

the right hand side—which however is what one is trying to estimate. To resolve this issue,
we shall rewrite also the j = 2 term on the right in (6.14) as a contribution to the operator
to which we apply the original trapping estimate, and regard only the terms with j ≥ 3 as
error terms which we can estimate inductively.

Writing [L̃, ∂t] =
∑N

l=1 al(Alρ̂∂t +Rl) as in (6.13), we compute

[∂t, [L̃, ∂t]] =
N∑
l=1

(∂tal)(Alρ̂∂t +Rl) + al([∂t, Al]ρ̂∂t + [∂t, Rl]),

which due to ∂t ∈ V[s] we can write as

[∂t, [L̃, ∂t]] =

N ′∑
m=1

bm(Bmρ̂∂t +Qm), bm ∈ ρ̂−2C∞ + ρ̂−2C(d0;k−2),1,1
se;s ,

where Bm ∈ Ψ1
se and Qm ∈ Ψ2

se, WF′se(Qm) ∩ Ū = ∅. (Here U is chosen so small that
Ū ∩ Charse(ρ̂∂t) = ∅.) We furthermore write I = Bρ̂∂t + Q where B ∈ Ψ−1

se and Q ∈ Ψ0
se

with WF′se(Q) ∩ Ū = ∅. Writing f = L̃u, we then have

L̃(∂kt u) = ∂kt f + ck,1

N∑
l=1

al(Alρ̂∂t +Rl)∂
k−1
t u
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+ ck,2

N ′∑
m=1

bm
(
Bmρ̂(Bρ̂∂t +Q)∂t +Qm

)
∂k−2
t u+

k∑
j=3

(adj∂tL̃)∂k−jt u

(using schematic notation for the sum over j), which we rewrite as(
L̃− ck,1

N∑
l=1

alAlρ̂− ck,2
N ′∑
m=1

bmBmρ̂Bρ̂

)
∂kt u = ∂kt f + f ′1 + f ′2,

f ′1 :=
k∑
j=3

(adj∂tL̃)∂k−jt u,

f ′2 :=

(
ck,1

N∑
l=1

alRl + ck,2

N ′∑
m=1

bmBmρ̂Q

)
∂k−1
t u+ ck,2

N ′∑
m=1

bmQm∂
k−2
t u.

We can then apply Proposition 4.16 (with k = 0) to this equation. We need to prove tame
estimates for ‖Gf ′i‖Hs,α◦,α̂−2

se,ε
, i = 1, 2. For i = 2, these can be proved in the same fashion as

for the term (6.15); this is due to the fact that WF′se(G) is disjoint from the operator wave
front sets of Rl ∈ Ψ2

se, Bmρ̂Q ∈ Ψ−∞se , and Qm ∈ Ψ2
se. For the estimate on ‖Gf ′2‖Hs,α◦,α̂−2

se,ε
,

we note that adj∂tL̃ ∈ ρ̂
−2(C∞ + C(d0;k−j)

se;s )(Diff2
se + Ψ1

se) and use Diff2
se + Ψ1

se ⊂ Diff2
s Ψ0

se to
estimate, for j ≥ 3,

‖G(adj∂tL̃)∂k−jt u‖
Hs,α◦,α̂−2

se,ε
≤ C

(
‖G̃u‖

H
(s;k−1),α◦,α̂
(se;s),ε

+ ‖χu‖
H

(−N ;k−1),α◦,α̂
(se;s),ε

)
,

where G̃ ∈ Ψ0
se is elliptic on WF′se(G). Using this estimate for j ≤ d, and a similar estimate

(now involving k s-derivatives on L̃ and d s-derivatives on u) for j ≥ k − d, it remains to
estimate those terms with d+ 1 ≤ j ≤ k− d− 1 using Lemma 6.2. An inductive argument
in k finishes the proof. �

6.1.2. Uniform tame estimates on s-Sobolev spaces. Assuming the invertibility of the Kerr
model operator, we can now combine the s-tame se-microlocal estimates established in §6.1.1
to prove a tame analogue of Theorem 5.12. For concreteness, we only consider the case
that the Kerr model operator is equal to the scalar wave operator on (M̂b, ĝb).

Theorem 6.8 (Uniform estimates for linear waves on small domains: tame estimates).

There exists a number d ∈ N such that the following holds for all operators L̃ = L̃0 + L̃1 as

in (4.L̃.a)–(4.L̃.b) in §4, except we now require L̃0 ∈ ρ̂−2Diff2
se and L̃1 ∈ ρ̂−2Cd,1,1s Diff2

se;22

and we require the M̂ -normal operator of L̃ to be equal to the scalar wave operator �ĝb on

a subextremal Kerr spacetime. Let t0 ∈ IC, and define Ω̃(λ) ⊂ M̃ \ K̃◦ to be the standard
domain associated with Ω(λ) := Ωt0,t0+λ,λ; let λ1 > 0 be such that [t0, t0 + λ1] ⊂ IC. Let

α◦, α̂ ∈ R with α◦ − α̂ ∈ (−3
2 ,−

1
2). Then there exist λ0 ∈ (0, λ1] and ε0 > 0 depending

only on t0 and L̃|Ω(λ1)
so that for all λ ∈ (0, λ0] and all N0 3 k ≥ d, there exists a constant

22Correspondingly, the underlying metric g̃ is only required to be of class C∞ + Cd,1,1s as a section of

S2T̃ ∗M̃ , cf. Definition 3.4(2).
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C = C(λ, k) so that for the solution u of L̃u = f , the tame estimate

‖u‖
Hk,α◦,α̂

s,ε (Ω(λ),ε)
•,−

≤ C
(
‖f‖

Hk+d,α◦,α̂−2
s,ε (Ω(λ),ε)

•,− + ‖L̃1‖ρ̂−2Ck+d,1,1
s,ε (Ω(λ),ε)

‖f‖
Hd,α◦,α̂−2

s,ε (Ω(λ),ε)
•,−

) (6.17)

holds uniformly for ε ∈ (0, λε0).23 The constants λ0 and C can be chosen to be uniform for

perturbations of L̃1|Ω̃(λ)
whose ρ̂−2Cd,1,1s,ε Diff2

se-norm is bounded by 1 (say) for ε ∈ (0, ε0].

One can prove an analogous result on general standard domains by building on Theo-
rem 5.5. However, we restrict to small domains here since in [Hin24a] we will only prove an
analogue of Theorem 5.9. One can also obtain uniform estimates for perturbations of the

smooth part L̃0, but since this flexibility is not used in our applications, we do not discuss
this further.

Remark 6.9 (Other domains). Analogously to Remark 5.10, Theorem 6.8 remains valid for
the standard domains associated with Ωt0+c1λ,t0+c2λ,r0λ for any c1 < c2 and r0 > 0, with λ0

depending on c1, c2, r0.

The proof will use an extension/restriction procedure. For the minimal norm extensions
used e.g. in the proof of Theorem 4.20 for a fixed choice of function space, one cannot deduce
boundedness properties on other (less regular) function spaces. For tame applications
however, we need to quantitatively control low and high regularity norms of extensions.
This is accomplished by the following result.

Lemma 6.10 (Extension operators). Consider M ′ = Rt × R3
x, M̃ ′ = [[0, 1) ×M ′; {0} ×

R × {0}]. Let t0 < t1 < t2 and r0 < r1. Denote by Ω̃, Ω̃] ⊂ M̃ ′ the lifts of [0, 1)ε times

Ωt0,t1,r0 ,Ωt0,t2,r1 ⊂ M ′, and write Ωε = Ω̃ ∩Mε, Ω]
ε = Ω̃] ∩Mε. Then there exists a family

Eε, ε ∈ (0, 1), of linear operators Eε : C∞(Ωε)→ C∞(Ω]
ε) with the following properties:

(1) Eε is an extension operator, i.e. (Eεu)|Ωε = u for all u ∈ C∞(Ωε)
•,−;

(2) there exist constants Cj, j ∈ N0 so that we have uniform (in ε) estimates

‖Eεu‖Hj
s,ε(Ω

]
ε)•,−

≤ Cj‖u‖Hj
s,ε(Ωε)•,−

, ‖Eεu‖Cjs,ε(Ω]ε) ≤ Cj‖u‖Cjs,ε(Ωε).

An analogous statement holds when replacing Ωε and Ω]
ε by their intersections with { |x|ε ≥

r̂0} and { |x|ε ≥ r̂1}, respectively, where r̂1 < r̂0.

Proof. This is a variant of Seeley extension, see [See64]. For notational simplicity, we shall
only consider the local extension from Kε := {−1 ≤ t ≤ 0} ∩ {ε < r = |x| < 1 < r0} to

K]
ε := {−1 ≤ t ≤ 1} ∩ {ε < r = |x| < r0}; and we ignore spherical variables. (Extensions

near the corners of Ωε can then be defined by first extending across one and then the other
hypersurface, as in [Mel96, §1.4].) Given a function u = u(t, r) on Kε, we set

ũ(t, r) :=

{
u(t, r), t < 0,∑∞

l=0 cl · χ
(
− t
δl

)
u
(
− t
δl
, r
)
, t > 0,

23Here, as before, the norm on L̃1 is the sum of norms of the coefficients of L̃1 when expressed in terms
of the standard se-vector fields ρ̂∂t, ρ̂∂x.



GLUING SMALL BLACK HOLES ALONG TIMELIKE GEODESICS II: UNIFORM ANALYSIS 115

where χ ∈ C∞c ((−1, 0]) equals 1 near 0, and with cl ∈ R and δl > 0 (with δl ↘ 0) fixed so

that, for all j ∈ N0, one has
∑∞

l=0 clδ
−j
l = (−1)j and

∑∞
l=0 |cl|δ

−j
l < ∞. (We may define

cl via sin(π2 z) =
∑∞

l=0 clz
l and take δl = 3−l; thus

∑∞
l=0 clδ

−j
l = sin(π2 3j) = (−1)j since

3j ≡ (−1)j mod 4, and
∑∞

l=0 |cl||z|l <∞ for all z ∈ C (by absolute convergence) gives also∑∞
l=0 |cl|δ

−j
l < ∞ for all j.) This implies that ũ is smooth across t = 0. Furthermore, we

have

‖ũ‖L2({0≤t≤1}) ≤
∞∑
l=0

|cl|δ
1
2
l ‖u‖L2({−1≤t≤0}) ≤ C‖u‖L2 ,

similarly for derivatives in t (each of which produces a power of δ−1
l ) and along (ε2 +r2)

1
2∂r

(which do not produce additional powers). Since near K]
ε , the space of s-vector fields is

spanned by ∂t and (ε2 + r2)
1
2∂r, L

2-bounds on s-derivatives of u on Kε thus imply the same

bounds (up to ε-independent factors) on s-derivatives ũ on K]
ε \ Kε. Similar arguments

apply also to L∞-bounds. �

Proof of Theorem 6.8. • Preliminary constructions and simplifications. Fix an order func-

tion s as in (4.42) on M̃ near Ω̃(λ1) so that s, αD and s − 4, αD are Kerr-admissible both

for αD = −3
2 and for αD = −1

2 . Then s, α◦ − α̂ are Kerr-admissible for all α◦, α̂ as in the
statement of the Theorem. Similarly to the proof of Theorem 5.9, we work on standard

domains on M̃ ′ := [[0, 1) × R1+3; {0} × R × {0}] of fixed size. Concretely, in terms of the

functions ε ≥ 0, t′ ∈ R, x′ ∈ R3 on M̃ ′, and for δ ∈ [0, 1], we set

Ω̃(δ) := β′∗
(
[0, 1)ε × Ω0,1+δ,1+δ

)
∩ {|r̂′| ≥ (1− cδ)m}, r̂′ :=

|x′|
ε

;

here β′ : M̃ ′ → [0, 1)×R1+3 is the blow-down map, and we fix any c < m− r̂−b =
√
m2 − a2

(cf. Lemma 3.2). We will prove tame estimates for the forward solution operator of L̃(λ) =

λ2S̃∗λL̃ (see (5.8) and (5.10)) on (the ε-level sets Ω
(0)
ε of) Ω̃(0). For sufficiently small λ0 > 0,

we have, for every fixed λ ∈ (0, λ0], uniform se-estimates for L̃(λ) on Ω
(δ)
ε for ε < 1 and

δ ∈ [0, 1], and moreover s, α◦, α̂ and s−4, α◦, α̂ are admissible for L̃(λ) (see Definition 4.18).

We now fix such a value of λ and relabel M̃ ′, t′, x′, L̃(λ) as M̃, t, x, L̃. The remainder of our

argument will take place on Ω̃(1); and the goal is to prove the tame estimate (6.17) with

Ω
(0)
ε in place of Ω(λ),ε, with uniformity in ε ∈ (0, 1).

Let s± ∈ N0 be such that −s− < s < s+. Then the inclusion maps

H
(s;k)
(se;s),ε ↪→ Hk−s−

s,ε , k ≥ s−,

Hk+s+
s,ε ↪→ H

(s;k)
(se;s),ε, k ∈ N0,

Cd0+k
s,ε ↪→ C(d0;k)

(se;s),ε, k ∈ N0,

(6.18)

are uniformly bounded; here, in the notation of §4.1, the domains are Mε or Ω
(δ)
ε , with the

spaces having supported/extendible character at initial/final boundary hypersurfaces in the
second case. The strategy is to pass from s-spaces to (se;s)-spaces, prove tame estimates
using the microlocal elliptic and propagation estimates proved above, and at the end pass
back from (se;s)-spaces to s-spaces. In particular, the parameter d will be chosen to exceed
s+ + s− as well as the values of d from the above tame microlocal estimates. (We shall not
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track the value of d, and allow d to change throughout the argument, although it will only

increase by a finite amount overall which is independent of L̃, k, α◦, α̂, t0, λ.)

• Extensions from Ω̃(0) to Ω̃(1). The requirement that the tame estimate (6.17) must only

feature the norm of L̃1 on Ω
(0)
ε (and be stable under perturbations of the coefficients of L̃1

as measured by Cs-norms on this set) means that we cannot work with L̃1 on Ω̃(1), as the

Cs-norms of L̃1 on Ω̃(1) cannot be quantitatively bounded by those on Ω̃(0). Instead, we

apply the extension operator Eε of Lemma 6.10 to the coefficients of L̃1|Ω(0)
ε

and obtain a

new operator L̃′1 ∈ ρ̂−2C∞,1,1s,ε (Ω
(1)
ε ) for which we do have quantitative bounds

‖L̃′1‖ρ̂−2Cj,1,1s,ε (Ω
(1)
ε )
≤ Ck‖L̃1‖ρ̂−2Cj,1,1s,ε (Ω

(0)
ε )
, j ∈ N0. (6.19)

We then consider L̃′ := L̃0 + L̃′1. For all sufficiently small ε > 0, we still have the uniform

bounds ‖u‖
Hs,α◦,α̂

se,ε (Ω
(δ)
ε )•,−

≤ C‖L̃′u‖
Hs,α◦,α̂−2

se,ε (Ω
(δ)
ε )•,−

(for all δ ∈ [0, 1]) given by Theorem 5.9;

cf. Remark 5.11.

• Non-tame estimates. Consider now

f ∈ Hk+d,α◦,α̂−2
s,ε (Ω(0)

ε )•,−

We then set

f̃ := Eεf ∈ Hk+d,α◦,α̂−2
s,ε (Ω(1)

ε )•,− ⊂ H(s;k),α◦,α̂−2
(se;s),ε (Ω(1)

ε )•,−,

which by Lemma 6.10 and using (6.18) satisfies

‖f̃‖
H

(s;j),α◦,α̂−2
(se;s),ε

(Ω
(1)
ε )•,−

≤ Ck‖f‖Hj+d,α◦,α̂−2
s,ε (Ω

(0)
ε )•,−

. (6.20)

We can now solve L̃′ũ = f̃ , with the solution satisfying uniform bounds

‖ũ‖
H

(s;k),α◦,α̂
(se;s),ε

(Ω
(1)
ε )•,−

. ‖f̃‖
H

(s;k),α◦,α̂−2
(se;s),ε

(Ω
(1)
ε )•,−

,

with the implicit constant depending on ‖L̃′1‖ρ̂−2C(d0;k),1,1

(se,s),ε
(Ω

(1)
ε )

(thus, this estimate is not

yet tame) for some large but fixed d0 ∈ N0; this follows by repeating the arguments in the

proof of Theorem 5.9. Upon restriction to Ω
(0)
ε , and using the bounds (6.19) and (6.20),

this gives

‖u‖
Hk,α◦,α̂

s,ε (Ω
(0)
ε )•,−

≤ Fk
(
‖L̃1‖ρ̂−2Ck+d,1,1

s,ε (Ω
(0)
ε )

)
‖f‖

Hk+d,α◦,α̂
s,ε (Ω

(0)
ε )•,−

(6.21)

where Fk : [0,∞) → [0,∞) is some non-decreasing function. For k below any fixed finite
value, this is of the form (6.17).

• Tame estimates. In order to obtain a tame estimate for all k, we shall use a mild
adaptation of the arguments for Theorem 5.9. We will use an inductive argument in which

we control j degrees of s-regularity on the domain Ω̃(1− j
k

) (which shrinks as j increases).
To wit, consider k′ ∈ {2, . . . , k}, and suppose we have already obtained a tame estimate

‖ũ‖
H

(s;k′−1),α◦,α̂
(se;s),ε

(Ω
(1− k

′−1−η
k

)
ε )•,−

≤ Ck′−1

(
‖f̃‖

H
(s;k′−1),α◦,α̂−2
(se;s),ε

(Ω
(1− k

′−1−η
k

)
ε )•,−

+ ‖L̃′1‖ρ̂−2C(d0;k′−1),1,1

(se;s),ε
(Ω

(1)
ε )
‖f̃‖

H
(s;d),α◦,α̂−2
(se;s),ε

(Ω
(1)
ε )•,−

)
(6.22)
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for η = 0, 1. This is true for all k′ below any fixed, i.e. k-independent, finite value d. Note

that the domain on which f̃ is estimated can be replaced by Ω
(1)
ε or Ω

(0)
ε upon adjusting

the constant Ck′−1, due to the fact that f̃ is controlled by f via (6.20).

Consider now k′ > d with k′ ≤ k. We have

L̃′(∂k
′
t ũ) = ∂k

′
t f̃ +

k′∑
j=1

ck′,j(adj∂tL̃
′)∂k

′−j
t ũ

for some combinatorial constants ck,j ; the basic se-estimate for L̃′ with se-regularity order
s− 2 and s-regularity order 0 thus gives

‖∂k′t ũ‖
Hs−2,α◦,α̂

se,ε (Ω
(1− k

′−1
k

)
ε )•,−

≤ C
(
‖∂k′t f̃‖

Hs,α◦,α̂−2
se,ε (Ω

(1− k
′−1
k

)
ε )•,−

+ ‖ũ‖
H

(s;k′−1),α◦,α̂
(se;s),ε

(Ω(1− k
′−2
k

))•,−

+ ‖L̃′1‖ρ̂−2C(d0;k),1,1

(se;s),ε
(Ω

(1)
ε )
‖ũ‖

H
(s;d),α◦,α̂
(se;s),ε

(Ω(1− k
′−2
k

))•,−

)
.

Here we used Lemma 6.2 (with k, j in the Lemma being equal to k′−1, j−1 in present nota-

tion) to produce a tame estimate for
∑k′

j=1 |ck′,j |‖(adj∂tL̃
′)∂k

′−j
t u‖

Hs,α◦,α̂−2
se,ε (Ω

(1− k
′−1
k

)
ε )•,−

using

that adj∂tL̃
′ ∈ ρ̂−2(C∞ + C(d0;k−j)

se;s )Diff2
se when L̃′1 has coefficients of regularity ρ̂−2C(d0;k)

se;s .
The extendible nature of the variable order se-norm here is the reason for enlarging the
domain in the final two norms on the right.

Observe then that

‖ũ‖
H

(s−2;k′),α◦,α̂
(se;s),ε

∼ ‖∂k′t ũ‖Hs−2,α◦,α̂
se,ε

+ ‖ũ‖
H

(s−1;k′−1),α◦,α̂
(se;s),ε

.

Therefore, we can use the inductive hypothesis (6.22) with η = 1 to deduce a tame estimate
for ‖ũ‖

H
(s−2;k′),α◦,α̂
(se;s),ε

(Ω
(1− k

′−1
k

)
ε )•,−

—namely, this is bounded by the right hand side of (6.22)

for k′ in place of k′ − 1, and with k′ − 2 in place of k′ − 1− η.

Finally, we upgrade the se-regularity of ũ from s− 2 to s by using the tame se-microlocal
results—Lemmas 6.4 and 6.5 as well as Propositions 6.6 (and its variants for the incoming
and horizon radial sets) and 6.7—in the same fashion as in the proof of Theorem 4.20.

This gives tame control on ũ in H
(s;k′),α◦,α̂
(se;s),ε on any slightly smaller region than where we

have already established tame H
(s−2;k′),α◦,α̂
(se;s),ε -control. Choosing as this smaller region the set

Ω
(1− k

′
k

)
ε finishes the proof of (6.22) for k′ in place of k′ − 1, and with η = 0; keep in mind

here that the domain on which f̃ is estimated on the right of (6.22) can be any domain

between Ω
(0)
ε and Ω

(1)
ε .24 The case η = 1 can be proved in exactly the same manner by

working throughout with slightly larger domains.

The estimate (6.22), with k in place of k′ − 1, finishes the proof of the desired tame
estimate using the inclusions (6.18) and the bounds (6.19) and (6.20) similarly to the proof
of (6.21). �

24We stress that this step, however innocent-looking, is the backbone of our tame theory: without it, we
would lose 2 orders of se-regularity for every gain of 1 order of s-regularity.
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6.1.3. Nash–Moser theorem; smoothing operators. To solve nonlinear equations, the tame
estimates from Theorem 6.8 provide the key estimates allowing for an application of a
Nash–Moser iteration scheme. The following is a variant of the main result of [SR89] which
essentially already featured in [HV16].

Theorem 6.11 (Nash–Moser). Let (Bs, | · |s) and (Bs, ‖ · ‖s) be Banach spaces for s ∈ N0.
Suppose that Bs ⊂ Bt with | · |t ≤ | · |s for s ≥ t, and set B∞ =

⋂∞
s=0Bs. For η ∈ [0, 1],

let Bs
η ⊂ Bs be a linear subspace (with the induced norm), with Bs

η ⊆ Bs
η′ whenever η ≤ η′.

We make the analogous definitions for, and assumptions on, Bs. Suppose Φ: B∞ → B∞

is a C2 map, defined for all u ∈ B∞ with |u|3d < δ, which satisfies Φ(B∞η ) ⊂ B∞η for
all η ∈ [0, 1]. Suppose there exist constants d ∈ N, δ > 0 and Ci, i ∈ N, so that for all
u, v, w ∈ B∞ with |u|3d < δ, we have

‖Φ(u)‖s ≤ Cs(1 + |u|s+d) ∀ s ≥ d, (6.23a)

‖Φ′(u)v‖2d ≤ C1|v|3d, ‖Φ′′(u)(v, w)‖2d ≤ C2|v|3d|w|3d. (6.23b)

Suppose moreover that for every u ∈ B∞ with |u|3d < δ, there exist a linear operator
Ψ(u) : B∞ → B∞ mapping B∞η → B∞η for all η ∈ [0, 1] and satisfying Φ′(u)Ψ(u)f = f for
all f ∈ B∞ together with a tame estimate

|Ψ(u)f |s ≤ Cs(‖f‖s+d + |u|s+d‖f‖2d) ∀ s ≥ d, f ∈ B∞. (6.24)

Suppose there exist operators Sθ, θ > 1, mapping B∞
θ−1/2 → B∞0 and indeed B∞η → B∞

η−θ−1/2

which for all s, t ≥ 0 and v ∈ B∞
θ−1/2 satisfy

|Sθv|s ≤ Cs,tθs−t|v|t for s ≥ t, |v − Sθv|s ≤ Cs,tθs−t|v|t for s ≤ t. (6.25)

Then if ‖Φ(0)‖2d is sufficiently small depending on δ and the constants Cs, Cs,t for s, t ≤
16d2 + 43d+ 24, there exists u ∈ B∞ with |u|3d < δ and Φ(u) = 0.

Proof. This follows by repeating the arguments of [SR89]; we only need to address the

filtrations by η ∈ [0, 1] (and the fact that Sθ is only defined on B∞η for η ≥ θ−1/2), the
estimates themselves being otherwise unaffected. To start, since u0 := 0 ∈ B∞1 , we have
Φ(u0) ∈ B∞1 and therefore (using the notation of [SR89, Lemma 1]) v0 := −Ψ(u)Φ(0) ∈
B∞1 ; hence u1 := u0 + Sθ0v0 ∈ B∞

1−θ−1/2
0

. Now, the parameters θj in the proof of [SR89,

Lemma 1] are fixed by θj = θ
(5/4)j

0 , with θ0 large. It then follows that uJ ∈ B∞ηJ where

ηJ = 1 −
∑J−1

j=0 θ
−1/2
j . For sufficiently large θ0, we have ηJ > 0 for all J , and therefore all

iterates uJ are well-defined. Their limit u in B3d+3 then solves u ∈ B∞ and Φ(u) = 0 as in
[SR89]. �

We motivate the presence of the filtration Bs
η, η ∈ [0, 1], as follows: if Bs is a space of

Hs-functions with support in t ≥ 0, then one could take Bs
η to be the subspace of elements

with support in t ≥ η. If Φ is a nonlinear wave operator and Ψ(u) is its forward solution
operator, then Φ and Ψ(u) preserve supports in t ≥ η. On the other hand, standard
smoothing operators do not respect supports. We now show, following [HV16, Lemma 5.9],
how to construct smoothing operators which enlarge supports only by an amount θ−δ,
δ ∈ (0, 1) (so δ = 1

2 is a possible choice).

Lemma 6.12 (Smoothing operators). Let δ ∈ (0, 1). Then there exist linear operators
Sθ : D ′(Rn)→ C∞(Rn), θ > 1, with the following properties:
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(1) for all u ∈ D ′(Rn), p ∈ suppu, and q ∈ supp(Sθu), we have |p− q| < θ−δ;
(2) for all s, t ≥ 0, we have estimates ‖Sθv‖Hs ≤ Cs,tθ

s−t‖v‖Ht, s ≥ t, and ‖v −
Sθv‖Hs ≤ Cs,tθs−t‖v‖Ht, s ≤ t.

Proof. Fix φ ∈ C∞c (Rn) so that φ(ξ) = 1 for |ξ| < 1. Let χ = F−1φ ∈ S (Rn) and set

(Sθv)(x) =

∫
Rn
φ(θδy)θnχ(θy)v(x− y) dy, (S0

θv)(x) =

∫
Rn
θnχ(θy)v(x− y) dy.

The estimates of part (2) hold for S0
θ since Ŝ0

θv(ξ) = φ( ξθ )v̂(ξ), so 〈ξ〉s−tφ( ξθ ) ≤ Cs,tθs−t for

s ≥ t and 〈ξ〉s−t(1− φ( ξθ )) ≤ Cs,tθs−t for s ≤ t. Consider then

((Sθ − S0
θ )v)(x) =

∫
Rn

(1− φ(θδy))θnχ(θy)v(x− y) dy.

Since on supp(1− φ(θδy)) we have |y| ≥ θ−δ, we can estimate∫
|1− φ(θδy)|θn|χ(θy)| dy ≤ θn

∫
|θy|≥θ1−δ

CN (1 + |θy|)−N dy

= C ′N

∫
r>θ1−δ

r−N rn−1dr ≤ C ′′Nθ−(N−n)(1−δ)

for any N . Since δ < 1, this implies ‖(Sθ − S0
θ )v‖L2 ≤ C ′′′Nθ−N‖v‖L2 for all N . To estimate

derivatives of (Sθ−S0
θ )v, note that any finite number of y-derivatives of (1−φ(θδy))θnχ(θy)

has L1-norm bounded by θ−N for any N by a similar estimate. Therefore, we in fact have
‖(Sθ − S0

θ )v‖Hs ≤ CNθ−N‖v‖L2 for all N ; and thus Sθ satisfies the desired estimates. �

Lemma 6.13 (Smoothing operators on extendible spaces). There exist linear operators
Sθ : L2(Rn+) → H̄∞(Rn+), θ > 1, satisfying part (1) of Lemma 6.12 as well as the esti-
mates (2), where now ‖ · ‖Hs denotes the quotient norm on H̄s(Rn+).

Proof. Fix χ ∈ C∞c ([0,∞)) to be equal to 1 near 0. For u ∈ L2(Rn+), set (Eu)(x, y) = u(x, y)
when x > 0 and (Eu)(x, y) =

∑∞
l=0 cl · χ(− x

δl
)u(− x

δl
, y) where cl ∈ R and δl > 0 with

δl ↘ 0 are chosen as in the proof of Lemma 6.10. Then E : H̄s(Rn+) → Hs(Rn) is well-
defined and continuous for s ∈ N0 and thus for all s ≥ 0 by interpolation. Denote by
R : Hs(Rn)→ H̄s(Rn+) the restriction operator. We can then set

Sθv := RS̃θEv, v ∈ L2(Rn+),

where S̃θ : H0(Rn) → H∞(Rn) is any family of linear operators satisfying part (1) of
Lemma 6.12 and the estimates (2) (e.g. the operators constructed in Lemma 6.12). The
bound ‖Sθv‖H̄s ≤ Cs,tθ

s−t‖v‖H̄t for s ≥ t follows from the corresponding bounds for

S̃θ and the continuity of R,E. Since RE = I on H̄s(Rn+) for all s ≥ 0, the bound on

v−Sθv = R(Ev−S̃θEv) follows from the corresponding bound on v′−S̃θv′ with v′ = Ev. �

Combining the methods of proof of Lemmas 6.12–6.13, we now obtain:

Corollary 6.14 (Smoothing operators on manifolds with corners). Let Ω be a manifold
with corners, with boundary defining functions ρ1, . . . , ρN ∈ C∞(Ω). Fix j ∈ {0, . . . , N},
and set Ωη := Ω ∩ {ρi ≥ η, i = 1, . . . , j} for η ∈ [0, 1]. Assume that the differentials of the
dρi, i ≤ j, are linearly independent on their η-level sets for η ∈ [0, 1] so that Ωη is a manifold
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with corners.25 Write Hs(Ωη)
•,− for the space of Hs-functions with supported character at

ρi = η, i ≤ j, and extendible character at ρi = 0, i > j. Then there exist linear operators
Sθ, θ > 1, mapping L2(Ωη)

•,− → H∞(Ωη−θ−1/2)•,− satisfying for all v ∈ Ht(Ωθ−1/2)•,− the
estimates

‖Sθv‖Hs(Ω)•,− ≤ Cs,tθs−t‖v‖Ht(Ω)•,− for s ≥ t,
‖v − Sθv‖Hs(Ω)•,− ≤ Cs,tθs−t‖v‖Ht(Ω)•,− for s ≤ t.

Proof. Using a partition of unity, it suffices to construct smoothing operators on the local
models [0,∞)kx×Rn−ky , with supported character at xi = η for i ≤ j and extendible character

at xi = 0 for i > j. Using extension operators across each of the latter hypersurfaces, the

task is reduced to the construction of a smoothing operator on [0,∞)jx × Rn−jz acting on
functions with support in xi > η, i = 1, . . . , j, which was done in Lemma 6.12. �

In the setting of interest in this paper, we similarly have:

Corollary 6.15 (Smoothing operators on s-Sobolev spaces). Consider M ′ = Rt × R3
x,

M̃ ′ = [[0, 1)×M ′; {0} × R× {0}]. Let t0 < t1 and r0 > 0. Denote by Ω̃η ⊂ M̃ ′, η ∈ [0, 1],

the lift of [0, 1)ε × Ωt0+cη,t1,r0 where c < t1 − t0, and write (Ωη)ε = Ω̃ε ∩Mε. Then there

exist linear operators Sθ, θ > 1, mapping H0,α◦,α̂
s,ε ((Ωη)ε)

•,− → H∞,α◦,α̂s,ε ((Ωη−θ−1/2)ε)
•,− for

η ∈ [θ−1/2, 1], so that for all integer s, t ≥ 0, there exist constants Cs,t so that the estimates

‖Sθv‖Hs
s,ε(Ωε)

•,− ≤ Cs,tθs−t‖v‖Ht
s,ε(Ωε)

•,− for s ≥ t,

‖v − Sθv‖Hs
s,ε(Ωε)

•,− ≤ Cs,tθs−t‖v‖Ht
s,ε(Ωε)

•,− for s ≤ t,

with v ∈ Ht
s,ε((Ωθ−1/2)ε)

•,−, hold uniformly for ε ∈ (0, 1).

We only restrict to integer orders here since we have not previously defined Hs
s,ε for non-

integer s (although this can easily be done, as they are equal to uniform Sobolev spaces for
the b.g. structure (2.40)–(2.41)).

6.2. Solution of a nonlinear toy problem. In this section, we shall study the following
semilinear wave equation.

Theorem 6.16 (Nonlinear toy problem). Let (M, g) be a 4-dimensional globally hyperbolic
spacetime, and suppose u ∈ C∞(M) solves

P (u) := �gu− u2 = 0.

Let (M̃, g̃) be a glued spacetime associated with M , an inextendible timelike geodesic C ⊂
M , and subextremal Kerr parameters m, a, and write t ∈ IC, x ∈ R3 for Fermi normal
coordinates around C; cf. Definition 3.4. Let X be a Cauchy hypersurface in M which near

its intersection point p with C is equal to {t = 0}, and let X̃ ⊂ M̃ \ K̃◦ denote the lift of

[0, 1)×X. Write Pε(u) = �gεu− u2 and P̃ (ũ) = (Pε(ũ|Mε))ε∈(0,1).

(1) (Formal solution.) There exists ũ ∈ AE◦,Êphg (M̃ \ K̃◦), with index sets26 E◦ = (0, 0) ∪
(1, ∗) and Ê = (0, 0) ∪ (1, ∗), so that ũ|M◦ = β∗◦u, further ũ|M̂t

= u(t, 0), and

P̃ (ũ) ∈ Ċ∞(M̃ \ K̃◦) vanishes to infinite order at M◦ ∪ M̂ and also at X̃.

25This can be arranged by multiplying ρ1, . . . , ρj by sufficiently large constants.
26Recall that (1, ∗) is an index set contained in (1 + N0)× N0 ⊂ C× N0. Thus, ũ is log-smooth on M̃ .



GLUING SMALL BLACK HOLES ALONG TIMELIKE GEODESICS II: UNIFORM ANALYSIS 121

(2) (Correction to a true solution.) Let ũ be a formal solution as in part (1). Let K ⊂M
be compact. Then there exist ε0 > 0 and ṽ ∈ Ċ∞(M̃ \ K̃◦) so that P̃ (ũ+ ṽ) = 0 on
K for all ε ∈ (0, ε0].

We will prove part (1) in §6.2.1 and part (2) in §6.2.2.

Since any simple variant of the problem studied in Theorem 6.16 is just as artificial, we
do not aim for any sort of general statement here, and instead focus on a simple concrete
example to illustrate how to operate the machinery developed in this paper. We thus leave
it to the interested reader to study generalizations to equations such as �gεuε = |duε|2gε ,
or to quasilinear wave equations (with lower order terms). One could also add to �gε a
potential ε−2V (xε ) under the assumption of mode stability for �ĝb +V (which is in general a
rather delicate problem [Mos17]); and one can also consider geometrically simpler settings
as discussed in Remark 3.7.

Note that Theorem 6.16 is a gluing, or singular perturbation, problem: what is glued

in at the fiber M̂t = R3
x̂ of the front face M̂ of M̃ is merely the constant function u(t, 0),

which is a stationary solution of the relevant zero energy problem, �̂ĝb(0)u(t, 0) = 0 (with
t a parameter). See [Hin23a, §1.2.1] for a less trivial, albeit somewhat more contrived and
in any case linear, setup.

6.2.1. Formal solution. Using the perspective introduced in [Hin23a], we sketch the proof

of Theorem 6.16(1) via the iterative solution of linear model problems at M◦ and M̂ . To

wit, let ũ0 ∈ C∞(M̃ \ K̃◦) be any function with ũ0|M◦ = β∗◦u and ũ0|M̂t
= u(t, 0). Then

Err0 := P̃ (ũ0) ∈ ρ◦ρ̂−1C∞(M̃ \ K̃◦) = A(1,0),(−1,0)
phg . (6.26)

Indeed, since �g̃ ∈ ρ̂−2Diff2
se, we have �g̃ũ0 ∈ ρ̂−2C∞ with leading order behavior at M̂t

given by ε−2�ĝb(ũ0|M̂t
) = 0, so in fact �g̃ũ0 ∈ ρ̂−1C∞; and ũ2

0 ∈ C∞, so P̃ (ũ0) ∈ ρ̂−1C∞,

with restriction to M◦ given by �gu− u2 = 0, giving (6.26).

Write L◦v := DuP (v) = �gv − 2uv and L := �ĝb for the normal operators of the

linearization of P̃ around ũ0 (or any other element of AE◦,Êphg with E◦, Ê = (0, 0) ∪ (1, ∗)
having the same restrictions to M◦ and M̂ as ũ0).

Consider now f0 := (ε−1Err0)|M◦ ∈ r−2C∞(M◦). As in [Hin23a, §1.2.1, Step 2], one can

construct h ∈ A(0,∗)
phg (M◦) with L◦h = f0 by first constructing a formal solution at r = 0 and

then solving away the remaining error (which lies in Ċ∞(M◦) ⊂ β∗◦C∞(M)) using an initial
value problem for the wave operator L◦. We then set ũ1 := ũ0 + εh (where we denote the

ε-independent extension of h by the same symbol). Thus, for ũ1 ∈ A(0,0),(0,0)∪(1,∗)
phg (M̃ \ K̃◦),

we have Err1 := P̃ (ũ1) ∈ A(2,0),(−1,∗)
phg . (This improves the order of vanishing at M◦ and

does not make that at M̂ worse except for the possibility of logarithmic factors.)

Suppose for simplicity that Err1 ∈ A(2,0),(−1,0)∪(0,∗)
phg . (The general case is then dealt with

similarly.) Consider then f1 := (εErr1)|M̂ , which is a smooth function of t ∈ IC with values

in A(3,0)(X̂b). Using the invertibility of L̂(0) (see Lemma 5.2) and standard normal operator

arguments to extract asymptotic expansions at r̂ = ∞ (namely, using that L̂(0) − ∆x̂ ∈
〈x̂〉−3Diff2

b(X̂b), with the boundary spectrum of ∆x̂ being the integers), one can thus find



122 PETER HINTZ

h ∈ C∞(Rt;A(1,∗)(X̂b)) so that L̂(0)h(t, ·) = f1(t, ·) for all t ∈ IC . With χ̂ ∈ C∞(M̃)

denoting a cutoff, equal to 1 and supported in a collar neighborhood of M̂ where the Fermi
normal coordinates are valid, we then regard χ̂h as a function (ε, t, x̂) 7→ χ̂(ε, t, x̂)h(t, x̂)

which thus lies in A(1,∗),(0,0)(M̃ \ K̃◦). Setting ũ1 := ũ1 + εχh ∈ A(0,0)∪(2,∗),(0,0)∪(1,∗), we

then have Err1 := P̃ (ũ1) ∈ A(2,∗),(0,∗). (This improves the order of vanishing at M̂ and
makes that at M◦ worse by a power of log ρ◦ only.)

One then proceeds in this fashion (with simple modifications to deal with logarithmic

terms), thus constructing ũk+1 = ũk + εk+1h with h ∈ A(0,∗),(0,∗)(M̃ \ K̃◦) and ũk+1 =

ũk+1 +εk+1h with h ∈ A(1,∗),(0,∗)(M̃ \K̃◦) so that, for all k, we have P̃ (ũk) ∈ A(k+1,∗),(k−2,∗)

and P̃ (ũk) ∈ A(k+1,∗),(k−1,∗). Defining ũ∞ to be an asymptotic sum ũ∞ ∼ ũ0+
∑∞

k=0((ũk+1−
ũk) + (ũk+1 − ũk+1)) of ũ0 and all correction terms, the remaining error P̃ (ũ∞) is then

polyhomogeneous and vanishes to all orders at M◦ and M̂ , so P̃ (ũ∞) ∈ Ċ∞(M̃ \ K̃◦)
indeed.

Finally, we correct ũ∞ in Taylor series at X̃ as follows: fix t ∈ C∞(M̃) with X̃ = t−1(0);

thus dt is past timelike for the metric gε near X̃ for all sufficiently small ε > 0. Then

P̃ (ũ∞+ t2h̃) ≡ P̃ (ũ∞)+[�g̃, t2]h̃ modulo terms vanishing at X̃. But the restriction to t = 0

of [�g̃, t2]h̃ is a smooth nonvanishing multiple of h̃; therefore, we can choose h̃ ∈ Ċ∞(M̃\K̃◦)
so that P̃ (ũ∞ + t2h̃) vanishes at t = 0. One then constructs further corrections tj h̃, j ≥ 3,
in an iterative fashion. The sought-after formal solution ũ is then the asymptotic sum (in

the sense of Taylor series at M◦ ∪ M̂ ∪ {t = 0}) of ũ∞ and all these corrections.

6.2.2. True solution. We now turn to the proof of part (2) of Theorem 6.16. We shall
prove the existence of the correction term ṽ = (vε) for sufficiently small ε > 0 in weighted
s-Sobolev spaces, as a solution of a modification of the equation

Φ̆ε(vε) = 0, Φ̆ε(vε) := Pε(uε + vε) = (�gεuε − u2
ε ) +

(
(�gε − 2uε)vε − v2

ε

)
, uε := ũ|Mε .

Let fε := Pε(uε), then f̃ = (fε)ε∈(0,1) lies in Ċ∞(M̃ \ K̃◦) and vanishes to infinite order at

X̃.

Tame estimates on small domains. Fix some large d ∈ N0. Consider a standard

domain Ω̃ ⊂ M̃ associated with Ω−λ,λ,λ, with λ > 0 small and fixed below. Fix quantities

αD ∈ (−3
2 ,−

1
2), N ≥ 3, and let

α◦ = αD +N, α̂ = N. (6.27)

Let vε ∈ H∞,α◦,α̂s,ε (Ωε)
•,− = εNH∞,αD,0s,ε (Ωε)

•,− (the space B∞ in the notation of Theo-
rem 6.11), and suppose that ‖vε‖Hd,α◦,α̂

s,ε (Ωε)•,−
≤ 1. Denote by H = H(t) the Heaviside

function. Then we can estimate

Φε(vε) := H(t)fε + (�gε − 2uε)vε − v2
ε (6.28)

in Hs−2,α◦,α̂−2
s,ε (Ωε)

•,− (the space Bs in the notation of Theorem 6.11) via

‖Φε(vε)‖Hs−2,α◦,α̂−2
s,ε (Ωε)•,−

≤ Cs,N εN + Cs‖vε‖Hs,α◦,α̂
s,ε (Ωε)•,−

. (6.29)

Indeed, due to the infinite order vanishing of fε at t = 0, the family (H(t)fε) lies in

Ċ∞(M̃ \ K̃◦) and now vanishes in t ≤ 0; moreover, we used that (6.2) (with weights) and



GLUING SMALL BLACK HOLES ALONG TIMELIKE GEODESICS II: UNIFORM ANALYSIS 123

Sobolev embedding (Proposition 2.13) imply

ε−α̂+ 3
2 ‖v2

ε ‖Hs−2,α◦,α̂
s,ε

≤ Cs‖v2
ε ‖
H
s−2,2α◦,2α̂− 3

2
s,ε

≤ Cs‖vε‖Hs−2,α◦,α̂
s,ε

‖vε‖Hd,α◦,α̂
s,ε

, d > 2,

in view of α◦+ α̂− 3
2 ≤ 2α◦; thus ‖v2

ε ‖Hs−2,α◦,α̂
s,ε

≤ CsεN−
3
2 ‖vε‖Hs−2,α◦,α̂

s,ε
. The estimate (6.29)

implies (6.23a). We also note that for every δ > 0 and every N ≥ 2 in (6.27), there exists
εδ,N > 0 so that ‖Φε(0)‖

Hs−2,α◦,α̂−2
s,ε (Ωε)•,−

< δ for ε < εδ,N .

The estimates (6.23b) follow in a similar fashion from the expressions

Φ′ε(vε)wε = (�gε − 2uε)wε − 2vεwε

and Φ′′ε (vε, wε)zε = −2wεzε. The tame estimate (6.24) is provided by Theorem 6.8 (see also
Remark 6.9): this provides values for d, λ, ε0 > 0 so that for all ε ≤ ε0,

‖wε‖Hs,α◦,α̂
s,ε (Ωε)•,−

≤ Cs
(
‖Φ′ε(vε)wε‖Hs,α◦,α̂−2

s,ε (Ωε)•,−
+ ‖vε‖Cs+d,1,−1

s,ε (Ωε)
‖Φ′ε(vε)wε‖Hd,α◦,α̂−2

s,ε (Ωε)•,−

)
,

where we can further estimate ‖vε‖Cs+d,1,−1
s,ε

≤ Cs‖vε‖
H
s+2d,1, 12
s,ε

≤ C ′s‖vε‖Hs+2d,α◦,α̂
s,ε

via Sobolev

embedding.

Nonlinear solution on small domains. The forward solution operator Φ′ε(vε)
−1

preserves the property of being supported in t ≥ −λ+ ηλ, η ∈ [0, 1]. If we define Bs
η, resp.

Bs
η to be the subspace of Hs,α◦,α̂

s,ε (Ωε)
•,−, resp. Hs−2,α◦,α̂−2

s,ε (Ωε)
•,− consisting of all elements

with support in t ≥ −λ + ηλ, all hypotheses of Theorem 6.11 are thus verified for the
map (6.28), with uniform constants for all ε ≤ ε0. Therefore, applying Theorem 6.11 for all
ε ∈ (0, ε0] produces

v+
ε ∈ H∞,α◦,α̂s,ε (Ωε)

•,− (6.30)

so that Φε(v
+
ε ) = 0 for all ε ∈ (0, ε0]. By finite speed of propagation, we have t ≥ 0 on

supp v+
ε . Moreover, by Sobolev embedding, we have ṽ+ = (v+

ε )ε∈(0,ε0] ∈ C
∞,α◦,α̂− 3

2
s (Ω̃)•,− ⊂

εN−
3
2C∞s (Ω̃)•,−. Since the same arguments apply for larger values of N , uniqueness of

solutions of nonlinear wave equations implies that ṽ+ does not depend upon the choice of
N . Therefore,

(v+
ε )ε∈(0,ε0] ∈ ε∞C∞s (Ω̃)•,−. (6.31)

(Note that the smallness of Φε(0) required by Theorem 6.11 imposes an N -dependent upper
bound on ε; but for ε bounded away from 0, the membership (6.31) is equivalent to (6.30)
for any fixed value of N .)

To prove regularity of v+
ε in ε, we differentiate the equation Φε(v

+
ε ) = 0 in ε to find

Φ′ε(v
+
ε )(∂εv

+
ε ) + (∂εΦε)(v

+
ε ) = 0.

Now (∂εΦε)(v
+
ε ) = H(t)∂εfε + [∂ε,�gε − 2uε]v

+
ε ∈ ε∞C∞s (Ω̃)•,−, and thus Theorem 5.12

shows that (∂εv
+
ε ) ∈ ε∞C∞s (Ω̃)•,− as well. Proceeding iteratively implies

ṽ+ = (v+
ε )ε∈(0,ε0] ∈ Ċ∞(Ω̃), t ≥ 0 on supp ṽ,

for the solution of Φ̆ε(v
+
ε ) = 0 on Ωε ∩ {t ≥ 0} which have constructed.
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Semiglobal existence. We now argue as in the proof of Theorem 5.14: one iteratively

solves the nonlinear equation P̃ (ũ+ ṽ) = 0 on the domains produced by Proposition 3.15,
with η > 0 chosen so small that the tame estimates of Theorem 6.8 apply to the linearization
of Pε around the formal solution uε on each standard domain in Proposition 3.15. Carefully
note that Theorem 6.8 applies uniformly (as far as the value of λ0 is concerned) also for
bounded perturbations of the linearizations of Pε (measured in a norm with fixed finite
regularity and decay orders). Crucially, this means that the same estimates apply, without
having to shrink the domains further (but possibly reducing the upper bound on ε), also
for the linearization of Pε around uε + χvε where vε is the correction term in previous
steps of the iterative construction (which thus lies in Ċ∞, and contributes Ċ∞ terms to
the coefficients of the linearized operator, which are therefore small in the required sense
when ε is small enough), and where χ is a cutoff function as in the proof of Theorem 5.14

which equals 0 in the later part of the domain Ω̃J ′ into which one is currently extending

the nonlinear solution, and 1 near the initial hypersurface of Ω̃J ′ . This completes the proof
of Theorem 6.16.

Appendix A. Basic notions of geometric singular analysis

Manifolds with corners. An n-dimensional manifold with corners X is diffeomorphic
to [0,∞)k × Rn−k in a neighborhood of each of its points p ∈ X; if the smallest possible
number k ∈ {0, . . . , n}, for a given point p, is equal to 0, then p lies in the interior X◦.
We require all boundary hypersurfaces of X to be embedded submanifolds; a boundary
hypersurface is the closure of a connected component of the set of p for which k = 1.
This ensures that each boundary hypersurface H ⊂ X admits a defining function, i.e. a
nonnegative function ρ ∈ C∞(X) so that H = ρ−1(0) and dρ 6= 0 everywhere on X. If
U ⊂ X is open, then a function ρ ∈ C∞(U) is a local defining function for H if for all
compact K ⊂ U there exists a defining function ρ′ ∈ C∞(X) for H so that ρ′ = ρ on K.
The quotient of any two (local) defining functions of H is a smooth positive function on
X (resp. on U). Furthermore, we write M1(X) for the set of all boundary hypersurfaces

of X, and Ċ∞(X) for the space of smooth functions on X which vanish to infinite order at
∂X. See [Mel96] for a comprehensive treatment.

b- and scattering structures; radial compactification; densities. On a manifold
with corners X, we define the space (in fact, C∞(X)-module) of b-vector fields Vb(X) ⊂
V(X) = C∞(X;TX) to consist of all smooth vector fields on X which are tangent to all
boundary hypersurfaces of X [MM83, Mel93, Gri01]. In local coordinates x1, . . . , xk ≥ 0,
y1, . . . , yn−k ∈ R, such vector fields are linear combinations, with smooth coefficients, of the
vector fields

x1∂x1 , . . . , xk∂xk , ∂y1 , . . . , ∂yn−k .

These vector fields are a frame of the b-tangent bundle bTX → X, which over X◦ is thus
equal to the ordinary tangent bundle. Smooth positive sections µ0 of the associated density
bundle bΩX → X are called b-densities. Given a weight family w : M1(X) → R and a

collection ρ = (ρH)H∈M1(X) of defining functions, we write ρw :=
∏
H∈M1(X) ρ

w(H)
H , and

then densities on X◦ of the form ρwµ0 for a b-density µ0 are called weighted b-densities
(with weight w).
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When X is a manifold with boundary and ρ ∈ C∞(X) denotes a boundary defining
function, then

Vsc(X) := ρVb(X) = {ρV : V ∈ Vb(X)}
is the space of scattering vector fields [Mel94, Vas18]. (It is independent of the choice of
ρ.) In local coordinates ρ ≥ 0, y = (y1, . . . , yn−1) ∈ Rn−1 near a boundary point, they are
linear combinations, with smooth coefficients, of the frame

ρ2∂ρ, ρ∂y1 , . . . , ρ∂yn−1

of the scattering tangent bundle scTX → X. The most important example is X = Rn,
where we denote by Rn the radial compactification

Rn := Rn t
(

[0,∞)ρ × Sn−1
)
/ ∼, 0 6= x = rω ∼ (ρ, ω) = (r−1, ω);

here r = |x| (Euclidean norm), ω = x
|x| . In the region where the first component x1 is

relatively large, i.e. x1 > cmaxj 6=1 |xj | for some c > 0, the functions

ρ1 :=
1

x1
, x̂j :=

xj
x1

(j 6= 1),

extend by continuity from Rn to smooth coordinates on an open subset of Rn; they are called
projective coordinates. Since ∂x1 = −ρ2

1∂ρ1−
∑

j 6=1 x̂j∂x̂j and ∂xj = ρ∂x̂j , we see that scatter-

ing vector fields are linear combinations, with C∞(Rn) coefficients, of the coordinate vector

fields ∂x1 , . . . , ∂xn . The Euclidean density |dx1 · · · dxn| = rn−1|dr dgSn−1 | = ρ−n|dρρ dgSn−1 |
is a weighted b-density with weight −n.

Since invertible linear maps on Rn lift to diffeomorphisms of Rn, the radial compactifi-
cation of a finite-dimensional real vector space is well-defined. We can therefore define the
fiber-radial compactification Ē → X of a real rank k vector bundle E → X to be the fiber
bundle with fibers Ēp = Ep, p ∈ X.

Blow-ups [Mel96]. A p-submanifold Y ⊂ X of a manifold with corners X is an embed-
ded submanifold so that for all p ∈ Y there exist coordinates on X for which Y is given
near p as the zero set of a subset of these coordinates; we call such coordinates adapted.
(The ‘p’ stands for ‘product’.) If Y is contained in a boundary hypersurface, we call Y a
boundary p-submanifold. When Y is a boundary p-submanifold, the blow-up of X along Y
is defined as

[X;Y ] := (X \ Y ) t S +NY,

where +NY = +TYX/TY is the (non-strictly) inward pointing normal bundle (with +TpX,
p ∈ Y , consisting of all V ∈ TpX, which are not non-strictly inward pointing, i.e. V ρ ≥ 0 for
the defining functions ρ of all boundary hypersurfaces of X containing p), and the inward
pointing spherical normal bundle S +NY = +NY/R+ is its quotient by fiber-dilations. One
can give [X;Y ] the structure of a smooth manifold with corners: in adapted coordinates
x1, . . . , xk ≥ 0 and y1, . . . , yn−k ∈ R, in which Y = {x1 = . . . = xq = 0, y1 = . . . , yp = 0},
set R = (

∑q
i=1 x

2
i +
∑p

j=1 y
2
j )

1/2; then R−1(x1, . . . , xq, y1, . . . , yp) ∈ Sq+p−1 and xq+1, . . . , xk,

yp+1, . . . , yn−k are local coordinates on [X;Y ], with S +NY being identified with R = 0.
One calls S +NY the front face of [X;Y ], while the closure of X \ Y is called the lift of Y .
The blow-down map β : [X;Y ] → X is defined to be the identity on X \ Y and the base
projection on S +NY ; in local coordinates, β is thus the polar coordinate map. Given any
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subset T ⊂ X, the lift β∗T ⊂ [X;Y ] of T is defined to be β−1(T ) when T ⊂ Y , and the
closure of β−1(T \ Y ) otherwise.

It is often computationally advantageous to use projective coordinates: in the region
where x1 > cmax16=i≤q xi and x1 > cmaxj≤p |yj |, the functions

x1, x̂i :=
xi
x1

(1 6= i ≤ q), xq+1, . . . , xk, ŷj :=
yj
x1

(j ≤ p), yp+1, . . . , yn−k

extend by continuity from X \ Y to a smooth coordinate chart on [X;Y ]. Taking c < 1,
this chart and analogous charts where xi (i ≤ q) or |yj | (j ≤ p) plays the role of x1 cover a
neighborhood of the front face.

3-body scattering structures. When X is a manifold with boundary, and Y ⊂ ∂X is
a boundary p-submanifold, then following [Vas00] we define the 3-body scattering tangent
bundle

3scT [X;Y ] := β∗(scTX), β : [X;Y ]→ X.

The space of smooth sections of this bundle is V3sc([X;Y ]): these can be thought of as
scattering vector fields on X but with coefficients that are singular in Y in the precise
fashion that they lift to be smooth on [X;Y ].

A non-degenerate section of S2 3scT ∗[X;Y ] is a 3-body scattering metric. In this paper,

we encounter these in the case X = Rt × Rn−1
x , Y = ∂(Rt × {0}) ⊂ ∂X. Working in the

subset t > 0 of R1+n
t,x , local coordinates near the interior of the front face of [X;Y ] are 1

t and
x/t
1/t = x. In the region |x| > 1 on the other hand, local coordinates on [X;Y ] are ρD := 1

|x| ,

ρT := |x|
t , and x

|x| ∈ Sn−2. (In particular, each of the two components of the front face is

diffeomorphic to Rnx. Moreover, the projection map (t, x) 7→ x lifts to a diffeomorphism
[X;Y ]→ Rn. See also [Hin23a, Lemma 3.4].) A particular example of a 3-body scattering
metric is thus any stationary metric which, when expressed in terms of dt, dx1, . . ., dxn−1,

has coefficients of class C∞(Rn−1
x ).

Differential operators. Given the Lie algebra of vector fields Vb(X), one can define
the space Diffmb (X) of m-th order b-differential operators to consist of locally finite sums
of up to m-fold compositions of elements of Vb(X) (for m = 0: multiplication operators
by elements of C∞(X)); the space Diffmsc(X) is defined analogously relative to Vsc(X).
Given a weight family α : M1(X) → R, we furthermore define the space Diffm,αb (X) =
ρ−αDiffmb (X) = {ρ−αP : P ∈ Diffmb (X)}. Since ρα[V, ρ−α] ∈ C∞(X) for V ∈ Vb(X), one

has the composition rule Diffm1,α1

b (X) ◦ Diffm2,α2

b (X) ⊂ Diffm1+m2,α1+α2

b (X). Analogous
results hold for Diffm,αsc (X) = ρ−αDiffmsc(X).

Boundary spectrum. Let X be a manifold with boundary with boundary defining
function ρ, and let P ∈ ρ−αDiffmb (X). In a collar neighborhood [0, ε)ρ× ∂X of ∂X, we can
write

ραP =

m∑
j=0

(ρ∂ρ)
jPj(ρ), Pj ∈ C∞

(
[0, ε)ρ; Diffm−j(∂X)

)
.

The b-normal operator of P is then defined as

N(P ) = ρ−α
m∑
j=0

(ρ∂ρ)
jPj(0) ∈ ρ−αDiffmb,I([0,∞)ρ × ∂X);
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this is homogeneous of degree −α under dilations in ρ, hence the subscript ‘I’ (for ‘invari-
ant’). We further define its Mellin transformed normal operator family to be the holomor-
phic operator family

N̂(P, ξ) :=
m∑
j=0

ξjPj(0) ∈ Diffm(∂X)

We then set

specb(P ) := {ξ ∈ C : N̂(P, ξ) : C∞(∂X)→ C∞(∂X) is not invertible}.
When X is compact and P is an elliptic b-operator, then specb(P ) ⊂ C is discrete, and its
intersection with every strip on which Re ξ is bounded is finite.

Conormality. Let X be a manifold with boundary, and let ρ ∈ C∞(X) denote a
boundary defining function. For α ∈ R, we define the space

Aα(X) ⊂ C∞(X◦)

of conormal functions (with weight α) to consist of all smooth functions u on X◦ so that
ρ−αPu ∈ L∞loc(X) for all P ∈ Diffb(X).

Next, recall that an index set is a subset E ⊂ C× N0 so that for all C ∈ R only finitely
many (z, k) ∈ E have Re z ≤ C, and (z, k) ∈ E implies (z+ 1, k) ∈ E and also (z, k− 1) ∈ E
in case k ≥ 1. The space AEphg(X) of E-smooth functions (or polyhomogeneous functions

(with index set E)) consists of all u ∈ Aα(X) (where α < min(z,k)∈E Re z) so that there
exist u(z,k) ∈ C∞(∂X), (z, k) ∈ E , so that in a collar neighborhood [0, 1)ρ × ∂X of ∂X and
for a cutoff function χ ∈ C∞c ([0, 1)ρ) which is identically 1 near 0 one has

u− χ(ρ)
∑

(z,k)∈E
Re z≤C

ρz(log ρ)ku(z,k) ∈ AC(X)

for all C. We set
(z, k) := {(z + j, l) : j ∈ N0, 0 ≤ l ≤ k},

and shall moreover write (z, ∗) for an (unspecified) index set contained in (z + N0) × N0.

In particular, A(α,0)
phg (X) = ραC∞(X) and A(α,k)

phg (X) =
∑k

j=0 ρ
α(log ρ)jC∞(X).

Suppose next that X is a manifold with corners. Then for weight families α : M1(X)→
R, the space Aα(X) is defined analogously to before in the case that X is a manifold with
boundary. Given a collection H ⊂M1(X) of boundary hypersurfaces, write ρ̃ =

∏
H∈H ρH

for the product of their defining functions; then for δ ≥ 0 we set

AαH,δ(X) = {u ∈ C∞(X◦) : Pu ∈ ρ−αρ̃−δmL∞loc(X) ∀P ∈ Diffmb (X), m ∈ N0}.
Let next E = (EH)H∈M1(X) where EH ⊂ C×N0 is an index set for all H ∈M1(X), and let

αH < min(z,k)∈EH Re z; then AEphg(X) consists of all u ∈ Aα(X) (where α = (αH)H∈M1(X))

so that, in a collar neighborhood [0, 1)ρH ×H of H ∈M1(X),

u−
∑

(z,k)∈EH
Re z≤C

ρzH(log ρH)kuH,(z,k) ∈ Aα
′(C)(X) (A.1)

for all C where α′(C)H = C and α′(C)H′ = αH′ for H ′ 6= H; here uH,(z,k) ∈ Aα
H

(H) where

(αH)H′ = αH′ for all H ′ ∈ M1(X) with H ′ 6= H, H ′ ∩H 6= ∅. See again [Mel96], and also
[Maz91, §2A], [Mel92].
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Sobolev spaces. Associated with Vb(X) are weighted b-Sobolev spaces. Suppose first
X is compact. Fixing a weighted b-density to define L2(X), one defines

Hm
b (X) = {u ∈ L2(X) : Pu ∈ L2(X) ∀P ∈ Diffmb (X)}, m ∈ N0,

and then Hm,α
b (X) = ραHm

b (X) = {ραu : u ∈ Hm
b (X)}. This can be given the structure of

a Hilbert space, with squared norm ‖u‖2
Hm,α

b (X)
=
∑

j ‖Pju‖2L2(X) where {Pj} ⊂ Diffm,αb (X)

is a finite subset spanning Diffm,αb (X) over C∞(X). For arbitrary m ∈ R, these spaces can
be defined using duality and interpolation. The spaces Hm,α

sc (X) are defined analogously.
When E is a vector bundle, one can define Hm,α

b (X;E) to consist of E-valued distributions
which, upon multiplication with a smooth cutoff on whose support E is trivialized, are
(rankE)-tuples of elements of Hm,α

b (X).

For general X and a choice of weighted b-density, we can define the spaces Hm
b,loc(X)

(distributions u so that χu ∈ Hm
b when χ ∈ C∞c (X) is a cutoff to a coordinate chart) and

Hm
b,c(X) ⊂ Hm

b,loc(X) (compactly supported elements). Suppose U ⊂ X is a precompact
open subset; then the space

Ḣm
b (U) := {u ∈ Hm

b,loc(X) : suppu ⊂ U} (A.2a)

can be given the structure of a Hilbert space; indeed, as the squared norm of u one can take
the sum of squared L2(U)-norms of up to m derivatives of u along a fixed finite spanning
set of smooth b-vector fields near U . The space

H̄m
b (U) := {ũ|U : ũ ∈ Hm

b,loc(X)} (A.2b)

is given the quotient topology via H̄m
b (U) = Hm

b,loc(X)/Ḣm
b (X \ U). When X is compact,

this endows H̄m
b (U) with the structure of a Hilbert space. (Only the compactness of U

is required for this, as one can then replace X in this discussion by a compact manifold
with corners containing U in its topological interior.) Elements of Ḣm

b (U), resp. H̄m
b (U)

are called supported, resp. extendible distributions. We also encounter mixed versions of
such spaces: suppose f, g ∈ C∞(X) are such that df and dg are linearly independent on
{f = g = 0}. Set Ωf0,g0 := {f ≥ f0, g ≥ g0}, and suppose Ω−1,−1 is compact. Then

Hm
b (Ω0,0)•,− := {ũ|Ω−1,0 : ũ ∈ Ḣm

b (Ω−1,−1), supp ũ ⊂ Ω0,−1} (A.2c)

is a space of distributions with supported character at Ω0,0 ∩ {f = 0} and extendible
character at Ω0,0 ∩ {g = 0}. The dual spaces with respect to L2(X) are

(Ḣm
b (U))∗ = H̄−mb (U), (Hm

b (Ω0,0)•,−)∗ = H−mb (Ω0,0)−,•.

Weighted and vector bundle valued versions of these spaces are defined analogously.

Symbols. Given a vector bundle E → X, we shall write

Pm(E), resp. P [m](E) ⊂ C∞(E) (A.3)

for the subspace of smooth functions which are, on each fiber E|x, polynomials, resp.
homogeneous polynomials, of degree m. The space of symbols of order m is the space

Sm(E) := A−m(Ē)

where Ē is the fiber-radial compactification, and the weight refers to fiber infinity SE ⊂ Ē.
In a local trivialization U×Rk of E over Rn ∼= U ⊂ X, membership of a = a(x, e) in Sm(E)

is equivalent to the usual condition |∂αx ∂
β
e a(x, e)| ≤ CKαβ〈e〉m−|β| for x in a compact subset

K ⊂ Rn and all e ∈ Rk.
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For δ ≥ 0, the space
Sm1−δ,δ(E) := A−mSE,δ(E)

consists precisely of Hörmander type (ρ, δ) (with ρ = 1−δ) symbols on E. They arise in the
present paper for variable order symbols. For a bounded function m ∈ C∞(SE), called a
variable order function, denote by m̃ ∈ C∞(Ē) any bounded extension of m. Let ρ ∈ C∞(Ē)
be a defining function of SE. Then we set

Sm(E) := ρ−m̃
⋂
δ>0

S0
1−δ,δ(E).

Allowing for δ > 0 here implies that this definition is independent of the choice of exten-
sion m̃ and boundary defining function ρ (in essence since logarithmic factors arising from
differentiation of the weight are bounded by ρ−δ for all δ > 0).

Bounded geometry. We recall the basic notions from Shubin [Shu92], and refer the
reader to [ALN07, ALN04] for general results relating certain Lie algebras of vector fields
to manifolds of bounded geometry and pseudodifferential calculi. Let X be a smooth
manifold without boundary. A smooth Riemannian metric g on X is called a metric of
bounded geometry if the Riemann curvature tensor is uniformly bounded together with all
of its covariant derivatives, and the injectivity radius of (X, g) is positive. Equivalently,
one can cover X by coordinate charts φi : Ui → B2 ⊂ Rn (where BR is the ball of radius
R) with the following properties: all transition functions φi ◦ φ−1

j , as maps between open
subsets of Rn, are uniformly bounded together with all derivatives; there exists J < ∞ so
that the intersection of more than J pairwise distinct elements of {Ui} is empty; and the
unions of all φ−1

i (B1) still cover X. A smooth manifold equipped with such a covering is
called a manifold of bounded geometry.

A vector bundle of bounded geometry is a smooth vector bundle E → X which admits
trivializations over the Ui whose transition functions are uniformly bounded; similarly for
fiber bundles of bounded geometry. Important examples are E = TX, T ∗X. One can
then define uniform symbol spaces Ssuni(E) (and also variable order versions Ss

uni(E) for
s ∈ C∞uni(SE), which we shall not discuss explicitly here).

Given a ∈ Ssuni(T
∗X), we can define its quantization Opuni(a) as follows: pick χ, χ̃ ∈

C∞c (B2) so that χ = 1 on B1 and χ̃ = 1 on suppχ, and set Ξ =
∑

i φ
∗
iχ ∈ C∞uni(X) and

χi := (φ∗iχ)/Ξ, χ̃i = φ∗i χ̃. Then

Opuni(a) :=
∑
i

φ∗i Op
(
χ̃i(φ

−1
i )∗(χia)

)
(φi)∗, (A.4)

where (Op(b)u)(x) = (2π)−n
∫
ei(x−y)·ξb(x, ξ)u(y) dξ dy is the standard (left) quantization

on Rn. One then defines the space of uniform pseudodifferential operators as

Ψs
uni(X) := Opuni(S

s
uni(T

∗X)) + Ψ−∞uni (X)

where Ψ−∞uni (X) consists of all operators whose Schwartz kernels lie in C∞uni(X × X) and
have support in a bounded neighborhood of the diagonal. The principal symbol of A =
Opuni(a) +R, where a ∈ Ssuni(T

∗X) and R ∈ Ψ−∞uni (X), is defined as the equivalence class

σsuni(A) := [a] ∈ Ssuni(T
∗X)/Ss−1

uni (T ∗X).

One can also consider quantizations of Hörmander type symbols a ∈ Ss1−δ,δ,uni(T
∗X) when

δ ∈ (0, 1
2); the principal symbol is then well-defined modulo Ss−1+2δ

uni (T ∗X). Another variant
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concerns operators A = Opuni(a) with a ∈ Ss
uni(T

∗X) having variable order s ∈ C∞uni(S
∗X);

in this case the principal symbol lies in Ss
uni(T

∗X)/
⋂
δ∈(0, 1

2
) S

s−1+2δ
uni (T ∗X).

Uniform Sobolev spaces are defined to consist of all distributions with finite squared norm

‖u‖2Hs
uni(X) :=

∑
i

‖(φ−1
i )∗(χiu)‖2Hs(Rn).

One can also consider weighted uniform Sobolev spaces, where the admissible weights are
positive functions w ∈ C∞(X) so that with wi := (φ−1

i )∗w ∈ C∞(B2) the ratio supwi/ inf wi
is uniformly bounded, and wi/ inf wi is uniformly bounded in C∞(B2). Then

‖u‖2Hs,w
uni (X) :=

∑
i

‖w−1
i (φ−1

i )∗(χiu)‖2Hs(Rn).

If one replaces wi here by inf wi or supwi, one obtains an equivalent norm. Furthermore,
one can define uniform Sobolev spaces with variable differential order s ∈ C∞uni(S

∗X) in the
same fashion, with the local Sobolev norms now being the variable order norms Hsi(Rn)
where si interpolates between (φ−1

i )∗s over B2 and a fixed constant far away, in such a way
that the si are uniformly bounded in C∞(S∗Rn); see [Vas18] for a detailed treatment of
variable order spaces.

Uniform ps.d.o.s act boundedly between (weighted) uniform Sobolev spaces. One can
also define classes Ψs,w

uni (X) of weighted uniform ps.d.o.s via simple modifications of the

above definitions; in particular, Ψ−∞,wuni (X) consists of operators with Schwartz kernels
supported in a bounded neighborhood of the diagonal and of class (π∗w)−1C∞uni(X × X)
where π : X ×X → X is the projection to the left (or right) factor.

Appendix B. Perturbations of the trapped set; proof of Proposition 3.26

Let Ŷ be a smooth manifold, and let ε0 > 0. On Y := [0, ε0]ε × It × Ŷ , we write

Vse(Y ) := {V = (Vε)ε∈(0,ε0] : Vε = aεε∂t +Wε,

with aε ∈ C∞(I × Y ), Wε ∈ C∞(I × Y ;T (I × Y )) uniformly bounded}.

We furthermore define Ckse(Y ) to consist of all functions on (0, ε0] × I × Ŷ which remain

uniformly bounded (in ε) over every fixed compact subset of I × Ŷ upon application of any
finite number of elements of Vse. We shall write εαCkseVse(Y ) for the space of locally finite
linear combinations of products εαfV where f ∈ Ckse(Y ) and V ∈ Vse(Y ).

We shall deduce Proposition 3.26 from the following general result.

Theorem B.1 (Extensions of stable and unstable manifolds: general result). Let X̂ be a

smooth manifold, and suppose we are given the following data on X̂ :

(V̂ .1) a smooth vector field V̂ ∈ V(X̂ ) = C∞(X̂ ;T X̂ );

(V̂ .2) a compact 2-codimensional subset Γ̂ ⊂ X̂ which is invariant under the V̂ -flow,
and which is r-normally hyperbolic for all r ∈ N (see below) with 1-codimensional

orientable local C∞ unstable and stable manifolds Γ̂u and Γ̂s ⊂ X̂ , respectively.

Shrink X̂ so that it is given by a neighborhood

X̂ = Γ̂× (−2δ0, 2δ0)u × (−2δ0, 2δ0)s
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of Γ̂ in such a way that Γ̂u = {s = 0} and Γ̂s = {u = 0}.27 Let −∞ < t0 < t1 < ∞,
I = (t0 − δ, t1 + δ) for some δ > 0, and define the space

X := [0, ε0]ε × It × X̂ .

Let k ∈ N ∪ {∞}. Suppose we are given V ∈ C0
seVse(X ) so that

(V ) for some α > 0, we have V − (V̂ + ε∂t) ∈ εαCkseVse(X ).

Then, upon shrinking ε0 > 0 if necessary, there exist functions ϕu, ϕs on X with

ϕu − s, ϕs − u ∈ εαCkse(X ), ∂s(ϕ
u − s) = 0 = ∂u(ϕs − u), (B.1)

so that in a neighborhood of [0, ε0]ε × [t0, t1] × Γ̂ in X , the vector field V is tangent to
Γu := (ϕu)−1(0) and Γs := (ϕs)−1(0).

The second condition in (B.1) means that Γ• is a graph over [0, ε0]ε×It× Γ̂• of a function
of class εαCkse, for • = u, s.

Remark B.2 (Generalizations). The case codim Γ̂ = 2 is the case of interest in this paper.
The case of higher codimensions can be treated with the same methods; we leave this to
the interested reader. Furthermore, the existence of the (un)stable manifolds Γ̂s/u follows
from the r-normal hyperbolicity for every r, as shown in [HPS77, Theorem (4.1)]. We make
the orientability assumption for convenience here; the result remains true (with minor
modifications to the proof) without it.

Remark B.3 (Fast time). If one introduces the fast time t̂ = t−t0
ε , then the ε-level set of X

is (−ε−1, (t1 − t0 + 2)ε−1) × X̂ ⊂ Rt̂ × X̂ =: M̂, and condition (V ) means that V equals

∂t̂ + V̂ up to O(εα) correction terms (with regularity in ε−1∂t̂ and X̂ ). The unperturbed

vector field ∂t̂ + V̂ is tangent to Rt̂× Γ̂u = {s = 0}. The conclusion of Theorem B.1 is thus

that one can construct Γu close to Rt̂ × Γ̂u also for perturbations V of this vector field on
long time scales ∼ ε−1.

Remark B.4 (Higher regularity). The regularity (B.1) means the uniform boundedness (in
ε) of the supremum norm up to k derivatives of ε−α(ϕu − s) along a fixed spanning set

of ‘se-vector fields’ ε∂t, V(X̂ ). If instead we require ‘s-regularity’ of V − (V̂ + ε∂t), i.e.

regularity of the coefficients under application of ‘s-vector fields’ ∂t, V(X̂ ), then also ϕu

and ϕs have the matching amount of s-regularity; in the proof, this requires modifying the

Lipschitz constant (B.7) to use the temporal distance |t− t′| instead of |t−t
′|

ε .

We recall the notion of r-normal hyperbolicity [HPS77]: there exists a constant T0 > 0
so that for the time T0 flow

f̂ = eT0V̂ (B.2)

of V̂ , the following holds. Set N̂• := TΓ̂Γ̂•/T Γ̂ for • = u, s, and write

Γ̂pf̂ := Dpf̂ |TpΓ̂, N̂•p f̂ := Dpf̂ |N̂•p (• = u, s).

For a linear map A between normed vector spaces, we set m(A) = inf‖x‖=1 ‖Ax‖ (so

m(A) = ‖A−1‖−1 when A is invertible). Then there exist positive definite fiber inner

27Therefore, u is a coordinate along Γ̂u, while s is a defining function of Γ̂u.
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products on T Γ̂, N̂u, and N̂ s so that for all p ∈ Γ̂ and 0 ≤ k ≤ r,

m(N̂u
p f̂) > ‖Γ̂pf̂‖k, ‖N̂ s

pf̂‖ < m(Γ̂pf̂)k; (B.3)

(The conditions (B.3) amount to the immediate relative r-normal hyperbolicity of eT V̂ ; they

follow from the eventual relative r-normal hyperbolicity of the time 1 flow eV̂ by taking T0

sufficiently large. The latter is the notion used in the subextremal Kerr context in [Dya15,
Assumption (8)] and [WZ11, (1.6)].)

Proof of Proposition 3.26, given Theorem B.1. Let Û ⊂ X̂◦b be a precompact open set con-

taining the projection to the base of Γ̂ (which is compact). Set X̂ = S∗ÛM̂
◦
b ∩ ∂Σ̂+

b .

We fix a fiber bundle isomorphism S∗ÛM̂
◦
b = Û × S3 via polar coordinates in the fibers

corresponding to the fiber-linear coordinates −σ, ξ induced by the coordinates t̂, x̂; and
then X̂ ∼= Û × S2 ⊂ Û × S3. Working locally near ∂Γ̂+

b , we set ρ∞ = σ−1 and set

V̂ := (ρ∞HĜb
t̂)−1ρ∞HĜb

− ∂t̂. While a priori this is a vector field on S∗M̂◦b , it annihi-

lates t̂ and thus restricts to a vector field on S∗
X̂◦b
M̂◦b which is moreover tangent to ∂Σ̂+

b ;

therefore, V̂ ∈ V(X̂ ).

Set Ũ = [0, ε0]ε × It × U . The coordinates −σ, ξ also induce an identification seS∗
Ũ
M̃ ∼=

[0, ε0]ε × I × (Û × S3). Since on this set ε2G̃ε is a fiber-wise nondegenerate quadratic

function with C∞ + εαCkse regularity in the base, we can write seS∗
Ũ
M̃ ∩ ∂Σ̃+ as the normal

graph over X̃ = [0, ε0]ε × It × X̂ of a function Φ̃ of class εαCkse([0, ε0] × It × Û). To prove

this, pick local coordinates z ∈ R5, w ∈ R on S∗ÛM̂
◦
b near ∂Σ̂+

b so that Ĝb = w. Then

X̃ ⊂ [0, ε0]ε × It × S∗ÛM̂
◦
b is given by w = 0 in the coordinates ε, t, z, w. Write ρ2

∞ε
2G̃ =

ρ2
∞Ĝb+εαH̃0 where H̃0 ∈ Ckse (i.e. uniform L∞ bounds for up to k differentiations along ε∂t,

∂z, ∂w). The function Φ̃ = εαΦ̃0(ε, t, z) then must satisfy Φ̃0 + H̃0(ε, t, z, εαΦ̃0) = 0 which
one can solve (parametrically in ε, t, z) using the contraction mapping principle (using that

k ≥ 1). The Ckse-regularity of Φ̃0 for k ≥ 2 is then inherited from that of H̃0, as follows

by direct differentiation of this equation. We now define V := Φ̃∗(ρ∞Hε2G̃
), which is of

regularity C∞ + εαCk−1
se . (See [Hin21b, Lemma 4.6] for a similar construction.)

The r-normal hyperbolicity of V̂ for every r was proved in [Dya15, Propositions 3.6 and
3.7]. Applying Theorem B.1 produces functions which we now denote ϕ̃u, ϕ̃s and which

satisfy ϕ̃u − s, ϕ̃s − u ∈ εαCkse([0, ε0]ε × It × X̂ ). We push these forward along Φ̃ to get the

desired functions on seS∗M̃ near ∂Γ+ ∩ t−1([t0, t1]).

Since ρ∞Hε2G̃
ϕ̃u = 0 on the set (ϕ̃u)−1(0) it suffices for obtaining (3.39) to observe that

the function ϕ̃u vanishes simply for small ε ≥ 0. The argument for ϕ̃s is analogous. Finally,
the positivity of w̃s/u on U follows from that of ws/u when U is sufficiently small. �

In the remainder of this section, we prove Theorem B.1. We only explain the construction

of Γ̃u; the construction of Γ̃s then follows by working with −V̂,−Ṽ ,−t in place of V̂, Ṽ , t.

Step 1. Modification of V in t < t0; new setup. For notational simplicity, we work
with I = (t0−1, t1 +1) (i.e. δ = 1 in the statement of Theorem B.1). Fix a smooth function
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χ ∈ C∞(R) with χ(t) = 1 for t < t0 − 1
2 and χ(t) = 0 for t > t0 − 1

4 . Consider then on

[0, ε0]× (−∞, t1 + 1)× X̂ the vector field

V ′′ := χ(V̂ + ε∂t) + (1− χ)V.

This vector field still satisfies (V ); but in t < t0− 1
2 where it equals V̂ + ε∂t, it is tangent to

Γ̃u
0 = s−1(0) = [0, ε0]ε × Rt × Γ̂u.

By shrinking δ0, ε0 > 0, we may assume that ε−1V ′′t has a positive lower bound on [0, ε0]×
(−∞, t+ + 1)× X̂ (since this equals 1 at ε = 0); and then we may set

V ′ :=
1

ε−1V ′t
V ′′,

which also satisfies (V ).

Let T0 be as in (B.2)–(B.3), and shrink ε0 > 0 further so that ε0T0 < 1. The idea is

to construct the set Γ̃u as (a subset of) the flow-out under V ′ of Γ̃u
germ := (Γ̃u

0 ∩ {t0 − 2 <

t < t0 − 1}) ∪ ({0} × (t0 − 2, t1 + 1) × Γ̂u). In terms of the map f ′ := eT0V ′ , we can

equivalently define Γ̃u as the intersection of {t0 − 1
2 < t < t1 + 1

2} with
⋃
n≥0 f

′n(Γ̃u
germ)

where f ′n = f ′ ◦f ′ ◦· · ·◦f ′ (with its maximal domain of definition). Carefully note however
that in order to cover a unit time interval at the parameter value ε, one needs to iterate
f on the order of ε−1 many times.28 We shall thus instead use ideas from [HPS77] and

construct Γ̃u using a graph transform involving f .

To set this up, we now rename V ′ as V . Shifting and scaling ε, t, V̂ , and V , and giving
ourselves some room for notational convenience, we assume that

V = V̂ + ε∂t for t < 0; ε−1V t = 1 on X := [0, ε0]ε × [−2, 2]t × X̂ . (B.4)

Moreover, we assume that f̂ = eV̂ satisfies the assumptions (B.3) of immediate relative
r-normal hyperbolicity for any fixed r ≥ 1; and we set f = eV .

For δ < min(δ0, ε0), write

Γ̂u(δ) := Γ̂× [−δ, δ]u, Γu(δ) = [0, δ]ε × [−1, 1]t × Γ̂u(δ).

We shall write points in Γ̂u(δ) as x̂u = (x̂, u) ∈ Γ̂u(δ). We shall construct Γ̃u as the image
of a section

σ : Γu(δ)→ S(δ) := Γu(δ)× [−δ, δ], σ(ε, t, x̂u) = (ε, t, x̂u, σ̆(ε, t, x̂u)),

σ̆|ε=0 = 0, σ̆|t≤0 = 0.
(B.5)

We will then set ϕ̃u(ε, t, x̂, u, s) := s− σ̆(ε, t, x̂, u), which inherits the regularity from σ̆.

We introduce the notation

π̂u : X̂ 3 (x̂, u, s) 7→ (x̂, u) ∈ Γ̂u(δ), πu : (ε, t, x̂, u, s) 7→ (ε, t, π̂u(x̂, u, s)) ∈ Γu(δ).

Step 2. Constructing a continuous section σ. We shall find σ in (B.5) in the space

Σ(δ) =
{

sections σ : Γu(δ)→ S(δ) : |σ̆(ε, t, x̂u)| ≤ CΣε
αH(t), Lε,(t,x̂u)(σ̆) ≤ CΣε

αH(t)
}

;
(B.6)

28Without any structural assumptions on the V̂ -flow, already much fewer iterations would typically

already produce unit size deviations from Γ̃u
0 : for example, if V is C1 in ε, then this typically happens after

∼ log ε−1 many iterations.
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here H is the Heaviside function. We extend σ̆ by 0 to t < 0, and thus σ(ε, t, x̂u) =
(ε, t, x̂u, 0) for t < 0. In (B.6), the (large) constant CΣ will be chosen in the course of the
proof (and then our argument works for all sufficiently small δ > 0), and we use the local
Lipschitz constant

Lε,(t,x̂u)(σ̆) := lim sup
(t′,ŷu)→(t,x̂u)

|σ̆(ε, t, x̂u)− σ̆(ε, t′, ŷu)|
dε((t, x̂u), (t′, ŷu))

,

dε((t, x̂
u), (t′, ŷu)) :=

|t− t′|
ε

+ d(x̂u, ŷu),

(B.7)

with the Riemannian distance function d on Γ̂u (given by the definition of r-normal hyper-
bolicity) being used to define d(x̂u, ŷu). Equipped with the supremum norm of σ̆, the space
Σ(δ) is complete. (The choice of space (B.6) is the main difference between the present
proof and [Hin21b].) The strategy is to iterate the graph transform

Σ(δ) 3 σ 7→ f]σ := fσg,

where g is a right inverse of πufσ. (Thus, the image of the section f]σ is equal to f applied
to the image of σ.) We shall show that this map is well-defined and defines a contraction
on Σ(δ).

Step 2.1. Control of g. This closely follows analogous arguments in [HPS77, Hin21b],

and hence we shall omit some details. We first work near a point x̂ ∈ Γ̂. We flatten out
Γ̂ inside of Γ̂u by introducing a map hx̂ : Tx̂Γ̂u → Tx̂Γ̂u, vanishing quadratically at 0, for

which the equality of Riemannian exponential maps expΓ̂
x̂(v̂) = expΓ̂u

x̂ (v̂ + hx̂(v̂)) holds for

all sufficiently small v̂ ∈ Tx̂Γ̂. For small v̂u ∈ Tx̂Γ̂u = Tx̂Γ̂⊕R, we then define charts for Γ̂u

and X̂ by

χ̂x̂(v̂u) := expΓ̂u

x̂

(
v̂u + hx̂(v̂u)

)
, êx̂(v̂u, s) := (χ̂x̂(v̂u), s)

We express f̂ in such local charts as

f̂x̂ := ê−1

f̂(x̂)
f̂ êx̂ : Tx̂Γ̂u ⊕ R→ Tf̂(x̂)Γ̂

u ⊕ R,

f̂x̂ = Dx̂f̂ + r̂x̂, Dx̂f̂ =

(
Γ̂x̂f̂ ⊕ N̂u

x̂ f̂ 0

0 N̂ s
x̂f̂

)
, r̂x̂ = O(|v̂u|2 + s2).

(B.8)

For later use, we note that since f̂ preserves Γ̂u, the s-component of r̂x̂(v̂u, 0) equals 0.

We extend the above charts to charts of Γu(δ) and X via

χx̂(ε, t, v̂u) =
(
ε, t, χ̂x̂(v̂u)

)
, ex̂(ε, t, v̂u, s) =

(
ε, t, êx̂(v̂u, s)

)
,

and then define the local coordinate representation of f as fx̂ := e−1

f̂(x̂)
fex̂. By (B.4) and

assumption (V ), we then have (writing f̂x̂ also for the product of the identity map on

[0, δ]ε × [−2, 2]t with f̂x̂)

fx̂− f̂x̂ : (ε, t, v̂u, s) 7→
(
0, ε, f̃x̂(ε, t, v̂u, s)

)
, f̃x̂ ∈ εαCkse([0, δ]ε× [−2, 3

2 ]t×Tx̂Γ̂u×Rs); (B.9)

here f̃x̂ takes values in Tf̂(x̂)Γ̂
u ⊕ R and vanishes for t < −ε. We shrink the t-interval from

[−2, 2] to [−2, 3
2 ] here since f increases t by the amount ε ≤ δ, and we require δ < 1

2 .
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Given σ ∈ Σ(δ), define similarly σx̂ := e−1
x̂ σχx̂ : [0, δ]ε × [−1, 1]t × Tx̂Γ̂u → [0, δ]ε ×

[−1, 1]t × Tf̂(x̂)Γ̂
u, which is thus given by

σx̂(ε, t, v̂u) =
(
ε, t, σ̆x̂(ε, t, v̂u)

)
, σ̆x̂(ε, t, v̂u) = σ̆

(
ε, t, χ̂x̂(v̂u)

)
;

here σ̆x̂ satisfies the bounds (B.6) albeit with an additional factor of 1 +O(δ) on the right

to account for the varying nature of the metric on Γ̂u. Then the local chart representation
of πufσ is

χ−1

f̂(x̂)
πufσχx̂ = πu ◦ e−1

f̂(x̂)
fex̂ ◦ e−1

x̂ σχx̂ = πufx̂σx̂ :

(ε, t, v̂u) 7→ πu
(
fx̂(ε, t, v̂u, σ̆x̂(ε, t, v̂u)

)
=
(
ε, t, π̂uf̂x̂

(
v̂u, σ̆x̂(ε, t, v̂u)

))
+
(

0, ε, π̂uf̃x̂
(
ε, t, v̂u, σ̆x̂(ε, t, v̂u)

))
.

(B.10)

Step 2.1.1. Local injectivity. For δ0 > 0, write Tx̂Γ̂(δ0) for the open δ0-ball around

0 ∈ Tx̂Γ̂; define N̂u
x̂ (δ0) analogously. We first claim that if δ0 > 0 is sufficiently small, then

χ−1

f̂(x̂)
πufσχx̂ is injective on [0, δ0]ε × [−1, 1]t ×

(
Tx̂Γ̂(δ0)⊕ N̂u

x̂ (δ0)
)
. (B.11)

Note first that this map takes ε 7→ ε and t 7→ t + ε, so two points can only have the same
image if their ε- and t-values agree. Set

¯
µ := m(Γ̂x̂f̂) > 0;

for ε ∈ [0, δ0], t ∈ [−1, 1] then, we estimate using (B.8) and (B.10) and the O(εα) bound on
the Lipschitz constant of σ̆:

d
(
πufx̂(ε, t, v̂u, σ̆x̂(ε, t, v̂u)), πufx̂(ε, t, ŵu, σ̆x̂(ε, t, ŵu))

)
≥ |Dx̂f̂(v̂u − ŵu)| −

∣∣r̂x̂(v̂u, σ̆x̂(ε, t, v̂u)
)
− r̂x̂

(
ŵu, σ̆x̂(ε, t, ŵu)

)∣∣
−
∣∣π̂uf̃x̂

(
ε, t, v̂u, σ̆x̂(ε, t, v̂u)

)
− π̂uf̃x̂

(
ε, t, ŵu, σ̆x̂(ε, t, ŵu)

)∣∣
≥
(
¯
µ− Cr̂δ0(1 +O(εα))− Cf̃O(εα)

)
(1− Cδ0)|v̂u − ŵu|

≥ (
¯
µ− o(1))|v̂u − ŵu|, δ0 → 0. (B.12)

Here Cr̂ controls the C2 norm of r̂x̂, and Cf̃ the C1 norm of ε−αf̃x̂ in v̂u, s; moreover, the

factor 1 − Cδ0 accounts for the difference between the norm in Tx̂Γ̂u and the Riemannian
distance function on Γ̂u. This gives (B.11).

Step 2.1.2. Coverage of the range. Let now

0 < µ <
¯
µ = m(Γ̂x̂f̂), 1 < λ < m(Γ̂u

x̂f̂), 0 < ω < 1, λω > 1. (B.13)

We then claim that for sufficiently small δ ≤ δ0

[0, δ]ε × [−1, 1]t ×
(
Tf̂(x̂)Γ̂(µωδ)⊕ N̂u

f̂(x̂)
(λωδ)

)
⊂ χ−1

f̂(x̂)
πufσχx̂

(
[0, δ]ε × [−2, 1]t ×

(
Tx̂Γ̂(ωδ)⊕ N̂u

x̂ (ωδ)
))
.

(B.14)

To prove this, we need to show (recalling (B.10)) that given a point (ε, t, ŵu), ŵu = (ŵ, u′),
in the space on the left one can solve

Dx̂f̂(v̂u) + q̂x̂(ε, t− ε, v̂u) = ŵu,
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q̂x̂(ε, t− ε, v̂u) := r̂x̂
(
v̂u, σ̆x̂(ε, t− ε, v̂u)

)
+ π̂uf̃x̂

(
ε, t− ε, v̂u, σ̆x̂(ε, t− ε, v̂u)

)
,

for v̂u = (v̂, u). This is accomplished via a fixed point argument using the map

v̂u 7→ (Dx̂f̂)−1
(
ŵu − q̂x̂(ε, t− ε, v̂u)

)
, (B.15)

which, due to the choices (B.13), is easily seen to be a contraction on Tx̂Γ̂(ωδ) ⊕ N̂u
x̂ (ωδ)

when δ in (B.14) is sufficiently small.

In combination with (B.11), the statement (B.14) implies, upon shrinking δ even further
if necessary, that one can define a right inverse g of πufσ as a map (recalling (B.5))

g : S(δ)→ [0, δ]ε × [−1, 1]t ×
⋃
x̂∈Γ̂

χ̂x̂
(
Tx̂Γ(ωδ)⊕ N̂u

x̂ (ωδ)
)
.

The estimate (B.12) and the characterization of g(ε, t, χ̂x̂(v̂, u)) as the fixed point of (B.15)
furthermore implies, for x̂u, ŷu lying in a single chart, the bound

dε
(
g(ε, t, ŷu), g(ε, t′, x̂u)

)
≤ (

¯
µ−1 +o(1))|ŷu− x̂u|+(1+o(1))

|t− t′|
ε

, ε ≤ δ → 0; (B.16)

here, the O(εα) = o(1)-bound on the Lipschitz constant of σ̆x̂ in t enters.

Step 2.2. f] as a map on Σ(δ). Let σ ∈ Σ(δ), then f]σ = fσg : Γu(δ) → S(1) is well-
defined. Write πs for the projection onto the s-coordinate. We first claim that f]σ maps

into S(δ). This follows in the above local coordinates near x̂, f̂(x̂), and writing g(ε, t, ŵu) =:
(ε, t− ε, v̂u), from

|πsf]σ(ε, t, ŵu)| =
∣∣πsf

(
ε, t− ε, v̂u, σ̆(ε, t− ε, v̂u)

)∣∣
≤ |N̂ s

x̂f̂(σ̆(ε, t− ε, v̂u))|+
∣∣πsr̂x̂

(
v̂u, σ̆x̂(ε, t− ε, v̂u)

)∣∣
+
∣∣πsf̃x̂

(
ε, t− ε, v̂u, σ̆x̂(ε, t− ε, v̂u)

)∣∣
≤ ‖N̂ s

x̂f̂‖CΣε
αH(t− ε) + Cr̂δ · CΣε

αH(t− ε) + Cf̃ ε
αH(t). (B.17)

Here, we used πsr̂x̂(v̂u, 0) = 0 as well as the vanishing of f̃x̂(ε, t − ε, · · · ) for t − ε ≤ −ε.
Thus, if we choose CΣ so large that CΣ supΓ̂ ‖N̂

sf̂‖+ Cf̃ < CΣ, then for sufficiently small

δ, the expression (B.17) is bounded by CΣε
αH(t).

As for the Lipschitz constant, write v̂u = (v̂, u); similar considerations as for (B.17),
together with (B.16), then allow us to estimate

Lε,(t,ŵu)(π
sf]σ) ≤ Lε,(t−ε,v̂u)(π

sfσ)× Lε,(t,ŵu)(g)

≤
(
‖N̂ s

x̂f̂‖CΣε
αH(t− ε) + Cr̃δ · CΣε

αH(t− ε) + Cf̃ ε
αH(t)

)
×max(

¯
µ−1, 1)(1 + o(1))

≤ CΣε
αH(t),

where we use (B.3) for k = 0, 1.

Step 2.3. f] is a contraction. Recall that Σ(δ) is equipped with the (complete) sup norm

metric. Given σ, σ′ ∈ Σ(δ) and the right inverses g, g′ of πufσ, πufσ′ constructed above,
one easily obtains the pointwise bound |g − g′| ≤ o(1)|σ − σ′|, δ → 0 from the description
of g(ε, t, ŵu) as the fixed point of (B.15). Therefore, we have the pointwise bound

|πsf]σ−πsf]σ
′| ≤ |πsfσg−πsfσ′g|+ |πsfσ′g−πsfσ′g′| ≤ (‖N̂ sf̂‖+ o(1))|σ−σ′|, δ → 0,
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which by (B.3) for k = 0 is bounded by θ|σ − σ′| for some θ < 1 when δ is small enough.

The contraction mapping principle thus produces the desired section σ ∈ Σ(δ) with
f]σ = σ, with the bounds on σ̆ and its local Lipschitz constants given in (B.6).

Step 3. Higher regularity. Since the modification of the arguments in [Hin21b,
§2.3] (which follow [HPS77, §4]) to the present setting proceeds in a similar fashion as the
previous two steps of the proof, we shall be very brief.

Pointwise differentiability is proved by defining a graph transform analogous to f] on
sections over Γu(δ) of the bundle of Lipschitz jets of local sections of S(δ) which at their
respective base point of Γu(δ) agree with the already constructed invariant section σ. Using

the regularity of f under differentiations along ε∂t and vector fields on X̂ , this graph
transform preserves the space of sections of the closed subbundle of differentiable Lipschitz
jets (with uniform bounds for ε ∈ (0, δ]); and therefore the Lipschitz jets of the invariant
section σ are in fact differentiable.

Continuous differentiability is proved by showing, by analogous means, the existence of
a fixed point for a graph transform acting on continuous sections of a bundle of linear
maps, which end up being the local linear approximations of σ. Up to this point, only the
r-normal hyperbolicity for r = 1 and the C1

se-regularity of the vector field perturbation in
condition (V ) of Theorem B.1 are used.

Higher regularity is proved via induction in r similarly to [Hin21b, Step 6 in the proof
of Theorem 2.3]. We remark here that higher regularity of σ is clear for any fixed value
of ε > 0, since σ can be obtained by applying f a finite number of times (as explained in
Step 1). Thus, for proving r-fold differentiability, we may replace δ(1) := δ by a value δ(r);
but by applying f] a finite number of times (depending on the values of δ(r) and δ(1), and

utilizing the expanding nature of f̂ in the unstable directions), one can then recover the
r-fold differentiability of σ as a section of the fixed base Γu(δ). This completes the proof of
Theorem B.1.
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2020. doi:10.1016/j.matpur.2020.02.007.

[Kad24] Istvan Kadar. A scattering theory construction of dynamical solitons in 3d. Preprint,
arXiv:2403.13891, 2024.

[Ker63] Roy P. Kerr. Gravitational field of a spinning mass as an example of algebraically special
metrics. Physical Review Letters, 11(5):237, 1963.

https://doi.org/10.4171/JST/171
https://doi.org/10.2140/pmp.2021.2.71
https://doi.org/10.1007/s00220-021-04276-8
https://doi.org/10.1007/s00220-021-04276-8
https://people.math.ethz.ch/~hintzp/notes/micro.pdf
https://people.math.ethz.ch/~hintzp/notes/micro.pdf
https://doi.org/10.2140/apde.2015.8.1807
https://doi.org/10.2140/apde.2015.8.1807
https://doi.org/http://dx.doi.org/10.1093/imrn/rnv311
https://doi.org/10.4310/acta.2018.v220.n1.a1
https://doi.org/10.1007/s40818-020-0077-0
https://doi.org/10.5802/slsedp.90
https://doi.org/10.1016/j.matpur.2020.02.007


140 PETER HINTZ

[KS24a] Joachim Krieger and Tobias Schmid. Finite time blow up for the energy critical Zakharov
system I: approximate solutions. Preprint, arXiv:2407.19971, 2024.

[KS24b] Joachim Krieger and Tobias Schmid. Finite time blow up for the energy critical Zakharov
system II: exact solutions. Preprint, arXiv:2407.19972, 2024.

[LO24] Jonathan Luk and Sung-Jin Oh. Late time tail of waves on dynamic asymptotically flat space-
times of odd space dimensions. Preprint, arXiv:2404.02220, 2024.

[LS24] Shi-Zhuo Looi and Ethan Sussman. Asymptotics in all regimes for the Schrödinger equation
with time-independent coefficients. Preprint, arXiv:2407.20991, 2024.

[LX24] Shi-Zhuo Looi and Haoren Xiong. Asymptotic expansions for semilinear waves on asymptotically
flat spacetimes. Preprint, arXiv:2407.08997, 2024.

[Mar83] Jean-Alain Marck. Parallel-tetrad on null geodesics in Kerr–Newman space-time. Physics Let-
ters A, 97(4):140 – 142, 1983.

[Mar05] Yvan Martel. Asymptotic N -soliton-like solutions of the subcritical and critical generalized
Korteweg–de Vries equations. American Journal of Mathematics, 127(5):1103–1140, 2005. doi:
10.1353/ajm.2005.0033.

[Maz91] Rafe R. Mazzeo. Elliptic theory of differential edge operators I. Communications in Partial
Differential Equations, 16(10):1615–1664, 1991. doi:10.1080/03605309108820815.

[Mel92] Richard B. Melrose. Calculus of conormal distributions on manifolds with corners. International
Mathematics Research Notices, (3):51–61, 1992.

[Mel93] Richard B. Melrose. The Atiyah-Patodi-Singer index theorem, volume 4 of Research Notes in
Mathematics. A K Peters, Ltd., Wellesley, MA, 1993. doi:10.1016/0377-0257(93)80040-i.

[Mel94] Richard B. Melrose. Spectral and scattering theory for the Laplacian on asymptotically Eu-
clidian spaces. In Spectral and scattering theory (Sanda, 1992), volume 161 of Lecture Notes in
Pure and Appl. Math., pages 85–130. Dekker, New York, 1994.

[Mel96] Richard B. Melrose. Differential analysis on manifolds with corners. Book, in preparation, avail-
able online, 1996. URL: https://math.mit.edu/~rbm/daomwcf.ps.

[Mer90] Frank Merle. Construction of solutions with exactly k blow-up points for the Schrödinger equa-
tion with critical nonlinearity. Communications in Mathematical Physics, 129(2):223–240, Apr
1990. doi:10.1007/BF02096981.

[MM83] Richard B. Melrose and Gerardo Mendoza. Elliptic operators of totally characteristic type.
Mathematical Sciences Research Institute, 1983.

[MM06] Yvan Martel and Frank Merle. Multi-solitary waves for nonlinear Schrödinger equations. An-
nales de l’Institut Henri Poincaré C, 23(6):849–864, 2006.
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[MW04] Richard B. Melrose and Jared Wunsch. Propagation of singularities for the wave equation on
conic manifolds. Inventiones mathematicae, 156(2):235–299, 2004.

[MZ96] Richard B. Melrose and Maciej Zworski. Scattering metrics and geodesic flow at infinity. In-
ventiones Mathematicae, 124(1-3):389–436, 1996.

[Pen65] Roger Penrose. Zero rest-mass fields including gravitation: asymptotic behaviour. In Proceedings
of the Royal Society of London A: Mathematical, Physical and Engineering Sciences, volume
284, pages 159–203. The Royal Society, 1965.

https://doi.org/10.1353/ajm.2005.0033
https://doi.org/10.1353/ajm.2005.0033
https://doi.org/10.1080/03605309108820815
https://doi.org/10.1016/0377-0257(93)80040-i
https://math.mit.edu/~rbm/daomwcf.ps
https://doi.org/10.1007/BF02096981
https://doi.org/10.1007/s00205-016-1018-7
https://www.sciencedirect.com/science/article/pii/S002212361730246X
https://doi.org/https://doi.org/10.1016/j.jfa.2017.06.017
https://doi.org/https://doi.org/10.1016/j.jfa.2017.06.017
https://doi.org/10.1137/140960220
https://doi.org/10.1137/140960220


GLUING SMALL BLACK HOLES ALONG TIMELIKE GEODESICS II: UNIFORM ANALYSIS 141

[Pen73] Roger Penrose. Naked Singularities. Annals of the New York Academy of Sciences, 224(1):125–
134, 1973.

[See64] Robert T. Seeley. Extension of C∞ functions defined in a half space. Proceedings of the American
Mathematical Society, 15(4):625–626, 1964.

[Shu92] Mikhail A. Shubin. Spectral theory of elliptic operators on non-compact manifolds. Astérisque,
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