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1. Introduction

This paper establishes abstract convergence bounds for an Algebraic Multi-
grid Method (AMG) based on smoothed aggregation. The bounds are ob-
tained by invoking the general convergence theory of [6]. Our main result is
a bound on the condition number that grows only as a power of the number
of levels, and requires only a weak approximation property for the aggre-
gates, similar to the weak approximation condition in classical AMG in-
vestigations [9,22,28,37]. Our weak approximation condition can be easily
verified computationally, and we show that it holds for general unstructured
meshes and under natural assumptions on aggregates used to construct the
coarse levels. The emphasis of this paper is on the treatment of unstructured
meshes. Robustness of our form of the weak approximation condition with
respect to problem coefficients, degenerated meshes, etc, will be studied
elsewhere. Cf., [44] for the case of two-levels and jumps of Lamé coeffi-
cients in elasticity. The results of this paper appear to be the first bound
on the condition number for an Algebraic Multigrid Method, growing only
polynomially with the number of levels. Existing bounds are based on two-
level bounds, cf., e.g., [9,39], which in general result in convergence factors
of the form1 − 2−m, wherem is the number of levels [39]. This means
that for known analyses, the corresponding bound on the condition number
grows exponentially with the number of levels.

Unlike classical, geometrical multigrid, where the hierarchy of meshes
and the prolongation operators are defined from finite element spaces, the
AMG approach strives to build the hierarchy of coarse spaces, or, equiva-
lently, the prolongators, from matrix data only, making assumptions about
the underlying differential equation and its discretization [10,20,36,37] or
using additional geometrical information [12,13]. AMG methods based on
smoothed aggregation, introduced in [40,41] and further developed in [11,
24,42,43,46,44,45], have proved to be efficient tools for the solution of
symmetric, positive definite linear algebraic systems arising from finite el-
ement discretization of elliptic boundary value problems.

In our AMG method, we build the prolongation operators by first con-
structing atentative prolongatorusing an aggregation approach and the
knowledge of zero energy modes of the principal part of the differential
operator with natural boundary conditions (e.g., rigid body modes for elas-
ticity), thensmoothingits output by a carefully selected iteration. Our coars-
ening process is determined by the selection of aggregates, as opposed to
the selection of C-points in classical AMG [10,36,37]

The use of zero energy modes has become a recognized way to capture
the essence of the geometry, the differential operator, and the discretization,
needed to build an efficient iterative method. Zero energy modes are the
input of other widely used iterative methods [17–19,25,29,30,32,33]. For
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common discretizations of scalar elliptic problems, zero energy modes are
simply constant vectors, that is, multiples of a vector of all ones. In this
case, the use of zero energy modes is an assumption about the problem
rather than the use of geometrical information, and our prolongator becomes
disaggregation followed by smoothing. Prolongation by disaggregation only
(without smoothing) was advocated, e.g., in [3,5].

Our bounds are based on existing general regularity-free estimates for
multigridmethods. Since the first attempts to analyze AMG typemethods, it
was clear that the classical multigrid theory, which relies on elliptic regular-
ity [1,21,31]will not apply, because this theory requires the useof properties
of the underlying finite element spaces on all levels. The approach based ona
strengthened Cauchy inequality [1,4], or, equivalently, on the weak approx-
imation property [9,22,23,28], needs only assumptions that can be verified
computationally, but it gives convergence estimates for two-level methods
only. It is not guaranteed that the two-level convergence rate can bemade ar-
bitrarily small by increasing the number of smoothings steps [9], and simple
recursive estimates result in a convergence bound that approaches1 as a ge-
ometrical sequence [27]. Thismeans that the bound on the condition number
increases exponentially with the number of levels. A satisfactory multigrid
theory based on the weak approximation property was made possible by
reinterpreting multigrid as a Schwarz method [38] during the late eighties.
The abstract Schwarz methods have become a recognized framework for
analyzing a large class of iterative techniques in a unified manner. The early
convergence results for additive variants were developed and used for do-
main decomposition [2,14–16,26], hierarchical bases [47,48] and additive
multilevel preconditioners [8]. Based on an estimate for product methods
[7], the first regularity-free polynomial convergence bounds for variational
multigrid were established in [6], relying on amultilevel version of theweak
approximation condition and on other properties of nested finite element
discretizations. The bounds of the additive variants were then improved to
be independent of the number of levels by new techniques using advanced
approximation theory tools [34,35].

We use the classical multiplicative scheme of the multigrid method, in-
cluding block Gauss-Seidel smoothers. In in our implementation, paral-
lelism is then achieved by coloring. Cf., [34] for theoretical and [20] for
practical aspects of additive multigrid approaches.

Toapply theestimatesof [6] to aparticularmultigridmethod inastraight-
forward manner, one needs to establish that the discrete norms in the arti-
ficially constructed coarse spaces are uniformly equivalent to appropriately
scaledL2 norms, and establish the weak approximation property in those
norms.We have done this in [42] under additional (though quite reasonable)
assumptions on the supports of the coarse basis functions. Essentially, we
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had to assume that the basis functions in the coarse space hierarchy are asso-
ciated with a division of the domain into subdomains that behave much like
finite elements. Verifying these assumptions is difficult because the process
of building the coarse spaces is recursive and not easily predictable; all we
could say was that our coarsening algorithms were designed so that they
would tend to produce such a coarse space hierarchy, but this could not be
guaranteed.

Our present approach to the theory is to verify the assumptions of the
abstract theory from [6] by algebraic means, without reference to theL2

norm and assumptions on the supports of the coarse space shape functions.
We need to assume only a weak approximation property for the tentative
prolongators, rather than to work with the properties of the final prolongator
operators. Thus, the weak approximation property is easy to verify once the
aggregates are constructed. Our analysis requires that the mesh coarsening
ratio be3 rather than the more usual2. However, this is inherent in the
smoothed aggregationmethod, and leads to amethod which is very efficient
in practice [43].

The paper is organized as follows. The AMG algorithm is described
in Sect. 2. Section 3 contains our principal theoretical result, a multilevel
convergence proof using only a weak approximation property for aggre-
gations. In Sect. 4, we describe the construction of a tentative prolongator
from zero energy modes by aggregation, and formulate and prove the main
convergence theorem. Finally, Sect. 5 contains an example showing that the
assumptions of the theorem are satisfied for a finite element discretization
of a second order elliptic boundary value problem.

2. Description of the method

We are interested in solving the system of linear algebraic equations

Ax = b,(2.1)

whereA is a symmetric positive definite matrix. The smoothed aggregation
multigrid [43] can be viewed as a standard variational multigrid method
with prolongators of the formSlP

l
l+1, whereP

l
l+1 : R

nl+1 → R
nl , n1 ≡

ord(A) > n2 > . . . > nL is the full-ranktentative prolongatorandSl :
R

nl → R
nl is a prolongator smootherderived from the matrixAl. The

hierarchy of coarse level matrices is defined by

Al+1 = (SlP
l
l+1)

TAlSlP
l
l+1, A1 = A.(2.2)

The simplest example of a tentative prolongator will be given at the
end of this section. The construction of a tentative prolongator suitable for
solving general elliptic problems on unstructuredmeshes will be the subject
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of Sect. 4. Although we will carry out some convergence estimates for
general prolongator smoothersSl : R

nl → R
nl , the form ofSl we use is

Sl = I − 4
3λ̄M

l

M−1
l Al.(2.3)

Here,λ̄M
l ≥ (M−1

l Al),  denotes the spectral radius, and

Ml = (P 1
l )TP 1

l , P 1
l = P 1

2 . . . P l−1
l , P 1

1 = I.(2.4)

The mappingP 1
l : R

nl → R
n1 is calledcomposite tentative prolongator.

This particular choice of prolongator smoother will be justified by Re-
mark 3.1 and Lemma 3.4. The parameter4/3 in (2.3) on levell minimizes
the value of(M−1

l+1Al+1). In Lemma 3.4, we will show that we can take

λ̄M
l = 91−lλ̄,(2.5)

whereλ̄ is an available upper bound for(A).
One iterationx←MG(x,b) of the multigrid algorithm is as follows:

Algorithm 2.1 LetRl : R
nl → R

nl , l = 1, . . . , L− 1 be given smoothers
andν, γ > 0 be a given smoothing and cycle parameter, respectively. Set
MG = MG1, whereMGl(·, ·), l = 1, . . . , L− 1 is defined by:

Pre-smoothing: Performν iterations ofxl←(I −RlAl)xl + Rlbl.
Coarse grid correction:

– Setbl+1 = (SlP
l
l+1)

T(bl −Alxl),
– if l+1 = L, solveAl+1xl+1 = bl+1 by a direct method, otherwise set

xl+1 = 0 and performγ iterations ofxl+1 ←MGl+1(xl+1,bl+1),
– correct the solution on levell byxl←xl + SlP

l
l+1x

l+1.
Post-smoothing: Performν iterations ofxl←(I −RlAl)xl + Rlbl.

Example 2.2.For illustration, consider the simplest tentative prolongator
P l

l+1 for the 1D Laplace equation discretized on a mesh consisting ofn1 =
3L−1nL nodes:

P l
l+1 =




1 ·
1 ·
1 ·

1 ·
1 ·
1 ·
· · · ·
· · · ·
· · · ·
· 1
· 1
· 1




.(2.6)
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The columns ofP l
l+1 are0–1 vectors with disjoint nonzero structure. Each

column corresponds to disaggregation of oneR
nl+1 variable into threeRnl

variables,nl = 3nl+1. So,P l
l+1 can be thought of as a discrete piece-

wise constant interpolation. The composite tentative prolongatorP 1
l ≡

P 1
2 . . . P l−1

l is similar in structure toP l
l+1: each column corresponds to

disaggregation of oneRnl variable into3l−1
R

n1 variables. Note that (2.4)
yieldsMl = 3l−1I. Since thematrixA1 = A is tridiagonal, the choice (2.3)
of the prolongator smoother implies that the coarse level matricesAl, l =
2, . . . , L are tridiagonal as well.

In general,P l
l+1 has generalized block diagonal structure similar to (2.6)

with the blocks stretching over at most 6 columns, cf., Fig. 1 below. Then
Ml is block diagonal with block size at most6 × 6, so the application of
M−1

l is inexpensive.

3. Abstract convergence bounds

Define the smoothed composite prolongatorI1
l : R

nl → R
n1 by

I1
l = S1P

1
2 . . . Sl−1P

l−1
l , I1

1 = I,(3.1)

the hierarchy of coarse spacesVL ⊂ VL−1 ⊂ . . . ⊂ V1 byVl = Range I1
l ,

the norm onVl induced by theRnl−norm‖x‖Rnl = (xTx)1/2,

‖u‖l = min{‖x‖Rnl : u = I1
l x},(3.2)

and the associated inner product(u,v)l = (x,y)R
nl , u = I1

l x, v =
I1
l y, x,y ⊥ Ker I1

l . If I
1
l has full rank, we have simply‖I1

l x‖l = ‖x‖Rnl .
Note that from (2.2), it follows thatAl = (I1

l )TAI1
l , and

‖I1
l x‖A = ‖x‖Al

∀x ∈ R
nl ,(3.3)

maxu∈Vl

(‖u‖A

‖u‖l

)2
= maxx∈R

nl

(‖I1
l x‖A

‖x‖
R

nl

)2
= (Al).(3.4)

Remark 3.1.The preconditioning byM−1
l in (2.3) guarantees that the pro-

longator smootherSl posesses the following invariance property: IfP 1
l is

replaced byP 1
l D, whereD is a nonsingular matrix, thenI1

l becomesI1
l D

andM−1
l Al becomesD−1M−1

l AlD, henceSl becomesD−1SlD. Conse-
quently, the mapping inVl defined by the action ofSl via the isomorphism
I1
l , i.e., I

1
l x �→ I1

l Slx, does not depend on the specific choice ofP 1
l , but

only on Range P 1
l .

Our estimates are based on an abstract convergence result proved in [6].
Using (3.4), it can be written in our notation as follows:
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Lemma 3.2. ([6], Theorem 1). Assume there are linear mappingsQl :
V1 → Vl, Q1 = I and constantsc1, c2 > 0 such that

1. for all u ∈ V1 and every levell = 1, . . . , L

‖Qlu‖A ≤ c1‖u‖A.(3.5)

2. for all u ∈ V1 and every levell = 1, . . . , L− 1

‖(Ql −Ql+1)u‖l ≤ c2√
(Al)

‖u‖A.(3.6)

Further assume thatRl are symmetric positive definite matrices satisfying

λmin(I −RlAl) ≥ 0 and λmin(Rl) ≥ 1
c2R (Al)

(3.7)

with a constantcR > 0 independent of the level.
Then Algorithm 2.1 satisfies

‖x̂−MG(x,b)‖A ≤
(

1− 1
c0(L)

)
‖x̂− x‖A ∀x ∈ V1,

wherex̂ is the solution of (2.1), andc0(L) = (1+c1+c2cR)2(L−1). More-
over, the preconditionerP defined by the action ofMG(0, ·) is symmetric
with respect to(·, ·)Rn1 andcond(A,P ) ≤ c0(L).

The following lemma verifies assumptions (3.5), (3.6), of Lemma 3.2
from the properties ofSl andP 1

l rather thanI1
l . It does not assume the

specific form (2.3) of the prolongator smoother.

Lemma 3.3. Let for everyl = 1, . . . , L, λ̄M
l ≥ (M−1

l Al) and

Q̃l : V1 → R
nl , Q̃1 = I, Sl : R

nl → R
nl

be given linear operators. Assume that for someC1, C2, CM , CS > 0 and
all l = 1, . . . , L− 1,

‖P 1
l Q̃lu− P 1

l+1Q̃l+1u‖2Rn1 ≤ C2
1

λ̄M
l

‖u‖2A ∀u ∈ V1,(3.8)

cond(Ml) ≤ C2
M ,(3.9)

‖Sl‖Al
≤ 1,(3.10)

‖Slx‖2Rnl ≤ λ−1
min(Ml)‖P 1

l x‖2
Rn1 ∀x ∈ R

nl ,(3.11)

‖(I − Sl)x‖2Rnl ≤ C2
2

(Al)
‖x‖2Al

∀x ∈ R
nl ,(3.12)

(M−1
l ST

l AlSl) ≤ C2
Sλ̄

M
l .(3.13)
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Then, for everyu ∈ V1, the mappingsQl = I1
l Q̃l satisfy

‖Qlu‖A ≤ c1(l)‖u‖A, l = 1, . . . , L,(3.14)

with c1(l) = 1 + CSC1(l − 1), and

‖(Ql −Ql+1)u‖l ≤ c2(l)(Al)−1/2‖u‖A, l = 1, . . . , L− 1(3.15)

with c2(l) = C1CM + C2‖Ql‖A ≤ C1CM + C2c1(l).

Proof. First, for anyx ∈ R
nl ,

‖Slx‖Al
≤ CS

√
λ̄M

l ‖P 1
l x‖Rn1 .(3.16)

Indeed,

‖Slx‖2Al
= ‖SlM

−1/2
l M

1/2
l x‖2Al

≤ 
(
M

−1/2
l ST

l AlSlM
−1/2
l

)
‖M1/2

l x‖2
R

nl ,

where (M−1/2
l ST

l AlSlM
−1/2
l ) = (M−1

l ST
l AlSl) is bounded from

(3.13), and‖M1/2
l x‖Rnl = ‖P 1

l x‖Rn1 , sinceMl = (P 1
l )TP 1

l .
Let u ∈ V1. From the definitions ofI1

l ,Ql and the isometry (3.3),

‖Ql+1u‖A = ‖I1
l+1Q̃l+1u‖A = ‖I1

l SlP
l
l+1Q̃l+1u‖A = ‖SlP

l
l+1Q̃l+1‖Al

≤ ‖Sl(Q̃l − P l
l+1Q̃l+1)u‖Al

+ ‖SlQ̃lu‖Al
.

Using bound (3.16), assumptions (3.8), (3.10) and isometry (3.3), we get

‖Ql+1u‖A ≤ CS

√
λ̄M

l ‖P 1
l Q̃lu− P 1

l P
l
l+1Q̃l+1u‖Rn1 + ‖Q̃lu‖Al

≤ CSC1‖u‖A + ‖Qlu‖A.

Estimate (3.14) now follows by induction withQ1 = I.
To prove (3.15), we use assumptions (3.11), (3.12) and definitions (3.2),

and (3.1),

‖(Ql −Ql+1)u‖l ≤ ‖(Q̃l − SlP
l
l+1Q̃l+1)u‖Rnl

= ‖Sl(Q̃l − P l
l+1Q̃l+1)u + (I − Sl)Q̃lu‖Rnl

≤ ‖Sl(Q̃l − P l
l+1Q̃l+1)u‖Rnl + ‖(I − Sl)Q̃lu‖Rnl

≤ λ
−1/2
min (Ml)‖P 1

l Q̃lu− P 1
l+1Q̃l+1u‖Rn1

+C2(Al)−1/2‖Q̃lu‖Al
.(3.17)
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Now, using the estimate

(Al) = max
x∈R

nl

xTM
−1/2
l AlM

−1/2
l x

xTM−1
l x

≤ max
x∈R

nl

xTM
−1/2
l AlM

−1/2
l x

xTx
· max
x∈R

nl

xTx
xTM−1

l x
(3.18)

≤ λ̄M
l (Ml) ≤ λ̄M

l λmin(Ml) cond(Ml)

together with isometry (3.3) and assumption (3.8), inequality (3.17) can be
rewritten as

‖(Ql −Ql+1)u‖l ≤

 C1√

λmin(Ml) λ̄M
l

+
C2√
(Al)

‖Ql‖A

 ‖u‖A

≤ C1
√

cond(Ml) + C2‖Ql‖A√
(Al)

‖u‖A

≤ C1CM + C2‖Ql‖A√
(Al)

‖u‖A,

completing the proof of (3.15).

The key assumption (3.8) of Lemma 3.3 is a weak approximation prop-
erty for disaggregated functions. If one has theweak approximation property
in the more usual form

∀u ∈ R
n1 ∃ul ∈ R

nl : ‖u− P 1
l ul‖2Rn1 ≤ C̃2

1

λ̄M
l

‖u‖2A.

Then, with the choicẽQl = M−1
l (P 1

l )T, themappingsP 1
l Q̃l are orthogonal

projections ontoRange P 1
l . SinceRange P 1

l+1 ⊂ Range P 1
l , we obtain

‖u− P 1
l+1Q̃l+1u‖2Rn1 = ‖u− P 1

l Q̃lu‖2Rn1 + ‖P 1
l Q̃lu− P 1

l+1Q̃l+1u‖2Rn1

≥ ‖P 1
l Q̃lu− P 1

l+1Q̃l+1u‖2Rn1(3.19)

Hence, from the minimization property of the orthogonal projection,

‖P 1
l Q̃lu− P 1

l+1Q̃l+1u‖2Rn1 ≤ ‖u− P 1
l+1Q̃l+1u‖2Rn1

≤ ‖u− P 1
l+1ul+1‖2Rn1 ≤ C̃2

1

λ̄M
l+1
‖u‖2A,

and it follows that the inequality (3.8) holds withC2
1 = C̃2

1
λ̄M

l

λ̄M
l+1

.
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The prolongator smoothers enter the approximation property (3.8) only
through the scaling factor1/λ̄M

l on its right-hand side. The spectral bound
λ̄M

l can be interpreted as a constant in the inverse inequality onVl and
by (2.2), it depends on all prolongator smoothersSk, k < l. The role of
the prolongator smoothers is to enforce “smoothness” of the coarse spaces
by making the values of̄λM

l small. Obviously, a smaller̄λM
l allows the

approximation condition (3.8) to be satisfied with a smaller constantC1.
The columns of a typical tentative prolongatorP l

l+1 are orthogonal, as
we observed in Example 2.2. By properly scaling the columns ofP l

l+1, we
can obtainMl equal to the identity matrix even in more general cases (see
Algorithm 4.1). In such a case, (3.9) holds withCM = 1.

Note that from (3.10), inequality (3.13) always holds withCS = 1;
for the prolongator smoother (2.3) we will haveCS = 1/3, which gives a
better bound.The remainingassumptionsof Lemma3.3arenatural algebraic
requirements on the prolongator smoothersSl, which are easily satisfied.

The next lemma shows that the prolongator smoother (2.3) satisfies the
assumptions of Lemma 3.3, and justifies the choice ofλ̄M

l in (2.5).

Lemma 3.4. LetSl be given by (2.3) with̄λM
l chosen as in (2.5). Then,

λ̄M
l ≥ (M−1

l Al), l = 1, . . . , L,(3.20)

inequalities (3.10), (3.11) hold, and (3.13) holds withCS = 1/3. Further,
assuming (3.9), (3.12) is satisfied withC2 = (4/3)CM .

Proof. SinceM1 = I, inequality (3.20) holds forl = 1. Assume (3.20)
holds for l. Using (2.2) and the equationMl+1 = (P 1

l+1)
TP 1

l+1 =
(P 1

l P
l
l+1)

TP 1
l P

l
l+1 = (P l

l+1)
TMlP

l
l+1, we obtain

(M−1
l+1Al+1) = max

x∈R
nl+1

(P l
l+1x)TST

l AlSl(P l
l+1x)

xTMl+1x

= max
x∈R

nl+1

(P l
l+1x)TST

l AlSl(P l
l+1x)

(P l
l+1x)TMl(P l

l+1x)
(3.21)

≤ (M−1
l ST

l AlSl).

From the definition ofSl in (2.3), it follows that

M−1
l ST

l AlSl =
(
I − 4

3λ̄M
l

M−1
l Al

)2

M−1
l Al.

Hence, by the spectral mapping theorem,

(M−1
l ST

l AlSl) = max
t∈σ(M−1

l Al)

(
1− 4

3λ̄M
l

t

)2

t

≤ max
t∈[0,λ̄M

l ]

(
1− 4

3λ̄M
l

t

)2

t =
1
9
λ̄M

l .
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This proves (3.13) withCS = 1/3. The statement (3.20) follows from the
last estimate together with (3.21).

From definition (2.3),Sl isAl-symmetric, and, from (3.20),

σ(Sl) ⊂ [−1, 1],(3.22)

which proves (3.10).
To verify (3.11), we estimate forx ∈ R

nl ,

‖Slx‖Rnl = ‖M−1/2
l (M1/2

l SlM
−1/2
l )M1/2

l x‖Rnl

≤ (M−1/2
l )(M1/2

l SlM
−1/2
l )‖M1/2

l x‖Rnl .

SinceMl = (P 1
l )TP 1

l , we have(M
−1/2
l ) = λ

−1/2
min (Ml) and‖M1/2

l x‖Rnl

= ‖P 1
l x‖Rn1 . Further, it follows from (3.22) that(M1/2

l SlM
−1/2
l ) ≤ 1.

Now, (3.11) follows by direct computation.
It remains to verify (3.12). SinceI − Sl = 4/(3λ̄M

l )M−1
l Al, (3.12)

holds with

C2 =
(

4
3λ̄M

l

)
(Al)1/2 max

x∈R
nl

‖M−1
l Alx‖Rnl

‖x‖Al

=
(

4
3λ̄M

l

)
(Al)1/2(M−1

l A
1/2
l ),

where

(M−1
l A

1/2
l ) ≤ (M−1/2

l )(M−1/2
l A

1/2
l ) ≤

√
λ̄M

l

λmin(Ml)
.

Now, from (3.18),C2 ≤ (4/3)
√

cond(Ml) ≤ (4/3)CM , concluding the
proof.

We are now ready to prove the following convergence theorem. Recall
thatλ̄ is a known upper bound of(A) used in (2.5).

Theorem 3.5. Let the prolongator smoothersSl be given by (2.3) with̄λM
l

chosen as in (2.5). Assume thatC1 andCM are such that there are linear
mappings

Q̃l : R
n1 → R

nl , l = 1, . . . , L, Q̃1 = I,

such that

‖P 1
l Q̃lu− P 1

l+1Q̃l+1u‖2Rn1

≤ C2
1
9l−1

λ̄
‖u‖2A ∀u ∈ R

n1 , l = 1, . . . , L− 1,(3.23)
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and
cond(Ml) ≤ C2

M l = 1, . . . , L.(3.24)

Further assume thatRl are symmetric positive definite matrices satisfy-
ing (3.7) with a constantcR > 0 independent of the level.

Then,

‖x̂−MG(x,b)‖A ≤
(

1− 1
c0(L)

)
‖x̂− x‖A ∀x ∈ R

n1 ,

whereAx̂ = b, and

c0(L) =
(

2 + C1CMcR +
4
3
CMcR +

1
3
C1

(
1 +

4
3
CMcR

)
(L− 1)

)2

×(L− 1)

In addition, if P : u �→ MG(0,u), thenP is a symmetric matrix and
cond(A,P ) ≤ c0(L).

Proof. By (2.5) and Lemma 3.4,(M−1
l Al) ≤ λ̄M

l = 91−lλ̄. Therefore,
the approximation property (3.8) in Lemma 3.3 holds withC1 from (3.23).
From Lemma 3.2,c0(L) = (1 + c1(L) + c2(L)cR)2(L − 1), where, by
Lemma 3.3,c1(L) = 1 +CSC1(L− 1), c2(L) = C1CM +C2c1(L). From
Lemma 3.4,CS = 1/3, C2 = (4/3)CM , and the proof is completed by a
direct computation.

4. Choice of the tentative prolongator

In this section we reformulate the construction of the tentative prolongators
described in [43] and prove the main convergence theorem.

Our construction is based on the supernodes aggregation concept. On
each level, degrees of freedom are organized in small disjoint clusters called
supernodes. On the finest level, the supernodes have to be specified, e.g., as
the sets of degrees of freedom associated with the finite element nodes. The
coarse level supernodes are then created by our aggregation algorithm.

The input data needed for constructing the tentative prolongators are the
hierarchy of aggregates and the level onematrixB1 of dimensionn1×rma-
trix B1, wherer is a positive integer. The range ofB1 specifies which func-
tions (finest level vectors) should be exactly representable on each coarse
level in the sense that

Range B1 ⊂ Range P 1
l , l = 1, . . . , L− 1.(4.1)

Our main convergence result, Theorem 4.2 below, gives a convergence esti-
mate based on assumptions on the finest-level matrixA1, the matrixB1 and
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the aggregates. The key assumption of Theorem4.2 is aweak approximation
property (4.4) that is easy to verify computationally [23], thus providing a
guideline for choosing aggregates and the matrixB1 needed for solving a
linear system with given matrixA1.

Both the construction of the tentative prolongators and Th. 4.2 are purely
algebraic.We only need thematricesA1 andB1, and the decomposition into
aggregates.

Following the considerations in [43], we typically chooseB1 to be a
generator of zero energy modes. In a finite element context, this means
the kernel of the stiffness matrix obtained from the finite element model
with no essential boundary conditions. Zero energymodes, determined from
geometry and element definition, are available in most of the existing finite
element packages.

For scalar problems, the matrixB1 of zero energy modes can be of-
ten obtained without any geometric information. For Lagrange elements,
the zero energy modes are simply multiples of the vector of all ones, cf.,
Example 2.2.

For second order systems, such as elasticity, onemay apply this approach
componentwise and build the matrixB1 so that its range consists of all
discretized constant vector fields. Such matrixB1 can be again constructed
without any geometrical information. The verification of the properties in
Sect. 5 can be done for the quadratic form‖u‖2H1(Ω) in the place ofa(u, u)
and then extended to the forma(u, u) by the equivalence of normsa(u, u) ≈
‖u‖2H1(Ω). For elasticity, the lower bound ona(u, u) in this equivalence is
Korn’s inequality. The constant in Korn’s inequality is, however, sensitive to
domain shape and boundary conditions, and in practice one indeed observes
worse convergence and loss of robustness compared with the use of zero
energy modes.

The above equivalence argument is avoided for tentative prolongators
constructed using all zero-energy modes, which are rigid body modes for
elasticity, as in [43]. This allows one to prove the weak approximation prop-
erty with a constant independent of some problem data, such as boundary
conditions, shape of the computational domain, and also, under some re-
strictions, jumps in coefficients [23,44].

The objective (4.1) is specified for the composite tentative prolongators
P 1

l . To enforce it during the setup ofP l
l+1, we create simultaneously the

prolongatorP l
l+1 and thenl+1 × r matrixBl+1 so that

P l
l+1B

l+1 = Bl,(4.2)

whereBl has been constructed during the setup ofP l−1
l (or, is given if

l = 1).
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B
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l

B
l+1

l

Fig. 1. The tentative prolongatorP l
l+1

The prolongatorP l
l+1 is constructed from a given system of aggregates

{Al
i}Nl

i=1 that formsadisjoint coveringof levell supernodes.Asimplegreedy
algorithm for generating aggregates basedon the structure of thematrixAl is
given in [43].Theproperty (4.2) isenforcedaggregatebyaggregate; columns
of P l

l+1 associated with the aggregateAl
i are formed by orthonormalized

restrictions of the columns ofBl onto the aggregateAl
i. For each aggregate,

such a construction gives rise tor degrees of freedom on the coarse level,
forming a coarse level supernode.

The detailed algorithm follows. For ease of presentation, we assume that
the fine level supernodes are numbered by consecutive numbers within each
aggregate. This assumption can be easily avoided by renumbering.

Algorithm 4.1 For the given system of aggregates{Al
i}Nl

i=1 and thenl × r
matrixBl satisfyingP 1

l B
l = B1, we create a prolongatorP l

l+1, a matrix
Bl+1 satisfying (4.2) and supernodes on levell + 1 as follows:

1. Letdi denote the number of degrees of freedom associated with aggregate
Al

i. Partition thenl × r matrix Bl into blocksBl
i of sizedi × r, i =

1, . . . , Nl, each corresponding to the set of degrees of freedom on an
aggregateAl

i (see Fig. 1).
2. DecomposeBl

i = Ql
iR

l
i, whereQl

i is andi × r orthogonal matrix, and
Rl

i is anr × r upper triangular matrix.
3. Create the tentative prolongatorP l

l+1 = diag(Ql
1, . . . , Q

l
Nl

), cf., Fig. 1,
and set

Bl+1 =




Rl
1

Rl
2

. . .
Rl

Nl


 .
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4. For each aggregateAl
i, the coarsening gives rise tor degrees of freedom

on the coarse level (thei−th block column ofP l
l+1). These degrees of

freedom define thei−th coarse level supernode.

Before formulating the convergence theorem, we introduce thecompos-
ite aggregateand the associated norm. The composite aggregateÃl

i is the
aggregateAl

i, understood as the corresponding set of supernodes on the
finest level. Formally,Ãl

i is defined by

Ãl
i = Al,1

i , where Al,l
i = Al

i, Al,j−1
i =

⋃
k∈Al,j

i

Aj−1
k(4.3)

and the corresponding discretel2−(semi)norm of the vectorx ∈ R
n1 by

‖x‖l2(Ãl
i)

=


 ∑

dofsk of Ãl
i

x2
k




1/2

.

We are now ready to prove the main convergence theorem.

Theorem 4.2. Let the prolongator smoothersSl be given by (2.3) with̄λM
l

chosen as in (2.5), and the tentative prolongatorsP l
l+1 be created by Al-

gorithm 4.1 using then1 × r matrixB1 and the aggregates{Al
i}Nl

i=1, l =
1, . . . , L−1. Assume there is a constantCA > 0 such that for everyu ∈ R

n1

and everyl = 1, . . . , L− 1,

Nl∑
i=1

min
w∈Rr

‖u−B1w‖2
l2(Ãl

i)
≤ CA

9l−1

λ̄
‖u‖2A.(4.4)

Further assume thatRl are symmetric positive definite matrices satisfy-
ing (3.7) with a constantcR > 0 independent of the level.

Then,

‖x̂−MG(x,b)‖A ≤
(

1− 1
c0(L)

)
‖x̂− x‖A ∀x ∈ R

n1 ,

whereAx̂ = b, and

c0(L) = (2 + CAcR + (4/3)cR + (1/3)CA (1 + (4/3)cR) (L− 1))2

×(L− 1).

Further, if P : u �→ MG(0,u), thenP is symmetric in(·, ·)Rn1 and
cond(A,P ) ≤ c0(L).
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Proof. The proof consists of the verification of the assumptions of Theo-
rem 3.5. The tentative prolongatorsP l

l+1 are block diagonal matrices with
orthogonal blocksQl

i, hence orthogonal (see Step 2.) Since the product of
orthogonal matrices is an orthogonal matrix,P 1

l is orthogonal and (3.24)
holds withCM = 1.

Let us show that (3.23) is satisfied withC1 = CA. For each supernode
sl
i on levell, define the space

W l
i = {P 1

l x | x ∈ R
nl , xj = 0 ∀j �∈ sl

i}, i = 1, . . . , Nl−1.

Note that the number of supernodes on levell equals the number of aggre-
gatesNl−1 on levell − 1. Let dof(Ãl−1

i ) be the set of degrees of freedom
corresponding to theaggregatẽAl−1

i . From thenonzeroblockstructureof the
tentative prolongatorsP k

k+1 and the definition (4.3) of the composite aggre-
gatesÃl

i, it follows that(P
1
l x)j , j ∈ dof(Ãl

i), depend only onxk, k ∈ sl
i.

Hence,

W l
i =

{
x ∈ R

n1 | ∃ y ∈ Range P 1
l : xi = yi if i ∈ dof(Ãl−1

i ),

0 otherwise

}
.(4.5)

Since the aggregates̃Al
i form a disjoint covering of the set of the finest level

supernodes, the spacesW l
i formanorthogonal decomposition ofRange P 1

l
and the corresponding orthogonal projectionsT l

i : R
n1 →W l

i , T
l : R

n1 →
Range P 1

l satisfy

T l = T l
1 + T l

2 + . . . + T l
Nl−1

.

From here and from (4.5), we get the following estimate for everyu ∈ R
n1 ,

‖(I − T l)u‖2
Rn1

=
Nl−1∑
i=1

‖u− (T l
1 + . . . + T l

Nl−1
)u‖2

l2(Ãl−1
i )

=
Nl−1∑
i=1

‖u− T l
i u‖2l2(Ãl−1

i )

=
Nl−1∑
i=1

min
w∈ Range P 1

l

‖u−w‖2
l2(Ãl−1

i )

≤
Nl−1∑
i=1

min
w∈Rr

‖u−B1w‖2
l2(Ãl−1

i )
,(4.6)
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using (4.1) in the last step.
SetQ̃l = (P 1

l )T. SinceMl = (P 1
l )TP 1

l = I, the mappingP 1
l Q̃l =

P 1
l M

−1
l (P 1

l )T is the orthogonal projectionT l onto Range P 1
l . Then, us-

ing the equationP 1
l+1Q̃l+1 = T l+1, estimates (4.6) and (3.19), and assump-

tion (4.4), we obtain

‖P 1
l Q̃lu− P 1

l+1Q̃l+1u‖2Rn1

≤ ‖(I − P 1
l+1Q̃l+1)u‖2Rn1

≤
Nl∑
i=1

min
w∈Rr

‖u−B1w‖2
l2(Ãl

i)
≤ CA

9l−1

λ̄
‖u‖2A,

proving (3.23) withC1 = CA. Now, the proof follows fromCM = 1,
C1 = CA, using Theorem 3.5.

5. Model problem

The goal of this section is to verify the key assumption (4.4) of Theorem 4.2
on a simple example. The weak approximation property for problems of
linear elasticity has been investigated in [44]. For the verification of the
smoothing condition (3.7) for commonly used smoothers we refer to [6].
Note that for the Richardson iteration given byRl = (Al)−1I, (3.7) holds
with cR = 1.

Let Ω ⊂ R
d, d = 2, 3 be a bounded domain,τh a quasiuniform finite

element mesh onΩ, andVh a P1 or Q1 finite element space associated with
τh. At some of the boundary vertices, zero Dirichlet boundary condition is
imposed for functions inVh. We assume the standard scaling of the finite
element basis,‖ϕi‖L∞ = 1 and solve a second order scalar elliptic problem

find u ∈ Vh such thata(u, v) = f(v) for everyv ∈ Vh,(5.1)

wheref ∈ H−1(Ω) anda(·, ·) is a coercive and bounded bilinear form on
H1(Ω).

For solving the resulting linear system (2.1), we use Algorithm 2.1,
where the prolongator smoothers are defined by (2.3) and (2.5) and the
tentative prolongators are created by Algorithm 4.1. In order to do so, we
need to specify the supernodes on the finest level, the supernode aggregates
{Al

i}Nl
i=1 on each levell < L, and the matrixB1.

On level 1, each supernode consists of the degree of freedom associated
with onefinite element vertexwith noessential boundary condition imposed.

We assume that on every levell < L, for each aggregateAl
i there is a

ballU l
i ⊂ R

d such that
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1. all finite element vertices of the corresponding composite aggregateÃl
i

are located withinU l
i ,

2. diam (U l
i ) ≤ C3lh, whereh is the characteristic meshsize ofτh andC

is a positive constant independent of the level,
3. there is an integer constantN independent of the level such that every

point x ∈ Ω belongs to at mostN ballsU l
i . (Overlaps of the balls are

bounded.)

Theheuristic greedyalgorithmdescribed in [43] tends togenerateaggregates
satisfying the above assumption.

In order to satisfy assumption (4.4), we need to chooseB1 so that on
each aggregate,minw∈Rr‖u−B1w‖ is small compared to the energy norm
of u. Therefore, with the Poincaré inequality in mind, we chooseB1 to be
the discrete representation of the unit function, the vector of ones.

Let u = (u1, . . . , un1)
T be a given vector andu = u1ϕ1 + . . . +

un1ϕn1 the corresponding finite element function. In what follows,C is a
generic constant independent ofu, u, the meshsizeh and the levell. We
introduce a domainΩ

′ ⊂ Ω consisting of all elements of the meshτh, that
are not adjacent to a finite element vertexwith prescribedDirichlet boundary
condition. Then,ϕ1+. . .+ϕi = 1onΩ

′
and, asall activedegreesof freedom

are located inΩ̄
′
, the equivalence of discrete and continuousL2−norms

gives

hd‖u−B1p‖2
l2(Ãl

i)
≤ C‖u−p‖2

L2(U l
i∩Ω′ ) ≤ C‖Eu−p‖2

L2(U l
i )
, p ∈ R

1.

(5.2)
Here,E : H1(Ω)→ H1(Rd)/R1 ≡ {v : |v|H1(Rd) <∞} is the extension
operator satisfyingEu = u onΩ and|Eu|H1(Rd) ≤ C|u|H1(Ω).

To verify (4.4), we need to estimate the minimum of the expression on
the left-hand side of (5.2) with respect top ∈ R

1. This can be done using
the scaled Poincaré inequality applied to the right-hand side of (5.2): for
each ballU l

i , there is a numberp
i
i = pl

i(Eu) such that‖Eu− pl
i‖L2(U l

i )
≤

C diam (U l
i )|Eu|H1(U l

i )
. Here,C is a Poincaŕe constant on the unit ball.

Hence, for all ballsU l
i it holds that

min
p∈R1
‖u−B1pl

i‖2l2(Ãl
i)
≤ ‖u−B1pl

i‖2l2(Ãl
i)

≤ Ch−d diam (U l
i )

2|Eu|2
H1(U l

i )
.(5.3)

From the assumption thatdiam (U l
i ) ≤ C3lh, the property|Eu|H1(Rd) ≤

C|u|H1(Ω), estimate (5.3), the bounded overlaps of the ballsU i
l , the well-

known estimate(A) ≤ Chd−2, and theH1−equivalence ofa(·, ·) we get
Nl∑
i=1

min
w∈R1

‖u−B1‖2
l2(Ãl

i)
≤ C

9l−1

hd−2 |Eu|2H1(Rd) ≤ C
9l−1

(A)
‖u‖2A,(5.4)



Convergence of algebraic multigrid based on smoothed aggregation 577

completing the verification of (4.4).
Note the veryweak dependence of our estimate on the actual shape of the

aggregates; the constantC in the estimate above depends on the shape of the
aggregates only through the intersection parameterN . Also, the estimate is
independent of the essential boundary conditions.

Acknowledgements.The authors would like to thank Caroline Heberton for reading this
paper and many useful comments.
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39. K. Sẗuben, Algebraic multigrid (AMG): An introduction with applications, Tech.
Rep. 53, GMD, St. Augustin, Germany, April 1999
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