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#### Abstract

We study collections of exact Lagrangian submanifolds respecting some uniform Riemannian bounds, which we equip with a metric naturally arising in symplectic topology (e.g. the Lagrangian Hofer metric or the spectral metric). We exhibit many metric and symplectic properties of these spaces, such that they have compact completions and that they contain only finitely many Hamiltonian isotopy classes. We then use this to exclude many unusual phenomena from happening in these bounded spaces. Taking limits in the bounds, we also conclude that there are at most countably many Hamiltonian isotopy classes of exact Lagrangian submanifolds in a Liouville manifold. Under some mild topological assumptions, we get analogous results for monotone Lagrangian submanifolds with a fixed monotonicity constant. Finally, in the process of showing these results, we get new results on the Riemannian geometry of cotangent bundles and surfaces which might be of independent interest.


Contents
I. Introduction and main results ..... 1
II. Preliminaries ..... 7
III. Topological and metric properties of the geometrically bounded spaces ..... 13
IV. Symplectic properties of the geometrically bounded spaces ..... 20
V. Properties in the limit ..... 28
*A. Some results in Riemannian geometry ..... 33

## I. Introduction and main results

In previous work [Cha23, Cha24], the author showed that all the familiar metrics $d$ between Lagrangian submanifolds in symplectic topology behave like the classical Hausdorff metric when restricted to the space $\mathscr{L}_{k}^{e}$ of $\lambda$-exact Lagrangian submanifolds of a Liouville manifold $(M, \omega=d \lambda)$ which are "geometrically bounded by k ".

[^0]Broadly speaking, being geometrically bounded by $k$ ensures that all Lagrangian submanifolds considered are contained in the same compact and have curvature and volume uniformly bounded - we give the precise definition in Subsection II.a. In this paper, we continue the study of the metric spaces ( $\left.\mathscr{L}_{k}^{e}, d\right)$. Most notably, we will be concerned with issues of compacity and local connectedness.
Furthermore, we extend our results to the analogous space $\mathscr{L}_{k}^{m(\rho)}$ of $\rho$-monotone Lagrangian submanifolds which "bounds enough disks" - the ambient symplectic manifold $M$ is either closed or convex at infinity in that case. We will not give right away the precise definition of what we mean here by "bounding enough disks", but we note that this is automatically satisfied if either the Lagrangian submanifolds or the symplectic manifold we consider are simply connected.
In what follows, $\mathscr{L}_{k}^{\star}$ will thus denote either the spaces $\mathscr{L}_{k}^{e}$ or $\mathscr{L}_{k}^{m(\rho)}$. We will also denote by $\mathscr{L}_{\infty}^{\star}$ the space of all Lagrangian submanifolds respecting $\star$. Moreover, the metric $d$ that we consider will be a so-called Chekanov-type metric [Cha23] and be bounded from above by the Lagrangian Hofer metric. In practice, one can think of $d$ as one of the following metrics.
(a) $\left(d=d_{H}\right)$ : This is the case of the Lagrangian Hofer metric, which is due to Chekanov [Che00].
(b) $(d=\gamma)$ : This is the case of the spectral metric, originally due to Viterbo [Vit92] for Lagrangian submanifolds of $T^{*} L$ Hamiltonian isotopic to the zero-section. The metric may be extended to all exact Lagrangian submanifolds of $T^{*} L$ by work from Fukaya, Seidel, and Smith [FSS08a, FSS08b], Abouzaid [Abo12], and Kragh [Kra13]. In general, it has also been defined for weakly exact Lagrangian submanifolds by Leclercq [Lec08] and monotone ones with nonvanishing quantum homology by Kislev and Shelukhin [KS22], following work of Leclercq and Zapolsky [LZ18].
(c) $\left(d=\gamma_{\text {ext }}\right)$ : This is a variant of the usual spectral metric, as defined by Kislev and Shelukhin [KS22].
(d) $\left(d=\hat{d}_{\mathcal{S}}^{\mathscr{F}, \mathscr{F}}\right)$ : These are the shadow metrics appearing in work of Biran, Cornea, and Shelukhin [CS19, BCS21].
(e) ( $\left.d=\hat{D}^{\mathscr{F}, \mathscr{F}}\right)$ : There are possibly many other weighted fragmentation pseudometrics - as defined by Biran, Cornea, and Zhang [BCZ23] - that belong to this class.

If $d=\gamma$ and $\star=m(\rho)$, we make a slight abuse of notation and still denote by $\mathscr{L}_{k}^{m(\rho)}$ the space of all $\rho$-monotone $k$-geometrically bounded Lagrangian submanifolds which both bounds enough disks and have nonvanishing quantum homology.

Otherwise, we also take the convention that whenever $d$ is not properly defined between $L$ and $L^{\prime}$, then $d\left(L, L^{\prime}\right)=+\infty$.

With this notation settled down, we enunciate the main principles that summarize our results.
(1) In $\left(\mathscr{L}_{k}^{\star}, d\right)$, nothing symplectically unusual happens.
(2) Metric properties of $\left(\mathscr{L}_{k}^{\star}, d\right)$ induce topological properties on the limit space $\left(\mathscr{L}_{\infty}^{\star}, d\right)$.

We now explain our main results and how their corollaries showcase these general ideas. Note that some of these corollaries are not as direct as others; we will properly prove all of them later in the paper.

Theorem A On $\mathscr{L}_{k}^{\star}$, all possible choices of $d$ in the above list induce the same topology and have homeomorphic completions $\widehat{\mathscr{L}}_{k}^{\star}$. Moreover, that completion $\widehat{\mathscr{L}}_{k}^{\star}$ is compact.

In term of the first principle, we get the following.
Corollary The subspaces $\mathscr{L}_{k}^{L_{0}}:=\left(\operatorname{Ham}(M) \cdot L_{0}\right) \cap \mathscr{L}_{k}^{\star}$, where $L_{0} \in \mathscr{L}_{\infty}^{\star}$, have finite diameter in $d$. If $M=T^{*} L$ and $d=\gamma$, then the same holds on $\mathscr{L}_{k}^{e}$.

Note that there are many known cases where it is known that $\operatorname{Ham}(M) \cdot L_{0}=\mathscr{L}_{\infty}^{L_{0}}$ has infinite diameter in $d$, e.g. $\mathscr{L}_{\infty}^{S^{1}}\left(T^{*} S^{1}\right)=\mathscr{L}_{\infty}^{e}\left(T^{*} S^{1}\right)$ has infinite Hofer diameter [Kha09]. On the other hand, it is conjectured - and has been proven in a many cases [She22b, She22a, Vit22, GV22] - that $\mathscr{L}_{\infty}^{e}\left(T^{*} Q\right)$ has finite diameter in the spectral metric. Therefore, without any Riemannian bound, the finiteness is highly dependent on $L_{0}, M$, and $d$. Note that we previously proved such a boundedness result [Cha24] on a neighbourhood of some $L$ in $\mathscr{L}_{k}^{e}$. The improvement here is thus in going from a neighbourhood to the whole space.

As we shall see below, we also manage to extend our study to spaces of graphs of Hamiltonian diffeomorphisms of closed monotone manifolds, whether these graphs bound enough disks or not. Through this, we can rule out something like Ostrover's example [Ost03] from happening in the corresponding $\mathscr{L}_{k}$ spaces.

Corollary Suppose that $M$ is closed and monotone. On the subspace of Hamiltonian diffeomorphisms $\varphi \in \operatorname{Ham}(M)$ whose graph has geometry bounded by $k$ in $M \times M$, the Hofer norm $\|\cdot\|_{H}$ is bounded. Moreover, the Hofer norm on diffeomorphisms and the Lagrangian Hofer distance between their graphs induce the same topology on that space.

In term of the second principle, we get the following result from Theorem A.
Corollary The limit space $\left(\mathscr{L}_{\infty}^{\star}, d\right)$ is separable, i.e. it admits a countable dense subset.

Following separate discussions with Humilière and with Shelukhin, it seems that this result was well-accepted folklore on $\mathscr{L}_{\infty}^{L_{0}}=\operatorname{Ham}(M) \cdot L_{0}$. Therefore, the innovation of the above corollary seems to be on the number of Hamiltonian isotopy classes of $\mathscr{L}_{\infty}^{\star}$; this is precisely what we explore below.

Theorem B The space $\mathscr{L}_{k}^{\star}$ contains only finitely many Hamiltonian isotopy classes. Furthermore, there is an $A=A(k)>0$ such that

$$
d\left(L, L^{\prime}\right) \geq A
$$

whenever $L, L^{\prime} \subseteq \mathscr{L}_{k}^{\star}$ are not Hamiltonian isotopic.
Obviously, the $A$-bound is trivial when $d=d_{H}$ - and potentially when $d=\gamma$ as we have taken the convention that $d_{H}\left(L, L^{\prime}\right)=\infty$ whenever $L$ and $L^{\prime}$ are not Hamiltonian isotopic. However, there are examples of Lagrangian submanifolds which are not Hamiltonian isotopic but are a finite distance apart in a shadow metric [BCS21].
We note that Theorem B already fits within the motif of the first principle. However, we can go even further in this direction, as the corollaries below show.
First, we get a result on the vanishing of entropy of symplectomorphisms preserving $\mathscr{L}_{k}^{\star}$ in some form. We refer the reader to Subsection IV.d and the references therein for the definition of barcode and categorical entropy.

Corollary Let $\psi$ be a symplectomorphism of $M$ such that $\psi\left(\mathscr{L}_{\infty}^{\star}\right)=\mathscr{L}_{\infty}^{\star}$. If $L$ is such that the sequence $\left\{\psi^{v}(L)\right\}$ is fully contained in some $\mathscr{L}_{k}^{\star}$, then there is some $N$ such that $\psi^{N}(L)$ is Hamiltonian isotopic to $L$. Furthermore, for such $\psi$ and $L$, the barcode entropy $\hbar\left(\psi ; L, L^{\prime}\right)$ vanishes for any $L^{\prime} \in \mathscr{L}_{\infty}^{\star}$.

More generally, if the Lagrangian submanifolds $L_{1}, \ldots, L_{\ell}$ split-generate the derived Fukaya category $\operatorname{DFuk}^{\star}(M)$ of $M$ and each sequence $\left\{\psi^{\nu}\left(L_{i}\right)\right\}$ are contained in a single $\mathscr{L}_{k}^{\star}$, then the categorical entropy $h_{\text {cat }}(\psi)$ of $\psi$ vanishes.

The latter part on categorical entropy is maybe more telling when formulated as its contraposition: if $h_{\text {cat }}(\psi)>0$, then there is some Lagrangian submanifold $L$ which is a factor of a split-generator $G$ of $\operatorname{DFuk}^{\star}(M)$ and such that the sequence $\left\{\psi^{v}(L)\right\}$ is not contained in any $\mathscr{L}_{k}^{\star}$. Note that we may suppose that such a Lagrangian submanifold $L$ induces a nontrivial object in $\operatorname{DFuk}^{\star}(M)$. Therefore, this means that symplectomorphisms which are symplectically nontrivial must also be geometrically nontrivial.
Secondly, we get a statement that relates the path-connected component of the completions $\widehat{\mathscr{L}}_{k}^{\star}$ to the Hamiltonian isotopy classes of $\mathscr{L}_{\infty}^{\star}$.

Corollary Let $L, L^{\prime} \in \mathscr{L}_{\infty}^{\star}$. Suppose that there exists a d-continuous path $t \mapsto L_{t}$ from $L$ to $L^{\prime}$ in some $\widehat{\mathscr{L}}_{k}^{\star}$. Then, $L$ is Hamiltonian isotopic to $L^{\prime}$.

We contrast this with a recent result from Arnaud, Humiliére, and Viterbo [AHV24], which shows that such a path always exists in the completion of $\mathscr{L}_{\infty}^{e}\left(T^{*} N\right)$ if $d=\gamma$. Therefore, our result can be seen as very slightly reducing the gap between that result and the nearby Lagrangian conjecture.
As for the second principle, we get the following new result.
Corollary There are at most countably many Hamiltonian isotopy classes in $\mathscr{L}_{\infty}^{\star}$.
Note that a Liouville manifold can have infinitely many Hamiltonian isotopy classes of exact Lagrangian submanifolds. For example, if $M$ is the plumbing $T^{*} S^{1} \# T^{*} S^{1}$ of two copies of $T^{*} S^{1}, L$ is the zero-section in the first copy of $T^{*} S^{1}$, and $\tau: M \rightarrow M$ is the Dehn twist along the second copy $L^{\prime}$, then $\tau^{\nu}(L)$ is clearly in a different Hamiltonian isotopy class for each $v \geq 0$.


Figure 1: The circle $L$ (thin, purple) and its image under two Dehn twists (thick, blue) along $L^{\prime}$ (thin, pink) inside some Liouville subdomain of $T^{*} S^{1} \# T^{*} S^{1}$.

Likewise, given $\rho>0$, there are infinitely many Hamiltonian isotopy classes of $\rho$-monotone tori in $\mathbb{C}^{3}$ [Aur15]. These automatically bound enough disks since $\pi_{1}\left(\mathbb{C}^{3}\right)=0$. Therefore, as our approach does not perceive the topology of $M$, we cannot expect a better bound.
We also get a result on the local structure of the $\mathscr{L}_{k}^{\star}$ spaces in some cases.
Theorem C Given an exact or monotone Lagrangian submanifold $L$ of $M$, there is a Riemannian metric $g$ on $M$ making $L$ totally geodesic and such that, for every $k>0$, it admits a system of contractible neighbourhoods in $\mathscr{L}_{k}^{\star}$. If $\operatorname{dim} M=2$, the latter part holds for every metric and every $k>0$ such that $L \in \mathscr{L}_{k}^{\star}$.

Though this result does not yield as many direct symplectic applications as the ones before, we can still use it to estimate the Hofer and spectral distances in some cases. More precisely, it is known [Mil01] that, for graphs of exact 1-forms in $T^{*} L$, the Hofer and spectral distances agree and are given by

$$
d_{H}(\text { graph } d f, \text { graph } d g)=\gamma(\text { graph } d f, \operatorname{graph} d g)=\max |f-g|-\min |f-g| .
$$

In particular, for every $f \in C^{\infty}(L), t \mapsto \operatorname{graph}(t d f)$ is a minimal geodesic in these metrics. However, when one embeds a neighbourhood of $L$ in $T^{*} L$ in $M$ via a Weinstein neighbourhood, there could be a shorter path going through $M$. Nonetheless, through Theorem C and some estimates on Hausdorff-geodesics, we get the following estimate on how far from a minimal geodesic $t \mapsto \operatorname{graph}(t d f)$ can be.

Corollary Let $\Psi: D_{r}^{*} L \rightarrow M$ be a Weinstein neighbourhood of some $L \in \mathscr{L}_{\infty}^{\star}(M)$. Suppose either that the Riemannian metric $g$ on $M$ is as in Theorem $C$ or that $\operatorname{dim} M=2$. For every $k \geq 1$, there are constants $C>0$ and $r^{\prime} \in(0, r]$ with the following property. Whenever $f: L \rightarrow \mathbb{R}$ is such that $\Psi($ graph $d f) \in \mathscr{L}_{k}^{\star}$ and $|d f| \leq r^{\prime}$, we have that

$$
d(\Psi(t \operatorname{graph} d f), \Psi(s \text { graph } d f)) \geq C(t-s)^{2} \max |d f|^{2}
$$

for every $t, s \in[0,1]$.

## Organization of the paper

The rest of the paper is divided into four main parts and an appendix.
In Section II, we first define the objects that we will be working with in the paper and set down some notation. More precisely, we define what is meant by "geometrically bounded by $k$ ", "bounding enough disks", and "being of Chekanov type". We then move on to recall some prior results of the author which are central in proving the main results. Finally, we explain how these results cover the case of monotone Lagrangian submanifolds bounding enough disks and of monotone graphs, as these cases were not directly covered in the prior papers.
In Section III, we move to prove (pre)compactness and local contractibility of the $\mathscr{L}_{k}^{\star}$ spaces, that is, Theorems A and C. These correspond, respectively, to Subsections III. a and III.b. We end this part with Subsection III.c, which aims to understand local Hausdorff-geodesics in $\mathscr{L}_{k}^{\star}$ - this will be an essential step in proving our local Hofer/spectral estimate above. This also allows us to consider some variations of the Hausdorff metric on $\mathscr{L}_{k}^{\star}$ and to conclude that they also induce the same topology on these spaces.
In Section IV, we finally prove symplectic properties of the $\mathscr{L}_{k}^{\star}$ spaces. More precisely, we prove Theorem B and all corollaries following the first principle appearing in the introduction.

In Section V, we study the limit space $\mathscr{L}_{\infty}^{\star}$ and prove the corollaries following the second principle in the introduction. We conclude that section with an analysis of an alternate limit space: $\underset{\rightarrow}{\lim } \mathscr{L}_{k}^{\star}$, the inductive limit of the $\mathscr{L}_{k}^{\star}$. This highlights the shortcomings of trying to study $\mathscr{L}_{\infty}^{\star}$ through the $\mathscr{L}_{k}^{\star}$ spaces.
Finally, we conclude the paper with an appendix which includes all the results in Riemannian geometry that we will need throughout the paper. As these results do not seem to have appeared in the literature before - and Lemma A. 3 even appeared as a conjecture - we believe that they could be of independent interest. This is also why they have been compiled as an independent appendix. More precisely, Subsection *A. 1 covers the new results on the Sasaki metric on TN, Subsection *A. 2 those on Riemann surfaces, and Subsection *A. 3 those on comparison of Riemannian invariants of Lagrangian submanifolds.
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## II. Preliminaries

We now lay down the foundations upon which the rest of the paper will be built. More precisely, in Subsection II.a, we give the main definitions that will be used throughout the paper. In Subsection II.b, we enunciate previous results from the author that will be essential for the rest of the paper. We hope that this will improve the readability of this paper, as the notation here is slightly different than in [Cha23] and [Cha24]. We close things with Subsection II.c, where it is shown that both monotone Lagrangian submanifolds bounding enough disks and monotone graphs fit within the formalism of the prior results.

## II.a. Definitions and notation

In this paper, we will be working with manifolds which are sometimes not smooth or not closed, i.e. they might have a boundary or be noncompact. However, whenever we work with such manifolds, we will make it explicitly clear. That is, when there are no mentions of it, the manifolds are assumed to be smooth, connected, and closed.
Let $(M, \omega)$ be either a convex-at-infinity (noncompact) or a closed symplectic man-
ifold, and let $J$ be an $\omega$-compatible almost complex structure. When $M$ is noncompact, we assume that $J$ is convex at infinity and making $g_{J}=\omega(\cdot, J \cdot)$ complete. We also pick an exhaustion by compacts $W_{1} \subsetneq W_{2} \subsetneq \ldots$ of $M$. When $M$ is compact, we take the convention $W_{k}=M$ for all $k$.

In order to precisely define what was meant in the introduction by "geometrically bounded by $k^{\prime \prime}$, we first need two definitions from Riemannian geometry.

Definition Let $L$ be a submanifold of a Riemannian manifold $(M, g)$. Its second fundamental form $B_{L}$ is given at $x \in L$ by

$$
\begin{aligned}
\left(B_{L}\right)_{x}: T_{x} L \otimes T_{x} L \otimes T_{x} L^{\perp} & \longrightarrow \mathbb{R} \\
(X, Y, N) & \longmapsto g\left(\nabla_{X} Y, N\right),
\end{aligned}
$$

where $\perp$ denotes the orthogonal complement in $T_{x} M$ with respect to $g$ and $\nabla$ is the LeviCivita connection $(M, g)$. We thus define the norm of the second fundamental form to be

$$
\left\|B_{L}\right\|:=\sup _{x \in L}\left|\left(B_{L}\right)_{x}\right|^{0 p} .
$$

Definition Let $(M, g)$ be a Riemannian manifold, and let $L$ be a submanifold. Let $\varepsilon \in$ $(0,1]$. We say that $L$ is strictly $\varepsilon$-tame if

$$
\inf _{x \neq y} \frac{d_{M}(x, y)}{\min \left\{1, d_{L}(x, y)\right\}}>\varepsilon,
$$

where $d_{M}$ is the distance function on $M$ induced by $g$, and $d_{L}$ is the distance function on $L$ induced by $\left.g\right|_{L}$.

Then, for every $k \in \mathbb{N}$, we set

$$
\mathscr{L}_{k}:=\left\{\text { Lagrangians } L \subseteq \operatorname{Int}\left(W_{k}\right) \mid\left\|B_{L}\right\|<k, L \text { is strictly }(k+1)^{-1} \text {-tame }\right\} .
$$

In general, this space is too big for our approach, and thus we will instead be studying the following subspaces. If $M$ is exact with $\omega=d \lambda$, we can consider

$$
\mathscr{L}_{k}^{e}:=\left\{L \in \mathscr{L}_{k} \mid L \text { is } \lambda \text {-exact }\right\}
$$

and, if $M$ is monotone,

$$
\mathscr{L}_{k}^{m(\rho)}:=\left\{L \in \mathscr{L}_{k} \mid L \text { is } \rho \text {-monotone \& bounds enough disks }\right\},
$$

where $\rho \geq 0$. By $\rho$-monotone, we mean that $\omega=\rho \mu$ on $\pi_{2}(M, L)$, where $\mu$ is the Maslov index, and that the minimal Maslov number of $L$ is at least 2. Finally, we introduce the class of Lagrangian submanifolds bounding enough disks as follows.

Definition We say that a Lagrangian submanifold $L$ of $M$ bounds enough disks if the image of the composition

$$
\pi_{2}(M, L) \xrightarrow{\partial} \pi_{1}(L) \xrightarrow{h} H_{1}(L ; \mathbb{Z})^{\text {free }}
$$

has finite cokernel. Here, $H_{1}(L ; \mathbb{Z})^{\text {free }}$ is the free part of $H_{1}(L ; \mathbb{Z})$, and $h$ is the composition of the abelianization homomorphism with the natural projection of $H_{1}(L ; \mathbb{Z})$ onto $H_{1}(L ; \mathbb{Z})^{\text {free }}$.

Remarks 1. Using the fact that $H^{1}(L ; \mathbb{R})=\operatorname{Hom}\left(\pi_{1}(L), \mathbb{R}\right)=\operatorname{Hom}\left(H_{1}(L ; \mathbb{Z})^{\text {free }}, \mathbb{R}\right)$, we see that $L$ bounds enough disks if and only if $\partial^{*}: H^{1}(L ; \mathbb{R}) \rightarrow \operatorname{Hom}\left(\pi_{2}(M, L), \mathbb{R}\right)$ is injective. In particular, this condition is automatically satisfied if either $H^{1}(L ; \mathbb{R})=0$ or $H^{1}(M ; \mathbb{R})=0$.

Example: Every contractible loop in an oriented closed surface bounds enough disks. On the other hand, graphs of closed 1-form in $T^{*} N$ bound enough disks if and only if $H_{1}(N ; \mathbb{R})=0$.

Moreover, it will later be of interest to study graphs of Hamiltonian diffeomorphisms. Therefore, when the symplectic manifold is a product $(M \times M,-\omega \oplus \omega)$, where $(M, \omega)$ is closed and monotone, we define

$$
\mathscr{L}_{k}^{\Gamma}:=\left\{L \in \mathscr{L}_{k}(M \times M) \mid L=\operatorname{graph} \varphi, \varphi \in \operatorname{Ham}(M, \omega)\right\} .
$$

If a result is applicable to $\mathscr{L}_{k}^{e}, \mathscr{L}_{k}^{m(\rho)}$, and $\mathscr{L}_{k}^{\Gamma}$, we will say that is true for $\mathscr{L}_{k}^{\star}$. We will denote the space without Riemannian bounds by $\mathscr{L}_{\infty}^{\star}$, i.e. $\mathscr{L}_{\infty}^{\star}=\cup_{k} \mathscr{L}_{k}^{\star}$. We will also sometimes write $\mathscr{L}_{k}^{\star}(M)$ when we want to make the ambient manifold $M$ more apparent.
Finally, we need to give a precise definition of the family of metrics in which $d$ is allowed to be. Explicitly, we will ask that $d$ be of Chekanov type and dominated by the Lagrangian Hofer metric. The former notion was defined in the author's previous work [Cha24], but we recall here the definition. We however refer to said work for the proof that the metrics enunciated in the introduction are indeed of Chekanov type.

Definition Let $\mathscr{F} \subseteq \mathscr{L}^{\star}(M)$. We say that a pseudometric $d^{\mathscr{F}}$ on $\mathscr{L}^{\star}(M)$ is of Chekanov type if for all compatible almost complex structure $J$, all $\delta>0$, and all $L, L^{\prime} \in \mathscr{L}^{\star}(M)$, there exist Lagrangian submanifolds $F_{1}, \ldots, F_{k} \in \mathscr{F}$ with the following property.
For any $C^{0}$ - and Hofer-small Hamiltonian perturbations $\widetilde{L}, \widetilde{L}^{\prime}, \widetilde{F}_{1}, \ldots, \widetilde{F}_{k}$ of the Lagrangian submanifolds above making them pairwise transverse, and for any $x \in \widetilde{L} \cup \widetilde{L^{\prime}}$, there exists a nonconstant J-holomorphic polygon $u: S_{r} \rightarrow M$ such that
(i) has boundary along $\widetilde{L}, \widetilde{L}^{\prime}$ and $\widetilde{F}_{1}, \ldots, \widetilde{F}_{k}$;
(ii) passes through $x$;
(iii) respects the bound

$$
\omega(u) \leq d^{\mathscr{F}}\left(L, L^{\prime}\right)+\delta .
$$

Let $\mathscr{F}^{\prime} \subseteq \mathscr{L}^{\star}(M)$ be such that

$$
\left(\overline{\bigcup_{F \in \mathscr{F}} F}\right) \bigcap\left(\overline{\bigcup_{F^{\prime} \in \mathscr{F}} F^{\prime}}\right)
$$

is discrete. We will call $\hat{d}^{\mathscr{F}, \mathscr{F}^{\prime}}:=\max \left\{d^{\mathscr{F}}, d^{\mathscr{F}}\right\}$ a Chekanov-type metric if $d^{\mathscr{F}}$ and $d^{\mathscr{F}}$ are both Chekanov-type pseudometrics.

For the rest of the paper, we thus set $d=\hat{d}^{\mathscr{F}, \mathscr{F}^{\prime}}$, a metric of Chekanov type associated with families $\left(\mathscr{F}, \mathscr{F}^{\prime}\right)$ and which is dominated by the Lagrangian Hofer metric $d_{H}$, i.e. there exists $C>0$ such that $d \leq C d_{H}$.

## II.b. Useful results from previous work

We now recall some results from previous work for ease of reference later on. We will not write said results in full generality, but only in the setting which is required for this paper.
Below, we make use of the Hausdorff metric $\delta_{H}$, defined between two compact subsets $A$ and $B$ of $M$ as

$$
\delta_{H}(A, B):=\inf \left\{\varepsilon>0 \mid A \subseteq B_{\varepsilon}(B), B \subseteq B_{\varepsilon}(A)\right\},
$$

where $B_{\varepsilon}(A):=\cup_{x \in A} B_{\varepsilon}(x)$, i.e. it is the $\varepsilon$-neighbourhood of $A$.
Theorem 1 ([Cha23]) There exist constants $C_{1}, R_{1}>0$ with the following property. For all $L$ and $L^{\prime}$ in $\mathscr{L}_{k}^{\star}$ such that $d\left(L, L^{\prime}\right)<R_{1}$, we have that

$$
\delta_{H}\left(L, L^{\prime}\right) \leq C_{1} \sqrt{d\left(L, L^{\prime}\right)},
$$

where $\delta_{H}$ denotes the classical Hausdorff distance.
Theorem 2 ([Cha24]) For all $L$ in $\mathscr{L}_{k}$, there exist constants $C_{2}, R_{2}>0$ with the following property. Whenever $L^{\prime} \in \mathscr{L}_{k}$ is such that $\delta_{H}\left(L, L^{\prime}\right)<R_{2}$, there exists a $C^{1, \alpha^{\prime}}$-small closed 1 -form $\sigma$ of $L$ such that $L^{\prime}=$ graph $\sigma$ in a Weinstein neighbourhood of $L$. Furthermore, if $\sigma$ is exact, then

$$
d\left(L, L^{\prime}\right) \leq C_{2} \delta_{H}\left(L, L^{\prime}\right)
$$

Moreover, if a sequence $\left\{L_{i}\right\} \subseteq \mathscr{L}_{k}$ has Hausdorff limit $N$, then $N$ is an embedded $C^{1, \alpha_{-}}$ Lagrangian submanifold, and there exist diffeomorphisms $f_{i}: N \xrightarrow{\sim} L_{i}$ for i large such that $f_{i} \rightarrow \mathbb{1}$ in the $C^{1, \alpha^{\prime}}$-topology, $0<\alpha^{\prime}<\alpha<1$.

Remarks 2. In [Cha24], the limit $N$ was possibly immersed, even in the exact case. However, this was because we were working with the weaker condition of having bounded volume, instead of being $\varepsilon$-tame. The latter condition ensures that Hausdorff limits are indeed embedded.
In the nonexact case, this is also why the additional condition that $L^{\prime}$ and $L$ have the same first Betti number is no longer required here: if a sequence $\left\{L_{i}\right\}$ with Betti number $b_{1}\left(L_{i}\right)=b$ were to Hausdorff-converge to a Lagrangian submanifold $L$ with $b_{1}(L)<b$, then we would have a sequence of embeddings $\left\{N \hookrightarrow L_{i}\right\}$ which $C^{1, \alpha^{\prime}}$-converges to a nontrivial cover $N \rightarrow L$, which is not possible when each $L_{i}$ is $\varepsilon$-tame for the same $\varepsilon>0$.
II.c. Applying Theorem 2

To study $\mathscr{L}_{k}^{\star}$, it will be important to know that the 1 -form $\sigma$ appearing in Theorem 2 is exact. When $L$ is exact and its Weinstein neighbourhood $\Psi: D_{r}^{*} L \rightarrow M$ is exact, i.e. $\Psi^{*} \lambda=\lambda_{0}+d F$ for some $F: T^{*} L \rightarrow \mathbb{R}$, this is self-evident. We now extend this to monotone Lagrangian submanifolds bounding enough disks.

Lemma 1 Let $L, L^{\prime} \in \mathscr{L}_{k}^{m(\rho)}$. Suppose that $L^{\prime}=\operatorname{graph} \sigma$ in a Weinstein neighbourhood $\Psi$ of $L$. Then, $\sigma$ is exact.

Proof. Suppose that $\sigma$ is not exact. Then, there exists a loop $\gamma: S^{1} \rightarrow L$ such that $\langle\sigma, \gamma\rangle \neq 0$. In particular, it must be so that $\gamma$ represents a nonzero class in $H_{1}(L ; \mathbb{Z})^{\text {free }}$. Since $L$ bounds enough disks, there is thus a disk $D$ in $M$ whose boundary lies on $L$ and is some iterate $\gamma^{m}$ of $\gamma$.
Let $u: S^{1} \times[0,1] \rightarrow T^{*} L$ be the cylinder given by $(t, s) \mapsto(\gamma(m t), s \sigma(\gamma(m t)))$. Note that $u$ has nonzero area:

$$
\int_{S^{1} \times[0,1]} u^{*} \omega_{0}=\int_{S^{1}}\left(\sigma \circ \gamma^{m}\right)^{*} \lambda_{0}=\int_{S^{1}}\left(\gamma^{m}\right)^{*} \sigma=m \int_{S^{1}} \gamma^{*} \sigma \neq 0,
$$

where we have made use of the fact that the zero-section is $\lambda_{0}$-exact and of the tautological property of $\lambda_{0}$, i.e. $\sigma^{*} \lambda_{0}=\sigma$. Since $\Psi$ preserves the symplectic form, $C=\Psi\left(u\left(S^{1} \times[0,1]\right)\right)$ has nonzero area in $M$.

Then, we have that

$$
\omega(D)=\rho \mu(D)
$$

but also

$$
\omega(D)+\omega(C)=\omega(D \# C)=\rho \mu(D \# C)=\rho \mu(D)
$$

which is obviously a contradiction. Therefore, $\sigma$ must be exact.

We now show that Theorem 2 also applies to the space of graphs $\mathscr{L}_{k}^{\Gamma}=\mathscr{L}_{k}^{\Gamma}(M \times M)$, even when that space is equipped with the metric

$$
d_{H}^{\prime}\left(\operatorname{graph} \varphi_{1}, \operatorname{graph} \varphi_{2}\right):=\left\|\varphi_{1} \varphi_{2}^{-1}\right\|_{H},
$$

where $\|\cdot\|_{H}$ is the Hofer norm on $M$. This is not clear at all that this is the case since Theorem 2 requires that $d \leq d_{H}$, but we have here that $d=d_{H}^{\prime} \geq d_{H}$.

Proposition 1 For all L in $\mathscr{L}_{k}^{\Gamma}$, there exist constants $C_{2}, R_{2}>0$ with the following property. Whenever $L^{\prime} \in \mathscr{L}_{k}^{\Gamma}$ is such that $\delta_{H}\left(L, L^{\prime}\right)<R_{2}$, there exists a $C^{2, \alpha^{\prime}}$-small function $f$ of $L$ such that $L^{\prime}=$ graph df in a Weinstein neighbourhood of $L$.
Furthermore, if a sequence of graphs $\left\{L_{i}\right\} \subseteq \mathscr{L}_{k}^{\Gamma}$ Hausdorff-converges to another graph $L$, then $L_{i} \rightarrow L$ in $d_{H}^{\prime}$.

Proof. Since $L=(\mathbb{1} \times \varphi)(\Delta)$ for some $\varphi \in \operatorname{Ham}(M)$ and $(\mathbb{1} \times \varphi)\left(\mathscr{L}_{k}^{\Gamma}\right) \subseteq \mathscr{L}_{k^{\prime}}^{\Gamma}$ for some $k^{\prime}$, it suffices to prove the statement for $L=\Delta$ and $R_{2}$ such that $B_{R_{2}}(\Delta)$ is contained in a small enough Weinstein neighbourhood of $\Delta$. The proof follows from the typical flux argument, but we give here the details.
Fix a Weinstein neighbourhood $\Psi: D_{R}^{*} M \rightarrow M \times M$ of the diagonal, and let $\left\{L_{i}=\operatorname{graph} \varphi_{i}\right\} \subseteq \mathscr{L}_{k}^{\Gamma}$ be such that $L_{i} \subseteq \Psi\left(D_{r_{i}}^{*} L\right)$, where $\left\{r_{i}\right\} \subseteq(0, R]$ is a decreasing sequence converging to 0 . Then, $L_{i} \rightarrow \Delta$ in the Hausdorff metric (see Lemma 1 of [Cha24]), and there are 1-forms $\sigma_{i}$ on $M$ such that $L_{i}=\Psi$ (graph $\sigma_{i}$ ) for $i$ large by Theorem 2.

In fact, the theorem implies that $\left\{\sigma_{i}\right\}$ must $C^{1}$-converge to 0 . Therefore, for $i$ large, $\Psi\left(\right.$ graph $\left.t \sigma_{i}\right)$ is a graph for all $t \in[0,1]$, and we can define $\left\{\psi_{i}^{t}\right\}_{t \in[0,1]} \subseteq \operatorname{Symp}(M)$ via graph $\psi_{i}^{t}=\Psi\left(\right.$ graph $\left.t \sigma_{i}\right)$. A direct computation gives $\operatorname{Flux}\left(\left\{\psi_{i}^{t}\right\}\right)=\left[\sigma_{i}\right]$. But fix a Hamiltonian isotopy $\left\{\varphi_{i}^{t}\right\}$ with $\varphi_{i}^{1}=\varphi_{i}$, then the concatenation $\Psi_{i}=\psi_{i} \# \overline{\varphi_{i}}$ of $\left\{\psi_{i}^{t}\right\}$ with $\left\{\varphi_{i}^{1-t}\right\}$ is a loop in $\operatorname{Symp}(M)$. Therefore,

$$
\operatorname{Flux}\left(\Psi_{i}\right)=\operatorname{Flux}\left(\left\{\psi_{i}^{t}\right\}\right)-\operatorname{Flux}\left(\left\{\varphi_{i}^{t}\right\}\right)=\left[\sigma_{i}\right]
$$

is in the flux group $\Gamma_{\omega}$ of $M$. By the flux conjecture (proved by Ono [Ono06]), $\Gamma_{\omega}$ is discrete. Since $\sigma_{i} \rightarrow 0$, we must thus have that $\left[\sigma_{i}\right]=0$, i.e. $\sigma_{i}=d f_{i}$, for $i$ large.
To get the neighbourhood, just note that if such a neighbourhood did not exist, we could construct a sequence $\left\{L_{i}\right\}$ converging to the diagonal, but such that every $\sigma_{i}$ is nonexact, which would be a contradiction.
The last statement follows directly from what we have already said: $L_{i}=\operatorname{graph} \varphi_{i} \rightarrow$ $L=\operatorname{graph} \varphi$ in the Hausdorff metric, then it must be that $\varphi_{i} \rightarrow \varphi$ in the $C^{1}$-topology, and thus also in the Hofer norm.

## III. TOPOLOGICAL AND METRIC PROPERTIES OF THE GEOMETRICALLY BOUNDED SPACES

We now prove some topological and metric properties of $\mathscr{L}_{k}^{\star}$ and their various metric completions. More precisely, in Subsection III.a, we prove Theorem A and some of its direct consequences. In Subsection III.b, we then prove Theorem C. We also use some comparison results to get a weaker version of that theorem which holds in any Riemannian metric. We conclude in Subsection III.c with an analysis of local Hausdorff geodesics. We also use this to conclude that many natural variations of the Hausdorff on $\mathscr{L}_{k}^{\star}$ are in fact equivalent on those spaces.

## III.A. Compactness and metric completions

We now move to prove results about the compactness of the various metric completions of $\mathscr{L}_{k}^{\star}$.
It follows directly from Theorems 1 and 2 that every $L \in \mathscr{L}_{k}^{\star}$ has a neighbourhood where both metrics are equivalent. We thus get directly the following result.
Corollary 1 The topology on $\mathscr{L}_{k}^{\star}$ induced by $\delta_{H}$ is equivalent to the one induced by $d$.
The new observation is that we can actually extend this equivalence to the completions.
Proposition 2 The metric completions of $\mathscr{L}_{k}^{\star}$ in $\delta_{H}$ and d are homeomorphic.
Proof. Recall that the metric completion $\widehat{\mathscr{L}}_{k}^{\star}$ of $\mathscr{L}_{k}^{\star}$ in $d$ is defined as the space of Cauchy sequences in $\mathscr{L}_{k}^{\star}$ up to equivalence. Two Cauchy sequences $\left\{L_{i}\right\}$ and $\left\{L_{j}^{\prime}\right\}$ are called equivalent if for all $\varepsilon>0$ there exist $I \in \mathbb{N}$ such that $d\left(L_{i}, L_{j}^{\prime}\right)<\varepsilon$ for all $i, j \geq I$. For our result, it thus suffices to show that $d$ and $\delta_{H}$ have the same Cauchy sequences and the same notion of equivalence between them.
By Theorem 1, $d$-Cauchy sequences are also $\delta_{H}$-Cauchy sequences. Likewise, when two $d$-Cauchy sequences are $d$-equivalent, they are also $\delta_{H}$-equivalent.
Suppose that $\left\{L_{i}\right\}$ is a $\delta_{H}$-Cauchy sequence. Denote by $N$ its Hausdorff limit, and fix $\varepsilon>0$. By Theorem 2, we know that $N$ is actually an embedded Lagrangian $C^{1, \alpha}$-submanifold. Therefore, we can take a sequence $\left\{L_{i}^{\prime}\right\}$ such that
(i) $d_{H}\left(L_{i}, L_{i}^{\prime}\right) \leq \varepsilon$;
(ii) $\left\{L_{i}^{\prime}\right\}$ Hausdorff-converges to a smooth submanifold $N^{\prime}$;
(iii) $\delta_{H}\left(N, N^{\prime}\right) \leq \varepsilon$.

For example, this can be done by taking a sequence of generic Hamiltonians $\left\{H_{i}\right\}$ with $\left\|H_{i}\right\| \leq \varepsilon$ which is also $C^{1}$-Cauchy and then taking $L_{i}^{\prime}=\varphi^{H_{i}}\left(L_{i}\right)$. If $\star=\Gamma$, we also can suppose that $N^{\prime}$ is a graph.

But since $N^{\prime}$ is smooth, then $L_{i}^{\prime} \xrightarrow{\delta_{H}} N^{\prime}$ implies that $L_{i}^{\prime} \xrightarrow{d} N^{\prime}$ by Theorem 2 - or by Proposition 1 when working with graphs and $d=d_{H}^{\prime}$. Therefore, $\left\{L_{i}^{\prime}\right\}$ is also $d$-Cauchy, and we get that

$$
d\left(L_{i}, L_{j}\right) \leq d_{H}\left(L_{i}, L_{i}^{\prime}\right)+d\left(L_{i}^{\prime}, L_{j}^{\prime}\right)+d_{H}\left(L_{j}^{\prime}, L_{j}\right) \leq 3 \varepsilon
$$

for $i$ and $j$ large. The sequence $\left\{L_{i}\right\}$ is thus itself $d$-Cauchy. The proof that both metrics have the same notion of equivalence between Cauchy sequences is analogous.

Noting that the space of closed subsets of $W_{k}$ is compact in the Hausdorff metric and that the completion of $\mathscr{L}_{k}^{\star}$ in the Hausdorff metric naturally embeds in this space as a closed subspace, we get directly the following corollary.
Corollary 2 The metric completion $\widehat{\mathscr{L}}_{k}^{\star}$ of $\mathscr{L}_{k}^{\star}$ in d is compact.
This thus completes the proof of Theorem A. Note that the compactness result also implies that the uncompleted space $\mathscr{L}_{k}^{\star}$ is precompact in $\widehat{\mathscr{L}}_{k}^{\star}$, so that we get from the generalized Heine-Borel theorem the following.
Corollary 3 The space $\mathscr{L}_{k}^{\star}$ is totally bounded in d, i.e. for every $\varepsilon>0$, every cover of $\mathscr{L}_{k}^{\star}$ by $d$-balls of radius $\varepsilon$ admits a finite subcover.

As we shall see below, this is the statement that will be useful for the corollaries appearing in the introduction.
III.b. Local contractibility

We finally show some local path-connectedness properties for $\mathscr{L}_{k}^{\star}$ and $\widehat{\mathscr{L}}_{k}^{\star}$ with some additional hypotheses on $M$. In fact, in each case, we end up proving something stronger: the spaces are locally contractible.
Note that this subsection makes heavy use of Riemannian-geometric results, which we have decided to keep for a dedicated appendix at the end of this paper. This thus makes this part much more readable if one is willing to accept those technical results.

## The Sasaki metric case

We first show that given $L$, the metric may be chosen so that we have a system of contractible neighbourhoods, i.e. we prove the first part of Theorem C.
Proposition 3 Suppose that $g=g_{J}$ is such that, in a Weinstein neighbourhood of $L \in \mathscr{L}_{k}^{\star}$, it corresponds to the Sasaki metric of $\left.g\right|_{L}$. Then, $L$ possesses a system of contractible neighbourhoods in $\mathscr{L}_{k}^{\star}$.

Proof. Given Theorem 2, we can identify a sufficiently small neighbourhood of $L$ to a set of $C^{1, \alpha^{\prime}}$-small exact forms. Furthermore, as the neighbourhood gets smaller, the $C^{1, \alpha^{\prime}}$-norm of the forms tends to 0 - this is a consequence of the second part of Theorem 2.

Therefore, it suffices to prove that such a set of forms must be star-shaped about the origin. The result thus follow from Lemmata A.1, A.2, and A. 5 below. For convenience of computation, these lemmata are stated for vector fields on $L$ instead of forms, but this is equivalent given the musical isomorphisms of $\left.g\right|_{L}$.

Note that Proposition 3 extends to the metric completion of $\mathscr{L}_{k}^{\star}$.
Corollary 4 Let Land $g$ be as in Proposition 3. The Lagrangian L also possesses a system of contractible neighbourhoods in the metric completion $\widehat{\mathscr{L}}_{k}^{\star}$ in $d$.

Proof. By the proof of Proposition 3, we know that if $L^{\prime}=$ graph $d H$ is smooth and in a small enough neighbourhood, then $t L^{\prime}=$ graph $t d H$ stays in that neighbourhood for all $t \in[0,1]$.
Suppose now that $L^{\prime} \in \widehat{\mathscr{L}}_{k}^{\star}$ is not smooth but in the (completion of the) same neighbourhood. By definition, there is thus a sequence $\left\{L_{i}\right\} \subseteq \mathscr{L}_{k}^{\star}$ in that neighbourhood such that $L_{i} \rightarrow L$ in the Hausdorff metric. But then, $t L_{i}$ stays in it for all $t \in[0,1]$. By continuity of multiplication by a scalar, we have that $t L_{i} \rightarrow t L^{\prime}$ in the Hausdorff metric. Therefore, $t L^{\prime}$ stays in the same neighbourhood as $L^{\prime}$, which gives the result.

## The two-dimensional case

Even though we expect any $L$ in $\mathscr{L}_{k}^{\star}$ to have a system of contractible neighbourhoods for any metric $g$, the computations involved quickly become too complex to handle. An exception to this is when $\operatorname{dim} M=2$. Namely, we can prove the following, which corresponds to the second part of Theorem C.

Proposition 4 Let $\operatorname{dim} M=2$ and $k \in \mathbb{N}$. Every $L \in \mathscr{L}_{k}^{\star}$ admits a system of contractible neighbourhoods.

To do so, we employ a similar approach to the Sasaki case. We can do this because, in dimension 2 , a tubular neighbourhood of $L$ admits some fairly nice coordinates given by

$$
\begin{aligned}
\varphi:(0, \ell) \times(-r, r) & \longrightarrow M \\
(s, t) & \left.\longmapsto \exp _{\gamma(s)}(t) \dot{\gamma}(s)\right)
\end{aligned}
$$

where $\gamma:[0, \ell) \rightarrow L$ is a parametrization such that $|\dot{\gamma}| \equiv 1$. Note that

$$
\begin{aligned}
\varphi^{*} g & =|W|^{2} d s^{2}+d t^{2} \\
\varphi^{*} J & =|W| \frac{\partial}{\partial t} \otimes d s-\frac{1}{|W|} \frac{\partial}{\partial s} \otimes d t \\
\text { and } \quad \varphi^{*} \omega & =|W| d s \wedge d t=d\left(\left(-\int_{0}^{t}|W| d \tau\right) d s\right),
\end{aligned}
$$

where $W(s, t)$ is the value at time $t$ of the unique Jacobi field along the geodesic $t \mapsto \varphi(s, t)$ such that $W(s, 0)=\dot{\gamma}(s)$ and $\dot{W}(s, 0)=-\kappa(s) \dot{\gamma}(s)$. Here, $\kappa$ is the (signed) geodesic curvature of $L$, which is defined via the relation $\ddot{\gamma}:=\nabla_{\dot{\gamma}} \dot{\gamma}=\kappa J \dot{\gamma}$.
In these coordinates, a graph $L^{\prime}=\{(s, \xi(s)) \mid s \in[0, \ell)\}=$ : graph $\xi$ is in the same Hamiltonian isotopy class in $S^{1} \times(-r, r)$ as $L=$ graph 0 if and only if $s \mapsto \int_{0}^{\xi(s)}|W| d t$ admits a primitive, which in turn is equivalent to

$$
\begin{equation*}
\int_{0}^{\ell} \int_{0}^{\xi(s)}|W| d t d s=0 \tag{1}
\end{equation*}
$$

In particular, even if graph $\xi$ is exact, one should not expect graph $\alpha \xi$ to be for $\alpha \in(0,1)$. We can however circumvent this problem by slightly adjusting our approach.
Lemma 2 Suppose that $\|\xi\|:=\max |\xi|<\frac{r}{2}$. Then, for any $\alpha \in[0,1]$, there exists a unique real number $c(\alpha)$ in $\left(-\frac{r}{2}, \frac{r}{2}\right)$ such that $\xi_{\alpha}:=\alpha \xi+c(\alpha)$ defines an exact graph. Furthermore, $c$ depends continuously on $\alpha$ and $|c(\alpha)| \leq \alpha\|\xi\|$. In particular, the path $\alpha \mapsto$ graph $\xi_{\alpha}$ is Hausdorff-continuous and stays in the image of $\varphi$.
Moreover, if $\|\xi\|<\frac{r}{3}$, then we have that

$$
\left|c(\alpha)-c\left(\alpha^{\prime}\right)\right| \leq\|\xi\|\left|\alpha-\alpha^{\prime}\right| .
$$

Proof. Fix $\alpha \in[0,1]$. For each $s \in[0, \ell)$, the map $\tau \mapsto \int_{0}^{\alpha \xi(s)+\tau}|W| d t$ is increasing on $\left(-\frac{r}{2}, \frac{r}{2}\right)$. Indeed, $|W|>0$ for all $(s, t) \in[0, \ell) \times(-r, r)$ since $\varphi$ is a chart, and $|\alpha \xi(s)+\tau| \leq\|\xi\|+\frac{r}{2}<r$. Furthermore, the map is positive if $\tau>\alpha\|\xi\|$ and negative if $\tau<-\alpha\|\xi\|$ for the same reason. Therefore, the same holds for the function $\tau \mapsto \int_{0}^{\ell} \int_{0}^{\alpha \xi(s)+\tau}|W| d t d s$. In particular, there is a unique solution $\tau=c(\alpha)$ in $\left(-\frac{r}{2}, \frac{r}{2}\right)$ to (1), that is such that

$$
\int_{0}^{\ell} \int_{0}^{\alpha \xi(s)+c(\alpha)}|W| d t d s=0
$$

The continuity of $c$ follows directly from the fact that $\int_{0}^{\ell} \int_{0}^{\alpha \xi(s)+\tau}|W| d t d s$ depends continuously on $\alpha$. The estimate on the value of $c$ follows from the fact that this integral is positive if $\tau>\alpha\|\xi\|$ and negative if $\tau<-\alpha\|\xi\|$.

The final estimate follows from applying the same logic as above to the function

$$
\tau \mapsto \int_{0}^{\ell} \int_{0}^{\left(\alpha-\alpha^{\prime}\right) \xi(s)+\tau-c\left(\alpha^{\prime}\right)}|W| d t
$$

and noting that $\tau=c(\alpha)$ must be its unique zero in $\left(-\frac{r}{3}, \frac{r}{3}\right)$.
Therefore, we are precisely in the setting of Subsection *A.2, and Proposition 4 follows directly from applying Lemmata A. 7 and A. 9 to the path $\alpha \mapsto \xi_{\alpha}$.

## The general case

We now partially extend the local path-connectedness result to other metrics than the Sasaki ones. The results are of course weaker in this context, but they still point in the same direction as the locally Sasaki case. More precisely, we get the following.

Proposition 5 For every $k>0$ and $L \in \mathscr{L}_{k}^{\star}$, there are $a \geq 1$ and $b \geq 0$ with the following property. The Lagrangian submanifold L possesses a (system of) neighbourhood $U$ in $\mathscr{L}_{k}^{\star}$ such that the inclusion $U \hookrightarrow \mathscr{L}_{a k+b}^{\star}$ is nullhomotopic.

This follows directly from combining the Sasaki case (Proposition 3) with the comparison results Lemmata A. 10 and A. 11 below.

## III.c. Local geodesics

We now turn our attention to the geodesics in the Hausdorff metric in a neighbourhood of a Lagrangian submanifold $L \in \mathscr{L}_{k}^{\star}$.
We first recall the definition of a geodesic in a general metric space.
Definition Let $(X, d)$ be a metric space. The length of curve $c:[a, b] \rightarrow X$ is given by

$$
\ell(c):=\sup _{a=t_{0}<\cdots<t_{\ell}=b} \sum_{i=1}^{\ell} d\left(c\left(t_{i-1}\right), c\left(t_{i}\right)\right) \in[0, \infty] .
$$

We say that $c$ has constant speed if there exist $\lambda \geq 0$ such that $\ell\left(\left.c\right|_{[t, s]}\right)=\lambda|t-s|$ for all $a \leq t \leq s \leq b$. In that case, we call $\lambda$ its speed.
A geodesic is a curve $c:[a, b] \rightarrow X$ which has constant speed and is locally minimizing in $d$, i.e. for every $t_{0} \in[a, b]$, there is some $\varepsilon>0$ such that whenever $t \leq s \in[a, b] \cap\left(t_{0}-\right.$ $\varepsilon, t_{0}+\varepsilon$ ), then

$$
\ell\left(\left.c\right|_{[t, s]}\right)=d(c(t), c(s)) .
$$

If the above equality holds for all $t, s \in[a, b]$, then we call $c$ a minimizing geodesic.

We begin with a description of certain geodesics in the Hausdorff distance in a small enough neighbourhood of any submanifold.

Proposition 6 Let $N$ be a submanifold of a complete Riemannian manifold $M$ with tubular neighbourhood $U$, i.e. there is a neighbourhood $V$ of the zero-section of $T N^{\perp}$ such that the exponential gives a diffeomorphism $V \xrightarrow{\sim} U$. Suppose that $V=B_{\varepsilon}(N)$ for some $\varepsilon>0$, that is, $V$ is the $\varepsilon$-neighbourhood of the zero-section in $T N^{\perp}$. If $N^{\prime} \subseteq U$ is a submanifold such that $N^{\prime}=\exp \sigma(N)$ for some section $\sigma$ of $T N^{\perp}$, then

$$
\delta_{H}\left(t N^{\prime}, s N^{\prime}\right)=|t-s| \max |\sigma|
$$

for all $t, s \in[0,1]$, where $t N^{\prime}:=\exp t \sigma(N)$.
We get directly from this a characterization of the radial Hausdorff-geodesics.
Corollary 5 If $N$ and $N^{\prime}$ are as above, the path $t \mapsto t N^{\prime}$ is a minimal geodesic in the Hausdorff metric. In particular, if the Riemannian metric corresponds to the Sasaki metric on a Weinstein neighbourhood of $L \in \mathscr{L}_{k}^{\star}$, then $L$ possesses a system of geodesically-starshaped neighbourhoods in $\left(\mathscr{L}_{k}^{\star}, \delta_{H}\right)$.

Proof. Denote by $c$ the path, and take $0 \leq a<b \leq 1$. Then, the length of $\left.c\right|_{[a, b]}$ is given by

$$
\begin{aligned}
\ell\left(\left.c\right|_{[a, b]}\right) & =\sup _{a=t_{0}<\cdots<t_{\ell}=b} \sum_{i=1}^{\ell} \delta_{H}\left(c\left(t_{i-1}\right), c\left(t_{i}\right)\right) \\
& =\sup _{a=t_{0}<\cdots<t_{\ell}=b} \sum_{i=1}^{\ell}\left(t_{i}-t_{i-1}\right) \max |\sigma| \\
& =(b-a) \max |\sigma| \\
& =\delta_{H}(c(a), c(b)),
\end{aligned}
$$

which proves the first part of the result.
The statement on geodesically-starshaped then follows directly, knowing that $t L^{\prime}$ stays in $\mathscr{L}_{k}^{\star}$ by Proposition 3.

Proof of Proposition 6: We first note that for every $t, s \in[0,1]$

$$
\begin{align*}
s\left(t N^{\prime} ; s N^{\prime}\right) & =\max _{x \in N} d_{M}\left(\exp t \sigma(x), s N^{\prime}\right)  \tag{2}\\
& \leq \max _{x \in N} d_{M}(\exp t \sigma(x), \exp s \sigma(x))=|t-s| \max |\sigma|,
\end{align*}
$$

since the exponential on $V$ is a radial isometry. In particular, we have that $\delta_{H}\left(t N^{\prime}, s N^{\prime}\right) \leq$ $|t-s| \max |\sigma|$.

Suppose that $s<t$, and let $x_{0} \in N$ be such that $\left|\sigma\left(x_{0}\right)\right|=\max |\sigma|$. Suppose that there exists $y \in N$ such that $d_{M}\left(\exp t \sigma\left(x_{0}\right), \exp s \sigma(y)\right)<d_{M}\left(\exp t \sigma\left(x_{0}\right), \exp s \sigma\left(x_{0}\right)\right)=$ $(t-s)\left|\sigma\left(x_{0}\right)\right|$. Then, we have that

$$
\begin{aligned}
t\left|\sigma\left(x_{0}\right)\right| & =(t-s)\left|\sigma\left(x_{0}\right)\right|+s\left|\sigma\left(x_{0}\right)\right| \\
& \geq d_{M}\left(\exp t \sigma\left(x_{0}\right), \exp s \sigma\left(x_{0}\right)\right)+s|\sigma(y)| \\
& >d_{M}\left(\exp t \sigma\left(x_{0}\right), \exp s \sigma(y)\right)+d_{M}(y, \exp s \sigma(y)) \\
& \geq d_{M}\left(\exp t \sigma\left(x_{0}\right), y\right)
\end{aligned}
$$

This means that

$$
d_{M}\left(\exp t \sigma\left(x_{0}\right), N\right) \leq d_{M}\left(\exp t \sigma\left(x_{0}\right), y\right)<t\left|\sigma\left(x_{0}\right)\right|
$$

Let $\gamma:[0,1] \rightarrow M$ be a minimal geodesic from $N$ to $\exp t \sigma\left(x_{0}\right)$. Since $N$ is closed, $\gamma^{\prime}(0) \in T N^{\perp}$, so that $\gamma(t)=\exp \left(t \gamma^{\prime}(0)\right)$. But then, $\left|\gamma^{\prime}(0)\right|=d_{M}\left(\exp t \sigma\left(x_{0}\right), N\right)<$ $t\left|\sigma\left(x_{0}\right)\right|<\varepsilon$. Therefore, $\gamma^{\prime}(0)$ and $t \sigma\left(x_{0}\right)$ are two vectors in $V$ whose image under the exponential map is $\exp t \sigma\left(x_{0}\right)$, which is a contradiction with the hypothesis that $\left.\exp \right|_{V}$ be a diffeomorphism onto its image. The inequality (2) is thus in fact an equality, which proves the lemma.
In the two-dimensional case, things are not as straightforward. Indeed, it is easy to see that the above proof gives that

$$
\delta_{H}\left(\text { graph } \xi_{\alpha}, \operatorname{graph} \xi_{\alpha^{\prime}}\right)=\max \left|\xi_{\alpha}-\xi_{\alpha^{\prime}}\right|,
$$

which means that we should not expect $\alpha \mapsto \xi_{\alpha}$ to be a Hausdorff-geodesic in general. However, the above equality together with the estimate on the Lipschitz constant of $c(\alpha)$ in Lemma 2 gives the following.

Lemma 3 Suppose that $\operatorname{dim} M=2$. Every $L \in \mathscr{L}_{k}^{\star}$ has a neighbourhood $U$ in $\mathscr{L}_{k}^{\star}$ such that

$$
\delta_{H}\left(\operatorname{graph} \xi_{\alpha}, \operatorname{graph} \xi_{\alpha^{\prime}}\right) \leq 2\left|\alpha-\alpha^{\prime}\right| \max |\xi|=2\left|\alpha-\alpha^{\prime}\right| \delta_{H}(L, \operatorname{graph} \xi)
$$

whenever graph $\xi \in U$.

## Variations on the Hausdorff metric

Following a result of Sosov [Sos01], the Hausdorff metric between $L$ and $L^{\prime}$ is given by the infinimum over all $\delta_{H}$-continuous paths of closed subsets from $L$ to $L^{\prime}$. In fact, this infimum is even realized by a geodesic. This is because we have chosen the Riemannian metric on $M$ so that $\left(M, d_{M}\right)$ is a complete, geodesic metric space. Therefore, his definition of a geodesic corresponds to ours.

In this context, it is thus natural to consider what happens when we take the infimum over paths in a smaller set. More precisely, we are interested in the two following variants of the usual Hausdorff metric on $\mathscr{L}_{k}^{\star}$ :

$$
\begin{aligned}
\delta_{H}^{\mathrm{Man}}\left(L_{0}, L_{1}\right) & :=\inf \left\{\ell(c) \mid c(i)=L_{i}, c(t) \text { is a n-dimensional manifold } \forall t \in[0,1]\right\}, \\
\delta_{H}^{(\star, k)}\left(L_{0}, L_{1}\right) & :=\inf \left\{\ell(c) \mid c(i)=L_{i}, c(t) \in \mathscr{L}_{k}^{\star} \forall t \in[0,1]\right\} .
\end{aligned}
$$

Here, all c's are $\delta_{H}$-continuous, and all manifolds are smooth, closed, and connected. Note that

$$
\delta_{H} \leq \delta_{H}^{\mathrm{Man}} \leq \delta_{H}^{(\star, k)} .
$$

The first part of this subsection shows that, at least locally, these inequalities are equalities in good cases.

Proposition 7 Every $L \in \mathscr{L}_{k}^{\star}$ has a neighbourhood $U$ in $\mathscr{L}_{k}^{\star}$ such that for all $L^{\prime} \in U$, the following holds.
(i) $\delta_{H}^{\mathrm{Man}}\left(L, L^{\prime}\right)=\delta_{H}\left(L, L^{\prime}\right)$.
(ii) If the Riemannian metric of $M$ corresponds to the Sasaki metric on a Weinstein neighbourhood of $L$, then $\delta_{H}^{(\star, k)}\left(L, L^{\prime}\right)=\delta_{H}\left(L, L^{\prime}\right)$.
(iii) If $\operatorname{dim} M=2$, then $\delta_{H}^{(\star, k)}\left(L, L^{\prime}\right) \leq 2 \delta_{H}\left(L, L^{\prime}\right)$.

Proof. We take $U$ to be a tubular neighbourhood of $L$. By making $U$ smaller if necessary, we may suppose that all $L^{\prime} \in \mathscr{L}_{k}^{\star}$ such that $L^{\prime} \subseteq U$ are graphs by Theorem 2. Therefore, (i) and (ii) follow directly from Corollary 5. Likewise, (iii) follows from Lemma 3.

In particular, we get the following characterization of the topologies induced by the variations of the Hausdorff metric.

Corollary 6 The metrics $\delta_{H}^{\mathrm{Man}}$ and $\delta_{H}$ induce the same topology on $\mathscr{L}_{k}^{\star}$. If $\operatorname{dim} M=2$, then the same holds for $\delta_{H}^{(\star, k)}$ and $\delta_{H}$.

## IV. Symplectic properties of the geometrically bounded spaces

We now show some symplectic properties of the Lagrangian submanifolds in $\mathscr{L}_{k}^{\star}$ which derive from the topological and metric properties proved above. More precisely, we first prove in Subsection IV.a Theorem B. The rest of the subsections are then dedicated to proving the many corollaries following the first principle appearing in the introduction: one per section and in the same order.

## IV.a. Hamiltonian isotopy classes

We explain how the connected components of $\mathscr{L}_{k}^{\star}$ are related to the isotopy classes of the Lagrangian submanifold therein.

Proposition 8 For each $k>0$, there exists $A>0$ with the following property. If $L, L^{\prime} \in \mathscr{L}_{k}^{\star}$ are not Hamiltonian isotopic, then

$$
d\left(L, L^{\prime}\right) \geq A .
$$

Proof. Let $\left\{L_{i}\right\}$ and $\left\{L_{i}^{\prime}\right\}$ be sequences in $\mathscr{L}_{k}^{\star}$ such that $d\left(L_{i}, L_{i}^{\prime}\right)$ tends to zero, that is, they are equivalent in $d$. By Proposition 2, they must then be also equivalent in $d_{H}$. In particular, $d\left(L_{i}, L_{i}^{\prime}\right)$ is finite for $i$ large, which implies that they are Hamiltonian isotopic for $i$ large. Thus, such an $A>0$ must exist.

Finally, we can similarly get a fairly powerful result on the possible Hamiltonian isotopy classes in $\mathscr{L}_{k}^{\star}$.

Proposition 9 There are finitely many Hamiltonian isotopy classes in $\mathscr{L}_{k}^{\star}$.
Proof. Suppose the contrary. Then, there exists a sequence $\left\{L_{i}\right\} \subseteq \mathscr{L}_{k}^{\star}$ with $L_{i}$ not Hamiltonian isotopic to $L_{j}$ if $i \neq j$. By Corollary 2, we may pass to a converging subsequence. But by Proposition 8 above, we will eventually get $d\left(L_{i}, L_{j}\right)<A$, so that $L_{i}$ must be Hamiltonian isotopic to $L_{j}$ for $i$ and $j$ large, and we have a contradiction.

We close this section with a simple, but important observation: it is necessary to fix a Liouville form $\lambda$ when $\star=e$ or a monotonicity constant $\rho$ for $\star=m(\rho)$. Likewise, we truly need the "bounding enough disks" condition for our results to hold. Indeed, in each case when one of these conditions is broken, we get a counterexample to Proposition 9.

- On the flat cylinder $T^{*} S^{1}$, each parallel is a totally geodesic 1-tame Lagrangian submanifold which is exact for some primitive of the usual symplectic form. However, that primitive is different for each parallel, i.e. only one of them can belong to $\mathscr{L}^{e}\left(T^{*} S^{1}\right)$.
- These parallels can also be seen as monotone Lagrangian submanifold for any $\rho \geq 0$. However, they bound no disk at all, and thus do not respect the condition of bounding enough disks, i.e. they never belong to $\mathscr{L}^{m(\rho)}\left(T^{*} S^{1}\right)$.
- In $\mathbb{R}^{2}$ with its usual structure, the Hamiltonian isotopy class of a circle is determined by the area it encloses. Clearly, for any $k>0$, there is a continuum of possible areas enclosed by a circle in $\mathscr{L}_{k}\left(\mathbb{R}^{2}\right)$. Furthermore, each of these circles are monotone. However, they are all so for different monotonicity constants, i.e. only one class can belong to any $\mathscr{L}^{m(\rho)}\left(\mathbb{R}^{2}\right)$.

Remarks 3. In dimension 2, Proposition 9 follows directly from Proposition 8 and Corollary 2, since we then know that $\widehat{\mathscr{L}}_{k}^{\star}$ is locally path connected by Proposition 4. Indeed, this ensures that the connected components of $\widehat{\mathscr{L}}_{k}^{\star}$ are open, and they are thus in finite number, by compactness of the space. But by Proposition 8, each connected component is contained in a unique Hamiltonian class, so that the latter must also be in finite number.
IV.b. Boundedness of $d$

We now prove the corollary on the boundedness of $d$ when it is restricted to one Hamiltonian orbit.

Corollary 7 For every $k \geq 1$, there is some $B>0$ with the following property. Let $L, L^{\prime} \in \mathscr{L}_{k}^{\star}$. Suppose that either $L$ and $L^{\prime}$ are Hamiltonian isotopic or that $M=T^{*} N$, $\star=e$, and $d=\gamma$. Then,

$$
d\left(L, L^{\prime}\right) \leq B .
$$

Proof. If $L, L^{\prime} \in \mathscr{L}_{k}^{L_{0}}$ for some $L_{0} \in \mathscr{L}_{\infty}^{\star}$, then $d_{H}\left(L, L^{\prime}\right)<\infty$ by definition. Since $d$ is dominated by $d_{H}$, we thus also have that $d\left(L, L^{\prime}\right)<\infty$. Therefore, total boundedness of $\mathscr{L}_{k}^{L_{0}}$ (as proved in Corollary 3) implies boundedness.
When $M=T^{*} N, \star=e$, and $d=\gamma$, the same argument works because we then have $d\left(L, L^{\prime}\right)<\infty$ for all $L, L^{\prime} \in \mathscr{L}_{k}^{\star}$.

Remarks 4. The improvement here, compared to the version of the Viterbo conjecture appearing in [Cha24], is that the bound on $\gamma(L)$ stands for all exact Lagrangian submanifolds in the unit codisk bundle, not just in a codisk bundle of small enough radius. However, the constant A now explicitly depends on $k$. We have however not simply rescaled the previous estimate: the present bound applies to Lagrangian submanifolds which are not graphs, which was not the case previously.

## IV.c. Graphs and Ostrover's example

In [Ost03], Ostrover constructs, for every closed symplectic manifold $M$ such that $\pi_{2}(M)=0$ and any $c>0$ small enough, a sequence of Hamiltonian diffeomorphisms $\left\{\varphi_{i}^{c}\right\} \subseteq \operatorname{Ham}(M)$ such that
(i) $\left\|\varphi_{i}^{c}\right\|_{H} \xrightarrow{i \rightarrow \infty} \infty$;
(ii) $d_{H}\left(\Delta, \operatorname{graph} \varphi_{i}^{c}\right) \equiv c$,
where $\Delta \subseteq M \times M$ is the diagonal and $d_{H}$ is the Lagrangian Hofer metric of $M \times M$. In particular, if we set $\varphi_{i}:=\varphi_{i}^{1 / i}$, we get a sequence of Hamiltonian diffeomorphisms
which Hofer-converges to infinity, but whose graphs Lagrangian-Hofer-converges to the diagonal. In this subsection, we want to show that such a phenomenon is impossible in the world of geometrically bounded Lagrangian graphs. That is, we show the second corollary in the introduction.

Note that contrary to all other subsections of this paper, we do not require that our monotone Lagrangian submanifolds bound enough disks. We recall that

$$
\mathscr{L}_{k}^{\Gamma}=\left\{L \in \mathscr{L}_{k}(M \times M) \mid L=\operatorname{graph} \varphi, \varphi \in \operatorname{Ham}(M)\right\},
$$

where $M$ is equipped with some Riemannian metric, and $M \times M$, with the resulting product metric.
From Proposition 1, Theorem 2 applies to $\mathscr{L}_{k}^{\Gamma}$ equipped with the metric $d_{H}^{\prime}$ induced by the Hofer norm, i.e. defined by

$$
d_{H}^{\prime}\left(\operatorname{graph} \varphi_{1}, \operatorname{graph} \varphi_{2}\right):=\left\|\varphi_{1} \varphi_{2}^{-1}\right\|_{H},
$$

where $\|\cdot\|_{H}$ is the Hofer norm of $M$. Since $d_{H}^{\prime} \geq d_{H}$, Theorem 1 also trivially applies. In particular, we can make use of Proposition 3. We thus get the following, since $\mathscr{L}_{k}^{\Gamma}$ contains a unique Hamiltonian isotopy class.
Corollary 8 On $\mathscr{L}_{k}^{\Gamma}, d_{H}$ and $d_{H}^{\prime}$ induce the same topology, Furthermore, $d_{H}^{\prime}$ is bounded. In particular, an example à la Ostrover does not exist in $\mathscr{L}_{k}^{\Gamma}$.

Note that we have a defined notion of $C^{1}$-distance between graphs and of $C^{1}$-bounds on them through the diffeomorphisms that define them. We suspect that the spaces resulting from these bounds also obey a result analogous to Corollary 8 above.
However, working with curvature bounds of the graphs allows the limit in the completion to be represented by Lagrangian submanifolds of $M \times M$ which are not graphs. In particular, we get the following.

Corollary 9 There are elements in the metric completion of $\left(\operatorname{Ham}(M),\|\cdot\|_{H}\right)$ which can uniquely be represented by nongraphical $\left(C^{1, \alpha}\right)$ Lagrangian submanifolds of $M \times M$.

It would be quite interesting to be able to detect which elements of the completion have this property.
Remarks 5. One could ask the same question as above but with the Hofer norm replaced by the spectral one. However, this is a trivial question: it is known [LZ18] that in the monotone setting, the spectral norm of a Hamiltonian diffeomorphism in $M$ is equal to the spectral distance of its graph to the diagonal in $M \times M$.

## IV.d. Order of a symplectomorphism and categorical entropy

We now move on to the first corollary of Theorem B. That result (or more precisely, Proposition 9) directly implies the following.

Corollary 10 Let $L \in \mathscr{L}_{k}^{\star}$, and let $\psi$ be a symplectomorphism of $M$. If there exist $k \geq 1$ such that $\psi^{v}(L) \in \mathscr{L}_{k}^{\star}$ for all $v \geq 1$, then there exist $N$ such that $\psi^{N}(L)$ is Hamiltonian isotopic to $L$.

In fact, we can make the above statement somewhat quantitative through the various notions of entropy. First of all, we note that we have a criterion for the vanishing of barcode entropy - we refer the reader to [ÇGG22] for the definition of this notion.

Corollary 11 Let $L$ and $\psi$ be as in Corollary 10. If $\psi$ is Hamiltonian and $L^{\prime}$ is another exact or monotone Lagrangian submanifold, then the relative barcode entropy $\hbar\left(\psi ; L, L^{\prime}\right)$ vanishes.

Proof. By Proposition 4 of [Cha24], $\psi^{v}(L) \in \mathscr{L}_{k}^{\star}$ for all $v$ implies a universal bound on the volume of the $\psi^{v}(L)$. The result then follows directly from the proof of Theorem 2.4 of [ÇGG22].

Perhaps more interestingly however, we gather from Corollary 10 a geometrical criterion for the vanishing of the so-called categorical entropy of a symplectomorphism, which we define below. We make use of the definition using multiple generators of $\left[B C J^{+} 22\right]$, instead of the original definition using a single split generator [DHKK14], but it is shown in the former paper that these are equivalent. The reason for this is that we want to work with actual Lagrangian submanifolds, not abstract twisted complexes or modules over the Fukaya category.
We first introduce the following notation. Let $\mathscr{C}$ be a (non-graded) triangulated category. For a morphism $f: A \rightarrow B$ in $\mathscr{C}$, we denote by Cone $(f)$ its cone, i.e. the unique-up-to-isomorphism object turning $A \rightarrow B \rightarrow \operatorname{Cone}(f) \rightarrow A$ into a distinguished triangle of $\mathscr{C}$. More generally, we define by induction Cone $\left(f_{1}, \ldots, f_{m}\right)$ to be the cone of the map $f_{m}: A_{m} \rightarrow \operatorname{Cone}\left(f_{1}, \ldots, f_{m-1}\right)$.

Definition Let $\mathscr{C}$ be a non-graded triangulated category, and let $A, G_{1}, \ldots, G_{\ell}$ be objects of $\mathscr{C}$. The complexity of $A$ with respect to $G_{1}, \ldots G_{\ell}$ is given by

$$
\begin{aligned}
& \delta\left(G_{1}, \ldots, G_{\ell} ; A\right) \\
& \quad:=\inf \left\{m \mid A \oplus A^{\prime}=\operatorname{Cone}\left(f_{1}, \ldots, f_{m}\right), A^{\prime} \in \operatorname{Ob}(\mathscr{C}), \operatorname{dom} f_{i} \in\left\{G_{1}, \ldots, G_{\ell}\right\}\right\} .
\end{aligned}
$$

Furthermore, if $G_{1}, \ldots G_{\ell}$ split-generate $\mathscr{C}$ and $\Phi$ is an endofunctor of $\mathscr{C}$, we define its categorical entropy to be

$$
h_{\mathrm{cat}}(\Phi):=\lim _{v \rightarrow \infty} \frac{\delta\left(G_{1}, \ldots, G_{\ell} ; \Phi^{v}\left(G_{1} \oplus \cdots \oplus G_{\ell}\right)\right)}{v} \in[0,+\infty] .
$$

In other words, complexity measures how many iterated cones are needed to get $A$ from $G_{1}, \ldots, G_{\ell}$ up to some splitting, whilst categorical entropy measures how much $\Phi$ "complexifies" the generators of $\mathscr{C}$. As the notation suggests, the definition of categorical entropy is independent of the choice of split-generators.

Remarks 6. In the definition of complexity above, we could replace the $A \oplus A^{\prime}=\operatorname{Cone}\left(f_{1}\right.$, $\left.\ldots, f_{m}\right)$ condition by simply $A=\operatorname{Cone}\left(f_{1}, \ldots, f_{m}\right)$ and then work with generators to define categorical entropy. This is perfectly valid but leads to a number which is - in general larger than what we have defined here. Since we are interested in a criterion for the vanishing of entropy, it is a more general approach to work with split-generation.

In the symplectic context, we take $\mathscr{C}$ to be the derived Fukaya category $\operatorname{DFuk}^{\star}(M)$ generated by $\mathscr{L}_{\infty}^{\star}$ - this is well defined in both the exact [Sei08] and monotone [She16] settings. Then, any symplectomorphism $\psi$ preserving $\mathscr{L}_{\infty}^{\star}$ will induce an endofunctor of $\operatorname{DFuk}^{\star}(M)$ - we will call the categorical entropy of that functor the categorical entropy of $\psi$. The following result follows directly from Corollary 10 since Hamiltonian isotopic Lagrangian submanifolds induce isomorphic objects in the derived Fukaya category.

Corollary 12 Suppose that $\psi$ is a symplectomorphism of $M$ preserving $\mathscr{L}_{\infty}^{\star}$ such that, for a set of generator $L_{1}, \ldots L_{\ell}$ of $\operatorname{DFuk}^{\star}(M), \psi^{v}\left(L_{i}\right) \in \mathscr{L}_{k}^{\star}$ for some $k$, for every $v$ and every $i$. Then, $h_{\text {cat }}(\psi)=0$.

In other words, if $h_{\text {cat }}(\psi)>0$, then there is some Lagrangian submanifold $L$ which is a factor of a split-generator $G$ of $\operatorname{DFuk}^{\star}(M)$ such that the sequence $\left\{\psi^{v}(L)\right\}$ is not contained in any $\mathscr{L}_{k}^{\star}$. Note that we may suppose that such a Lagrangian submanifold $L$ induces a nontrivial object in $\mathrm{DFuk}^{\star}(M)$. Thus, $\psi$ must then deform some symplectically-important Lagrangian submanifold.

Remarks 7. There is currently work in progress from Biran, Cornea, and Zhang which defines a version of categorical entropy coming from their notion of a triangulated persistence category [BCZ23], where cones have associated weights. Because our spaces are all totally bounded, we expect that their notion of entropy is also well behaved in our setting, so that we can expect similar results as above.

Remarks 8. Lemmata A. 10 and A. 11 below imply that, for any symplectomorphism $\psi$ preserving $\mathscr{L}_{\infty}^{\star}$ and any $L \in \mathscr{L}_{\infty}^{\star}$, the quantity

$$
\eta(\psi ; L):=\underset{v \rightarrow \infty}{\lim \sup } \frac{\log ^{+}\left(\underline{k}\left(\psi^{v}(L)\right)\right)}{v} \in[0,+\infty],
$$

where $\underline{k}(L):=\inf \left\{k \mid L \in \mathscr{L}_{k}^{\star}\right\}$ and $\log ^{+}(x):=\max \{0, \log (x)\}$, is independent on the Riemannian metric $g$ on $M$ or on the choice of compacts $W_{k}$. However, its relevance is nebulous to us.

For example, it is well-known that the quantity

$$
\Gamma(\psi ; L):=\underset{v \rightarrow \infty}{\limsup } \frac{\log ^{+}\left(\operatorname{Vol}\left(\psi^{v}(L)\right)\right)}{v} \in[0,+\infty]
$$

is a lower bound to topological entropy [Yom87] and an upper bound to barcode entropy with any $L^{\prime} \in \mathscr{L}_{\infty}^{\star}$ [ÇGG22]. Furthermore, we have shown (Proposition 4 of [Cha24]) that being in $\mathscr{L}_{k}$ implies respecting a volume bound. However, that volume bound is generally not polynomial in $k$, so that there is no obvious link between $\eta$ and $\Gamma$ - and thus between $\eta$ and entropy.
Even in the case when $n=1$, in which case the volume bound reduces to

$$
\begin{equation*}
\operatorname{Vol}\left(B_{(k+1)^{-1}}\left(W_{k}\right)\right) \geq 2\lfloor\operatorname{Diam}(L)\rfloor \min \left\{\operatorname{Diam}(L),(k+1)^{-1}\right\}, \tag{3}
\end{equation*}
$$

with $\operatorname{Vol}(L)=2 \operatorname{Diam}(L)$, this only implies that

$$
\begin{equation*}
\eta(\psi ; L) \geq \Gamma(\psi ; L)-\limsup _{v \rightarrow \infty} \frac{\log \left(\operatorname{Vol}\left(W_{\underline{k}\left(\psi^{v}(L)\right.}\right)\right)}{v} . \tag{4}
\end{equation*}
$$

But the right-hand side simply vanishes. Indeed, we have the freedom to choose in (3) any $W_{k}$ containing $\psi^{v}(L)$. In particular, let $W_{k}$ be the "smallest" possible choice: the tubular neighbourhood of $\psi^{v}(L)$ of radius $r$ for $r$ small. Then, $\operatorname{Vol}\left(W_{k}\right)$ behaves like $\operatorname{Vol}\left(\psi^{v}(L)\right) r-$ see for example Theorem 9.23 of [Gra04] — and the superior limit is simply $\Gamma(\psi ; L)$.
IV.e. Connected components of $\widehat{\mathscr{L}}_{k}^{\star}$

We now move to the second corollary of Theorem B. In fact, we prove the following slightly stronger statement.

Corollary 13 If $L$ and $L^{\prime}$ are smooth Lagrangian submanifolds belonging to the same connected component of $\mathscr{L}_{k}^{\star}$ or of $\widehat{\mathscr{L}}_{k}^{\star}$, then they are Hamiltonian isotopic.
In particular, $L$ and $L^{\prime}$ are Hamiltonian isotopic if there is a $d$-continuous path in $\widehat{\mathscr{L}}_{k}^{\star}$ from $L$ to $L^{\prime}$.

Proof. Note that the set $\mathscr{L}_{k}^{L_{0}}=\left(\operatorname{Ham}(M) \cdot L_{0}\right) \cdot \mathscr{L}_{k}^{\star}$ must be a clopen of $\mathscr{L}_{k}^{\star}$. Indeed, the fact that $d\left(L, L^{\prime}\right) \geq A>0$ whenever $L^{\prime} \in \mathscr{L}_{k}^{\star}$ is not Hamiltonian isotopic to $L$ implies that $\mathscr{L}_{k}^{L_{0}}$ contains all of its limit points in $\mathscr{L}_{k}^{\star}$, i.e. $\mathscr{L}_{k}^{L_{0}}$ is closed. But that fact also implies that $\mathscr{L}_{k}^{L_{0}}$ is equal to the union of the metric balls of radius $\frac{A}{2}$ centered at points on $\mathscr{L}_{k}^{L}$, so that it must also be open. The conclusion then follows from the fact that a clopen always fully contains the connected components of its points.
For the last statement, simply note that the path-connected component of a point is always contained in its connected component.

Remarks 9. Obviously, every exact Lagrangian isotopy $\left\{L_{t}\right\}_{t \in[0,1]}$ respects the hypotheses of Corollary 13. However, these hypotheses are strictly more general. For example, it is proven in $[J a n 21]$ that if $H^{1}(N ; \mathbb{R})=0$, then the Floer barcode is $C^{0}$-continuous. That is, if $t \mapsto \varphi_{t}$ is a $C^{0}$-continuous path in the $C^{0}$-completion of the group of symplectomorphisms of $T^{*} N$
and $L, L^{\prime} \subseteq T^{*} N$ are exact, then the Floer barcode $\mathcal{B}\left(\varphi_{t}(L), L^{\prime}\right)$ depends continuously of $t$ in the bottleneck distance. In particular, this means that such a $C^{0}$-continuous path $t \mapsto \varphi_{t}(L)$ through Lagrangian submanifolds of $\mathscr{L}_{k}^{e}$ respects the hypotheses of Corollary 13.

## IV.f. Hofer geodesics

We now finally move on to the corollary of Theorem C in the introduction.
We recall that it has been proven by Milinković [Mil01] that the Hofer and spectral distances between two graphs in $T^{*} L$ are both given by

$$
\begin{equation*}
d_{H}(\operatorname{graph} d f, \operatorname{graph} d g)=\gamma(\operatorname{graph} d f, \operatorname{graph} d g)=\max |f-g|-\min |f-g| . \tag{5}
\end{equation*}
$$

In particular, if $L^{\prime}$ is a graph, then the path $t \mapsto t L^{\prime}$ is a minimizing geodesic from $L$ to $L^{\prime}$ in the Hofer metric of $T^{*} L$.

However, when $T^{*} L$ is embedded in a symplectic manifold $M$ via a Weinstein neighbourhood $\Psi$ of some Lagrangian submanifold $L$, (5) is reduced to a simple bound in the Hofer metric of $M$. In particular, we are no longer guaranteed that $t \mapsto \Psi\left(t L^{\prime}\right)$ is minimizing when $L^{\prime} \subseteq T^{*} L$ is a graph. Note that it is, however, still a geodesic since the path can be generated by an autonomous Hamiltonian (see [1007]). Therefore, it is always locally minimizing.

In the case when $L$ is either exact or monotone, we can use the results of Subsections III.b and III.c to give a lower estimate on how much the path $t \mapsto \Psi\left(t L^{\prime}\right)$ is far away from being minimizing. More precisely, we prove the following.
Corollary 14 Let L be either exact or monotone Lagrangian submanifold of $M$, and let $g$ be a metric on $M$ which corresponds to the Sasaki metric of L on a Weinstein neighbourhood $\Psi: D_{r}^{*} L \rightarrow M$. For every $k \geq 1$, there are constants $C>0$ and $r^{\prime} \in(0, r]$ with the following property. Whenever $f: L \rightarrow \mathbb{R}$ is such that $\Psi($ graph $d f) \in \mathscr{L}_{k}$ and $|d f| \leq r^{\prime}$, we have that

$$
d_{H}(\Psi(t \operatorname{graph} d f), \Psi(s \text { graph } d f)) \geq C(t-s)^{2} \max |d f|^{2}
$$

for every $t, s \in[0,1]$, where $d_{H}$ is the Hofer distance in $M$.
Proof. Note that $\Psi(t$ graph $d f) \in \mathscr{L}_{k}$ for all $t \in[0,1]$ by Proposition 3. Therefore, the bound follows directly from Theorem 1 by using Proposition 6 to compute $\delta_{H}(\Psi(t$ graph $d f), \Psi(s$ graph $d f))$.
Remarks 10. In [Cha24], the precise $C$ is computed in terms of $k$ and the sectional curvature and injectivity radius of $M$. In fact, by choosing $r^{\prime}$ small enough, $C$ can be made to only depend on the values of these invariants on $\Psi\left(D_{r}^{*} L\right)$. However, those values still depend on more than just $k$ - except when $L$ is flat. For example, the sectional curvature and the injectivity radius in the Sasaki metric are not uniformly bounded in $T^{*} L$ when $L$ is not flat (c.f. [Kow71]), so that C must depend heavily on $r$. On the other hand, we can replace the dependency of $C$ on $k$ for one depending on $\|d \varphi\|$, where $\varphi$ is the Hamiltonian diffeomorphism generated by $-\pi^{*} f$ and $\pi: T^{*} L \rightarrow$ L is the natural projection (see [CL23]).

## V. Properties in the limit

There is a natural question of whether the properties of the $\mathscr{L}_{k}^{\star}$ 's survive in $\mathscr{L}_{\infty}^{\star}$. This is however not a simple matter to see which properties can be transported to the limit, as the sequence $\left\{L_{i}\right\} \subseteq \mathscr{L}_{\infty}^{e}\left(T^{*} S^{1}\right)$ in Figure 2 exemplifies.


Figure 2: The sequence $\left\{L_{i}\right\}$ and its Hofer limit $L_{0}$
Indeed, one can easily convince oneself that such a sequence Hofer-converges but does not Hausdorff-converge to $L_{0}$ (see [Cha23] for a more detailed analysis of this example). This sequence suggests that $\mathscr{L}_{k}^{\star}$ is a fairly pathological subspace of $\mathscr{L}_{\infty}^{\star}$, since it indicates that every open subset of $\mathscr{L}_{\infty}^{\star}$ intersect all $\mathscr{L}_{k}^{\star}$ with large $k$. In particular, $\left\{\mathscr{L}_{k}^{\star}\right\}_{k \geq 1}$ is far from being an exhaustion of $\mathscr{L}_{\infty}^{\star}$ by compact sets, which complicates things.

Nonetheless, we make here an attempt to extract properties. More precisely, Subsections V.a and V.b are dedicated to proving the two corollaries in the introduction which follow the second principle. That is, in the first subsection, we show that $\mathscr{L}_{\infty}^{\star}$ is separable and, in the second one, that it contains at most countably many Hamiltonian isotopy classes. We end this part with Subsection V.c, which is a study of another possible limit space of the $\mathscr{L}_{k}^{\star \prime}$ s. Even though that space is better suited to the $\mathscr{L}_{k}^{\star}$ spaces, we show that it basically has the $C^{2}$ topology, and thus is far too rigid from the symplectic point of view.

## V.a. Topological and metric properties

We investigate the implications of Section III to the space $\mathscr{L}_{\infty}^{\star}$ of all Lagrangian submanifolds in $M$ respecting $\star$ when that space is equipped with the metric $d$. This corresponds to the second corollary of Theorem A in the introduction.

Proposition 10 The metric space $\left(\mathscr{L}_{\infty}^{\star}, d\right)$ - and thus its completion - is separable.

Proof. We first note that every totally bounded metric space $X$ is separable. Indeed, for every $m \geq 1$, we can cover $X$ by a finite number of balls of radius $\frac{1}{m}$. Let $x_{1}, \ldots, x_{N_{m}}$ be the center of these balls. By construction,

$$
\mathcal{B}:=\bigcup_{m=1}^{\infty}\left\{x_{1}, \ldots, x_{N_{m}}\right\}
$$

is then a countable dense subset of $X$.
In particular, $\mathscr{L}_{k}^{\star}$ admits a countable dense subset $\mathcal{B}_{k}$ for all $k \geq 1$ by Corollary 3. Therefore, $\cup_{k} \mathcal{B}_{k}$ is the required countable dense subset of $\mathscr{L}_{\infty}^{\star}=\cup_{k} \mathscr{L}_{k}^{\star}$

Owing to the equivalence of many topological properties on metric spaces, we directly get the following.

Corollary 15 The metric space $\left(\mathscr{L}_{\infty}^{\star}, d\right)$ and its completion are second countable, paracompact, and hereditarily Lindelöf, i.e. for every subspace $A$, an open cover of $A$ admits a countable subcover.

Remarks 11. It was pointed out to us by Vincent Humilière and Egor Shelukhin that the Hamiltonian orbit of any Lagrangian L is always separable in the Lagrangian Hofer metric $d_{H}$. Indeed, this follows from the fact that $C_{c}^{\infty}([0,1] \times M)$ is separable in the $C^{1}$-norm and that $d_{H}\left(\varphi_{H}^{1}(L), \varphi_{G}^{1}(L)\right) \leq\|\bar{H} \# G\|_{H} \leq C\|H-G\|_{C^{1}}$. Therefore, Proposition 10 is more of a statement on the behaviour of the Hamiltonian isotopy classes of $\mathscr{L}_{\infty}^{\star}$. We will explore them more in depth below.

## V.b. Symplectic properties

We now explore the possible Hamiltonian isotopy classes of $\mathscr{L}_{\infty}^{\star}$. This corresponds to the third corollary of Theorem B in the introduction.
Proposition 11 There are at most countably many Hamiltonian isotopy classes in $\mathscr{L}_{\infty}^{\star}$.
Proof. We construct a sequence which enumerates all Hamiltonian isotopy classes as follows. For $k=1$, let $\left\{L_{1}, \ldots, L_{N_{1}}\right\}$ be a collection of Lagrangian submanifolds such that $L_{i}$ and $L_{j}$ are not Hamiltonian isotopic if $i \neq j$ and such that any $L \in \mathscr{L}_{1}^{\star}$ is Hamiltonian isotopic to one of the $L_{i}$. By Proposition 9, such a $N_{1}<\infty$ exists. Then, $\left\{L_{1}, \ldots, L_{N_{k+1}}\right\}$ is built from $\left\{L_{1}, \ldots, L_{N_{k}}\right\}$ by adding representatives of the Hamiltonian isotopy classes of $\mathscr{L}_{k+1}^{\star}-\mathscr{L}_{k}^{\star}$ is a similar fashion. Since every $L \in \mathscr{L}_{\infty}^{\star}$ must be contained in $\mathscr{L}_{k}^{\star}$ for some $k$, it is clear that $\left\{L_{1}, L_{2}, \ldots\right\}$ is in bijection with the Hamiltonian isotopy classes in $\mathscr{L}_{\infty}^{\star}$.

Since every Hamiltonian isotopy class is contained in a single path-connected component of $\mathscr{L}_{\infty}^{\star}$, we also get the following.
Corollary 16 The space $\left(\mathscr{L}_{\infty}^{\star}, d\right)$ has at most countably many path-connected components.

## V.c. Another limit space

As noted above, we sadly lose many properties of the $\mathscr{L}_{k}^{\star}$ spaces when we go to the limit space $\mathscr{L}_{\infty}^{\star}$. This is ultimately because the $\mathscr{L}_{k}^{\star}$ spaces are quite pathological in $\mathscr{L}_{\infty}^{\star}$. There is however another natural topology on the set $\cup_{k} \mathscr{L}_{k}^{\star}$ which circumvents this issue: the limit $\lim _{\longrightarrow} \mathscr{L}_{k}^{\star}$ of the inductive system $\mathscr{L}_{1}^{\star} \subseteq \mathscr{L}_{2}^{\star} \subseteq \ldots$. In other words, $\underset{\longrightarrow}{\lim } \mathscr{L}_{k}^{\star}=\cup_{k} \mathscr{L}_{k}^{\star}$ as a set, and a subset $U \subseteq \cup_{k} \mathscr{L}_{k}^{\star}$ is open if and only if $U \cap \mathscr{L}_{k}^{\star}$ is open in $\mathscr{L}_{k}^{\star}$ for all $k$. In particular, this means that $\underset{\longrightarrow}{\lim } \mathscr{L}_{k}^{\star}=\mathscr{L}_{\infty}^{\star}$ as sets, but the topology on the metric spaces $\left(\mathscr{L}_{\infty}^{\star}, d\right)$ and $\left(\mathscr{L}_{\infty}^{\star}, \delta_{H}\right)$ is coarser than that of $\underset{\longrightarrow}{\lim } \mathscr{L}_{k}^{\star}$. Note that by Lemmata A. 10 and A. 11 below, the topology on $\underset{\longrightarrow}{\lim } \mathscr{L}_{k}^{\star}$ is independent of the choice of Riemannian metric.

To exemplify how this topology is better behaved in some regards, we show that its connected components are much simpler than those of $\mathscr{L}_{\infty}^{\star}$.

Proposition 12 The connected components and path-connected components of $\underset{\longrightarrow}{\lim } \mathscr{L}_{k}^{\star}$ agree, and they are precisely the Hamiltonian isotopy classes.

Proof. First note that a given Hamiltonian isotopy class is always contained in a single path-connected component of $\underset{\longrightarrow}{\lim } \mathscr{L}_{k}^{\star}$. To see this, suppose that $L, L^{\prime} \in \underset{L^{\prime}}{\lim } \mathscr{L}_{k}^{\star}$
 By smoothness of the isotopy, the path $c(t)=\varphi_{t}(L)$ is fully contained in $\mathscr{L}_{k}^{\star}$ for some $k$ and is Hausdorff-continuous. Therefore, $L$ and $L^{\prime}$ are in the same path-connected component of $\mathscr{L}_{k}^{\star}$, and thus of $\xrightarrow{\lim } \mathscr{L}_{k}^{\star}$.
On the other hand, given $L \in \underset{\longrightarrow}{\lim } L_{k}$, its connected component in $\xrightarrow[\longrightarrow]{\lim } L_{k}$ must contain the Hamiltonian isotopy class $\overrightarrow{\mathscr{L}}_{\infty}^{L}$ of $L$. Indeed, in Corollary 13, we have shown that $\mathscr{L}_{k}^{L}=\mathscr{L}_{\infty}^{L} \cap \mathscr{L}_{k}^{\star}$ is clopen in $\mathscr{L}_{k}^{\star}$ for all $k$, so that $\mathscr{L}_{\infty}^{L}$ must also be clopen in $\xrightarrow{\lim } L_{k}$. But a clopen must contain the connected component of its elements, which proves the inclusion.

Since each path-connected component is contained in a single connected component, this proves the result.

We now compare the limit topology with other ones to better understand it. The following example shows that these topologies are strictly coarser than the limit topology. Note that the example is for $M=T^{*} S^{1}$, but it can easily be generalized to any symplectic manifold by using a Darboux chart adapted to a given Lagrangian submanifold.

Example: On $M=T^{*} S^{1}$, consider the 1-parameter family of Hamiltonian $\left\{H^{s}\right\}_{s>0}$ defined via

$$
H^{s}(q, p)=s^{3 / 2} \beta(q) \sin \left(\frac{q}{s}\right)
$$

where we have identified $S^{1}$ with $\mathbb{R} / \mathbb{Z}$ and $\beta:[0,1] \rightarrow[0,1]$ is zero near $\{0,1\}$ and takes value 1 on $\left[\frac{1}{4}, \frac{3}{4}\right]$. Set $L^{0}=\{p=0\}$ and $L^{s}=\varphi_{1}^{H^{s}}\left(L^{0}\right)=\operatorname{graph}\left(-d H^{s}\right)$.
It is easy to see that $s \mapsto L^{s}, s \in[0,1]$, defines a path which is continuous with respect to both $\delta_{H}$ and $d_{H}$ (and thus also $d$ ). In particular, the set $\left\{L^{s}\right\}_{s \in[0,1]} \subseteq \mathscr{L}_{\infty}^{e}$ is compact in all these metrics. On the other hand, it is not contained in any $\mathscr{L}_{k}^{e}$, since $\lim _{s \rightarrow 0}\left\|B_{L^{s}}\right\|=\infty$. Therefore, it cannot be compact in the limit topology (see Lemma 4 below).
Lemma 4 Let $\left\{X_{k} \subseteq X\right\}$ be an increasing sequence of compact subspaces of a Hausdorff space $X$. The space $\underset{\longrightarrow}{\lim } X_{k}$ is Hausdorff. Moreover, a subset $A$ of $\underset{\longrightarrow}{\lim } X_{k}$ is compact if and only if it is closed and $\vec{A} \subseteq X_{k}$ for some $k$.
Proof. We first prove the Hausdorffness. If $x \neq y \in \underline{\lim } X_{k}=\cup_{k} X_{k}$, then there are open subsets $U$ and $V$ of $X$ such that $x \in U$ and $y \in \vec{V}$, but $U \cap V=\varnothing$. But then, the restrictions $U \cap X_{k}$ and $V \cap X_{k}$ are open for each $k$, so that they are also open in $\underset{\longrightarrow}{\lim } X_{k}$. Thus, $x$ and $y$ are also separated in $\underset{\longrightarrow}{\lim } X_{k}$, and $\underset{\longrightarrow}{\lim } X_{k}$ is indeed Hausdorff. We now prove the equivalence. One direction is obvious. Let thus $A$ be compact in $\underset{\longrightarrow}{\lim } X_{k}$. Since the limit space is Hausdorff, $A$ must be closed. Suppose however that $\vec{A}$ is not contained in any $X_{k}$. Then, for every $k$, there is some $x_{k} \in A-X_{k}$. In particular, the set $S=\left\{x_{k}\right\} \subseteq A$ is such that $S \cap X_{k}$ is finite for all $k$. Therefore, that intersection is closed, since $X_{k}$ is Hausdorff. By definition of the limit topology, this thus means that $S$ itself is closed. In fact, this logic shows that every subset of $S$ is closed, i.e. $S$ is a closed infinite discrete subset of $A$. But this is impossible if $A$ is compact, hence the contradiction.

The above lemma allows us to completely characterize the limit topology.
Proposition 13 A sequence $\left\{L_{i}\right\} \subseteq \underset{\longrightarrow}{\lim } \mathscr{L}_{k}^{\star}$ converges to some $L \in \underset{\longrightarrow}{\lim } \mathscr{L}_{k}^{\star}$ if and only if there exists some $k \in \mathbb{N}$ such that $\left\{L_{i}\right\} \subseteq \mathscr{L}_{k}^{\star}$ and $L_{i} \rightarrow L$ in the Hausdorff topology - or in any of the many equivalent topology on $\mathscr{L}_{k}^{\star}$.

Indeed, the result is a direct consequence of Lemma 4 just above and of the following simple fact from point-set topology.
Lemma 5 Let $\left\{x_{i}\right\}_{i \in \mathbb{N}}$ be a sequence in a Hausdorff space $X$ such that none of its elements is a limit point. The sequence converges to some $x \in X$ if and only if the subspace $\bar{S}=\left\{x_{i}\right\}_{i \in \mathbb{N}} \cup\{x\}$ is compact.
Proof. Suppose that $x_{i} \rightarrow x$, and let $\left\{U_{a}\right\}_{a \in A}$ be an open cover of $\bar{S}$. Then, there is some $a_{0} \in A$ such that $x \in U_{a_{0}}$. But by convergence, there is some $N \in \mathbb{N}$ such that $x_{i} \in U_{a_{0}}$ for all $i>N$. It then suffices to pick $a_{i}$ such that $x_{i} \in U_{a_{i}}$ for each $i \leq N$ to get a finite subcover $\left\{U_{a_{i}}\right\}_{i=0}^{N}$.
Suppose now that $\bar{S}$ is compact, and let $U_{0}$ be an open neighbourhood of $x$. Note that for each $x_{i}$, there is some open $U_{i}$ such that $U_{i} \cap \bar{S}$ is finite. Indeed, otherwise,
$x_{i}$ would be a limit point of the sequence, which would be a contradiction with the hypothesis on $\left\{x_{i}\right\}$. Since $X$ is Hausdorff, we may suppose that $U_{i} \cap \bar{S}=\left\{x_{i}\right\}$. Therefore, there must be only a finite number of $i$ such that $x_{i} \notin U_{0}$, otherwise $\left\{U_{i}\right\}_{i=0}^{\infty}$ would be an open cover of $\bar{S}$ with no finite subcover.

Given Proposition 13, we can see where the limit topology sits with regard to the various $C^{k}$-topologies.

Corollary 17 The limit topology is (strictly) finer than the $C^{1, \alpha}$-topology, for any $0<\alpha<$ 1 , but coarser than the $C^{2}$-topology.

Proof. By Theorem 2, the $C^{1, \alpha}$-topology is equivalent to the Hausdorff topology on $\mathscr{L}_{k}^{\star}$ for any $0<\alpha<1$. Therefore, every convergent sequence in the limit topology is also convergent (with the same limit) in the $C^{1, \alpha}$-topology. To see that the inclusion of topology is strict, just use the example above, but replace $s^{3 / 2}$ by $s^{2+\alpha}$ in the definition of $H^{s}$.
The $C^{2}$-topology is coarser because every $C^{2}$-converging sequence has uniformly bounded second fundamental form (direct computation), are uniformly $\varepsilon$-tame (this is the idea of Lemma A.9), and obviously also converge in the Hausdorff topology to the same limit.

## Appendix A. Some results in Riemannian geometry

This appendix compiles all the results in Riemannian geometry which were required throughout the paper, but that the author could not find in the literature. We suspect that many of these results are known to expect, but this is not the case for all of them: at least Lemma A. 3 has appeared as a conjecture in a paper of Albuquerque [Alb19]. Below, Subsection *A. 1 compiles the results on the Sasaki metric, Subsection *A. 2 on Riemannian surfaces, and Subsection *A. 3 on comparison results between Riemannian invariants of Lagrangian submanifolds.

## A.1. Results on the Sasaki metric

## Behavior along graphs

We begin by proving some useful results on the behaviour of some Riemannian invariants of graphs in $T L$ of vector fields under the transformation $(x, v) \mapsto(x, t v)$. More precisely, we show that the norm of the second fundamental form and the tameness constant must the nondecreasing in $t$ if the vector field is (locally) a gradient of a $C^{2}$-small function.
We begin by studying the norm of the curvature. The proof is elementary but still subtle.

Lemma A. 1 Equip L with a Riemannian metric $g=\langle\cdot, \cdot\rangle$ and TL with its associated Sasaki metric. Let $\xi=\operatorname{grad} H \in \mathfrak{X}(L)$. If $|\xi|$ and $|\nabla \xi|$ are sufficiently small, then the function $t \mapsto\left\|B_{t \xi}\right\|$ is nondecreasing for $t \in[0,1]$.

Proof. For $X \in T_{x} L$, we denote by $X^{h}$ and $X^{v}$ its horizontal and vertical lifts in $T_{(x, y)} T L$, respectively. Then, we have that

$$
\begin{equation*}
T_{\xi(x)} \xi(L)=\left\{\widetilde{X}=X^{h}+\left(\nabla_{X} \xi\right)^{v} \mid X \in T_{x} L\right\} \tag{A.1}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{\xi(x)}^{\perp} \xi(L)=\left\{\widetilde{Z}=Z^{v}-\left((\nabla \xi)^{*} Z\right)^{h} \mid Z \in T_{x} L\right\} \tag{A.2}
\end{equation*}
$$

where $\left\langle(\nabla \xi)^{*} Z, Y\right\rangle=\left\langle Z, \nabla_{Y} \xi\right\rangle$ for all $Y \in T_{x} L$ (see for example [AY04]). Denoting by $\widetilde{\nabla}$ the Levi-Civita connection on $T L$, by $\nabla$ the Levi-Civita connection on $L$, and
by $R$ the Riemann curvature tensor on $L$, we get that

$$
\begin{aligned}
& \widetilde{\nabla}_{X^{h}} Y^{h}=\left(\nabla_{X} Y\right)^{h}-\frac{1}{2}(R(X, Y) \xi)^{v}, \\
& \widetilde{\nabla}_{X^{h}} Y^{v}=\left(\nabla_{X} Y\right)^{v}+\frac{1}{2}(R(\xi, Y) X)^{h}, \\
& \widetilde{\nabla}_{X^{v}} Y^{h}=\frac{1}{2}(R(\xi, X) Y)^{h}, \\
& \widetilde{\nabla}_{X^{v}} Y^{v}=0,
\end{aligned}
$$

for all $X, Y \in \mathfrak{X}(L)$. Therefore, the expression for the second fundamental form of $\xi(L)$ is

$$
B_{\xi}(\widetilde{X}, \widetilde{X}, \widetilde{Z})=\overbrace{\left\langle\nabla_{X}^{2} \xi-\nabla_{\nabla_{X} X} \xi, Z\right\rangle}^{\alpha}-\overbrace{\left\langle\nabla_{R\left(\xi, \nabla_{X} \xi\right) X} \xi, Z\right\rangle}^{\beta},
$$

for all $\widetilde{X} \in T_{\xi(x)} \xi(L)$ and all $\widetilde{Z} \in T_{\xi(x)}^{\perp} \xi(L)$.
From (A.1) and the definition of the Sasaki metric, we have that $|\widetilde{X}|^{2}=|X|^{2}+\left|\nabla_{X} \xi\right|^{2}$. Likewise, from (A.2), we have that $|\widetilde{Z}|^{2}=|Z|^{2}+\left|\nabla_{Z} \xi\right|^{2}$; this is because

$$
\left|(\nabla \xi)^{*} Z\right|^{2}=\text { Hess } H\left(Z,(\nabla \xi)^{*} Z\right)=\left\langle(\nabla \xi)^{*} Z, \nabla_{Z} \xi\right\rangle=\text { Hess } H\left(Z, \nabla_{Z} \xi\right)=\left|\nabla_{Z} \xi\right|^{2}
$$

since the Hessian of a function is symmetric. Therefore, for every $t \in[0,1]$, the map

$$
\begin{aligned}
& \text { TTL } \longrightarrow T T L \\
& ((x, y), \widetilde{Y}) \mapsto\left((x, t y),\left(1+\left(t^{2}-1\right)\left|\nabla_{Y} \xi\right|^{2}\right)^{-1 / 2} \widetilde{Y}\right)
\end{aligned}
$$

sends $\xi(x)$ to $t \xi(x)$ and sends diffeomorphically the unit sphere of $T_{\xi(x)} \xi(L)$, respectively of $T_{\xi(x)}^{\perp} \xi(L)$, onto the one of $T_{t \xi(x)} t \xi(L)$, respectively of $T_{t \xi(x)}^{\perp} t \xi(L)$. Here, $Y$ denotes the sum of the projections of $\widetilde{Y}$ onto the horizontal and vertical distributions, after their identification with $T L$. Note that, on these spheres, $|\widetilde{Y}|^{2}=|Y|^{2}+\left|\nabla_{Y} \xi\right|^{2}=1$ so that $|Y| \leq 1$ and $\left|\nabla_{Y} \xi\right|<1$. In particular, $s_{Y}(t):=\left(1+\left(t^{2}-1\right)\left|\nabla_{Y} \xi\right|^{2}\right)^{-1 / 2}$ is well defined for $t \in[0,1]$.
Therefore, it does suffice to prove that the map

$$
\begin{equation*}
t \mapsto\left|\left(B_{t \xi}\left(s_{X}(t) \widetilde{X}, s_{X}(t) \widetilde{X}, s_{Z}(t) \widetilde{Z}\right)\right)\right|=s_{X}^{2} s_{Z} t\left|\alpha-t^{2} \beta\right| \tag{A.3}
\end{equation*}
$$

is nondecreasing for $t \in[0,1]$, for all $\widetilde{X} \in T_{\xi(x)} \xi(L)$ and all $\widetilde{Z} \in T_{\xi(x)}^{\perp} \xi(L)$ such that $|\widetilde{X}|=|\widetilde{Z}|=1$. Indeed, by the previous discussion, this will imply that the
map $t \mapsto\left|B_{t} \xi\right|_{x}^{o p, s y m}$ - sending $t$ to the operator norm of $B_{t \xi}$ on the subspace of $T_{\xi(x)} t \xi(L) \otimes T_{\xi(x)} t \xi(L) \otimes T_{\xi(x)}^{\perp} t \xi(L)$ generated by elements of the form $\widetilde{X} \otimes \widetilde{X} \otimes \widetilde{Z}-$ is nondecreasing. Since $B_{t} \xi$ is symmetric in its first two entries, this is just the operator norm on the whole space, and we will get the result.
If $\alpha=0$, we may suppose that $\beta \neq 0$, otherwise (A. 3 ) is just the zero function, and the statement is trivial. In that case, (A.3) looks like $6|\beta|\left(1-\left|\nabla_{X} \xi\right|^{2}\right)^{-1}\left(1-\left|\nabla_{Z} \xi\right|^{2}\right)^{-1 / 2} t^{3}+$ $O\left(t^{4}\right)$ near $t=0$. In particular, it is increasing near $t=0$. But (A.3) only possibly has critical points at $t=0$ and $t= \pm \sqrt{\frac{3\left(1-\left|\nabla_{X} \xi\right|^{2}\right)\left(1-\left|\nabla_{Z} \xi\right|^{2}\right)}{\left|\nabla_{X} \xi\right|^{2}\left|\nabla_{z} \xi\right|^{2}-\left.\left.\left|\nabla_{x} \xi\right|\right|^{2}|-2| \nabla_{z} \xi\right|^{2}}}$. For $|\nabla \xi|$ small enough, the latter values are not real, and thus (A.3) is increasing.
Suppose now that $\alpha \neq 0$. By changing the sign of $\widetilde{Z}$ if necessary, we may assume that $\alpha>0$. Since $|\beta| \leq\|R\||\xi \| \nabla \xi|^{2}$ and $\alpha$ depends only on derivatives of $\xi$, we thus have that $\left|\alpha-t^{2} \beta\right|=\alpha-t^{2} \beta$ for all $t \in[0,1]$ if $|\xi|$ is small enough. But the function $t \mapsto s_{X}^{2} s_{Z} t\left(\alpha-t^{2} \beta\right)$ converges with all derivatives to the function $t \mapsto t \alpha$ as $|\nabla \xi| \rightarrow 0$. Since that function is increasing, the derivative of (A.3) is positive for all $t \in[0,1]$ for $|\nabla \xi|$ small enough. Therefore, the function is increasing over the interval for $|\xi|$ and $|\nabla \xi|$ small enough.

Remarks 12. Given the proof of Lemma A.1, it appears that how small we must take $|\xi|$ and $|\nabla \xi|$ depends on $\widetilde{X}$ and $\widetilde{Z}$. However, since the infimum to get the operator norm $\| B_{t}| |$ is taken over the unit sphere, which is compact, it is in fact a minimum. Therefore, how small we take $|\xi|$ and $|\nabla \xi|$ can be made independent of $\widetilde{X}$ and $\widetilde{Z}$.

We now move on to studying the tameness constant. This time, the proof is fairly straightforward.

Lemma A. 2 Let $\xi \in \mathfrak{X}(L)$, and equip $T L$ with a Sasaki metric. Denote

$$
\varepsilon_{\xi}:=\inf _{x \neq y \in \xi(L)} \frac{d_{T L}(x, y)}{\min \left\{1, d_{\xi}(x, y)\right\}} \in(0,1]
$$

where $d_{\xi}$ denotes the intrinsic distance in $\xi(L)$. Then,

$$
\lim _{|\nabla \xi| \rightarrow 0} \varepsilon_{\xi}=1
$$

In particular, $\varepsilon_{\xi}>(k+1)^{-1}$ for $|\nabla \xi|$ small enough.
Proof. Consider a path $\gamma:[0, \ell] \rightarrow L$ such that $|\dot{\gamma}| \equiv 1$. Denote $\widetilde{\gamma}:=\xi \circ \gamma$. Then, $|\dot{\vec{\gamma}}|^{2}=1+\left|\nabla_{\dot{\gamma}} \xi\right|^{2}$, so that

$$
\ell \leq \int_{0}^{\ell}|\dot{\tilde{\gamma}}| d t \leq \ell \sqrt{1+|\nabla \xi|^{2}}
$$

Taking the infimum of the above inequality over all paths $\gamma$ such that $\gamma(0)=x$ and $\gamma(\ell)=y$ for given $x, y \in L$, we get that

$$
\begin{equation*}
d_{L}(x, y) \leq d_{\xi}(\xi(x), \xi(y)) \leq \sqrt{1+|\nabla \xi|^{2}} d_{L}(x, y) \tag{A.4}
\end{equation*}
$$

since all smooth paths $\widetilde{\gamma}$ in $\xi(L)$ may be parametrized to be of the form $\widetilde{\gamma}=\xi \circ \gamma$ with $|\dot{\gamma}| \equiv 1$.
On the other hand, take a path $\tilde{\gamma}:[0, \tilde{\ell}] \rightarrow T L$ such that $|\dot{\tilde{\gamma}}| \equiv 1, \gamma(0)=\xi(x)$, and $\gamma(L)=\xi(y)$ for given $x, y \in L$. Then, we may write $\dot{\tilde{\gamma}}=\dot{\gamma}^{h}+Y^{v}$ for $\gamma:=\pi \circ \widetilde{\gamma}$ and a vector field $Y$ of $L$ along $\gamma$, where $\pi: T L \rightarrow L$ is the canonical projection. We thus get

$$
\tilde{\ell}=\int_{0}^{\tilde{\ell}} \sqrt{|\dot{\gamma}|^{2}+|Y|^{2}} d t \geq \int_{0}^{\tilde{\ell}}|\dot{\gamma}| d t .
$$

Taking the infimum over all possible $\widetilde{\gamma}$, we get that

$$
\begin{equation*}
d_{T L}(\xi(x), \xi(y)) \geq d_{L}(x, y) \tag{A.5}
\end{equation*}
$$

since every path in $L$ from $x$ to $y$ admits a lift to $T L$ from $\xi(x)$ to $\xi(y)$ (e.g. $\xi \circ \gamma$ ).
Putting (A.4) and (A.5) together, we thus get

$$
\inf _{x \neq y} \frac{d_{L}(x, y)}{\min \left\{1, d_{L}(x, y) \sqrt{1+|\nabla \xi|^{2}}\right\}} \leq \varepsilon \xi \leq 1,
$$

which implies the result.
Remarks 13. The approaches in the proofs of Lemmata A. 1 and A. 2 are different, because $\left\|B_{\xi}\right\|$ depends on higher derivatives of $\xi$, while $\varepsilon \xi$ does not. Therefore, just taking a limit in the expression for $\left\|B_{\xi}\right\|$ would not lead to 0 , and we could not conclude anything. We need to actually understand the behavior of $\left\|B_{\xi}\right\|$ in a $C^{1, \alpha^{\prime}}$-neighbourhood of 0 , not just in the limit $|\xi| \rightarrow 0$.

## Behavior of the geodesics

To adapt Lemma A. 2 to a metric which is only locally Sasaki - which is required in Subsection III.b - we will need the following technical results. As far as we know, these results have not appeared in the literature. This is also why Lemma A. 3 is established in such generality: it has appeared before as a conjecture of Albuquerque [Alb19] and could be of general interest to the Riemannian geometry community.

Lemma A. 3 The space TN is complete in the Sasaki metric associated with $(N, g)$ if and only if $(N, g)$ is complete.

Proof. One direction is obvious: if $T N$ is complete and $v \in T_{x} N$, the exponential of $t v \in T_{x} N \subseteq T_{x} T N$ exists in $T N$ for all $t \in \mathbb{R}$. However, $N$ is totally geodesic in $T N$ [Sas58], so that the geodesic $t \mapsto \exp _{x}^{T N}(t v)$ must stay in $N$. It is thus the exponential of $t v$ in $N$, and $N$ must be complete.

Suppose now that $N$ is complete. We recall that completeness of a Riemannian manifold $M$ is equivalent to it having an exhaustion by compact sets $\left\{K_{i}\right\}$ such that, if $\left\{x_{i}\right\}$ is a sequence with $x_{i} \notin K_{i}$, then $d\left(y, x_{i}\right) \rightarrow \infty$ for some point $y \in M$ - this is part of the classical Hopf-Rinow theorem, see for example Theorem 7.2.8 in [dC92].
Let $y \in N$ and $K_{i}=\left.D_{i} N\right|_{B_{i}^{N}(y)}$, where $B_{i}^{N}(y)$ is the (closed) ball of radius $i$ in $N$ centered at $y$. Let $\left\{x_{i}\right\}$ such that $x_{i} \notin K_{i}$. We now study two possible types of subsequences of $\left\{x_{i}\right\}$.
(1) Suppose there is a subsequence, still denoted $\left\{x_{i}\right\}$, such that none of the subsequences of $\left\{\pi\left(x_{i}\right)\right\}$ are contained in any of the $B_{i}^{N}(y)$. Then, the sequence of natural numbers given by

$$
n_{i}=\min \left\{j \mid \pi\left(x_{i}\right) \in B_{j}^{N}(y)\right\}
$$

converges to infinity. By completeness of $N$, this must mean that $d\left(y, \pi\left(x_{i}\right)\right) \rightarrow$ $\infty$. But since $\pi$ is a Riemannian submersion, it is nonexpansive in $d$, so that

$$
d\left(y, \pi\left(x_{i}\right)\right)=d\left(\pi(y), \pi\left(x_{i}\right)\right) \leq d\left(y, x_{i}\right) .
$$

Therefore, $d\left(y, x_{i}\right) \rightarrow \infty$.
(2) Suppose there is a subsequence, still denoted $\left\{x_{i}\right\}$, and a $R>0$ such that $\left\{\pi\left(x_{i}\right)\right\}$ is contained in $B_{R}^{N}(y)$. Since $x_{i} \notin K_{i}$, this forces that $x_{i} \notin D_{i} N$ for large enough $i$. Then, let $\gamma_{i}$ be a minimal geodesic of $N$ from $\pi\left(x_{i}\right)$ to $y$. Let $x_{i}^{\prime}:=P_{\gamma_{i}}\left(x_{i}\right)$ be the parallel transport of $x_{i}$ along $\gamma_{i}$. Note that the horizontal lift $\widetilde{\gamma}_{i}$ of $\gamma_{i}$ starting at $x_{i}$ ends at $x_{i}^{\prime}$ by construction. Therefore, we have that

$$
d\left(x_{i}, x_{i}^{\prime}\right) \leq \ell\left(\widetilde{\gamma}_{i}\right)=\ell\left(\gamma_{i}\right)=d\left(\pi\left(x_{i}\right), y\right) \leq R .
$$

On the other hand, since parallel transport is an isometry on the fibres, the fact that $x_{i} \notin D_{i} N$ ensures that $x_{i}^{\prime} \notin D_{i} N$. Since $x_{i}^{\prime}$ is in the fibre over $y$, this thus implies that $d\left(y, x_{i}^{\prime}\right)>i$. Therefore, the triangle inequality gives that

$$
d\left(y, x_{i}\right) \geq d\left(y, x_{i}^{\prime}\right)-d\left(x_{i}, x_{i}^{\prime}\right)>i-R,
$$

and $d\left(y, x_{i}\right) \rightarrow \infty$.
Since the original $\left\{x_{i}\right\}$ sequence can be written as the union of subsequences of either type, we conclude that $d\left(y, x_{i}\right) \rightarrow \infty$, so that $T N$ is complete.

Lemma A. 4 If $\alpha:[0, \ell] \rightarrow T L$ is a geodesic in the Sasaki metric, then the function $t \mapsto|\alpha(t)|^{2}$ is either constant or a (strictly) convex parabola. In particular, the disk bundle $D_{r} L$ of radius $r$ is geodesically convex.

Proof. See $\alpha$ as a vector field $Y$ along the path $x:=\pi \circ \alpha:[0, \ell] \rightarrow L$. Note that $|\alpha|=|Y|$. Then, the geodesic on $T L$ is equivalent to two equations on $L$ [Sas58]:

$$
\left\{\begin{array}{l}
\nabla_{\dot{x}} \dot{x}+R\left(Y, \nabla_{\dot{x}} Y\right) \dot{x}=0 ; \\
\nabla_{\dot{x}}^{2} Y=0
\end{array}\right.
$$

But then, this means that

$$
\begin{aligned}
\frac{d}{d t}|Y|^{2} & =2\left\langle\nabla_{\dot{x}} Y, Y\right\rangle ; \\
\frac{d^{2}}{d t^{2}}|Y|^{2} & =2\left\langle\nabla_{\dot{x}}^{2} Y, Y\right\rangle+2\left|\nabla_{\dot{x}} Y\right|^{2}=2\left|\nabla_{\dot{x}} Y\right|^{2} ; \\
\frac{d}{d t}\left|\nabla_{\dot{x}} Y\right|^{2} & =2\left\langle\nabla_{\dot{x}}^{2} Y, \nabla_{\dot{x}} Y\right\rangle=0 .
\end{aligned}
$$

From the last equation, we get that $\left|\nabla_{\dot{x}} Y\right|$ is independent of time. If $\left|\nabla_{\dot{x}} Y\right| \equiv 0$, then $\nabla_{\dot{x}} Y \equiv 0$, so that the first equation implies that $|Y|$ is constant. If $\left|\nabla_{\dot{x}} Y\right|>0$, then the middle equation implies that the second time derivative of $|Y|^{2}$ is a positive constant, thus giving that it is a strictly convex parabola.

As mentioned above, we need to also study metrics which are only locally Sasaki. By this, we mean that $(M, \omega)$ is a symplectic manifold with a compatible almost complex structure $J$ and that $g=\omega(\cdot, J \cdot)$. We also suppose that $L$ is a Lagrangian submanifold of $M$. By locally Sasaki, we mean that there is a diffeomorphism $\Psi$ from a neighbourhood of $L$ in $T L$ to a neighbourhood of $L$ in $M$ such that $\Psi^{*} g$ is the Sasaki metric. This makes sense since J identifies $T L$ with $T L^{\perp} \subseteq T M$.

In this case, Lemma A. 1 obviously still applies, but Lemma A. 2 needs to be adapted, as we could have $d_{T L} \neq d_{M}$. In other words, we have to deal with the fact that the minimal geodesic in $M$ between two points of $L^{\prime}=\xi(L)$ might not be entirely contained in the neighbourhood of $L$ where $g$ is equal to a Sasaki metric. In particular, that minimal geodesic could be shorter than one would expect in $T L$ so that the ratio $d_{M} / d_{L}$ might no longer tend to 1 as $|\nabla \xi| \rightarrow 0$. We prove that this in fact cannot happen.

Lemma A. 5 Let $M, L$, and $g$ as above. On a small enough neighbourhood of $L$, we have that $d_{M}=d_{T L}$.

Proof. We first prove that $d_{M}(x, y)=d_{T L}(x, y)$ whenever $x, y \in L$. Let thus $x$ and $y$ be in $L$. Let $\alpha:[0, \ell] \rightarrow T L$ be a minimal geodesic in $T L$ from $x$ to $y$. Note that it follows from Lemma A. 4 that $\alpha$ is fully contained in $L$, so that $d_{T L}(x, y)=d_{L}(x, y)$.

In particular, $\alpha$ is also a geodesic of $M$. Therefore, it is locally minimizing in $M$, and we can take

$$
\ell^{\prime}:=\sup \left\{t \in[0, \ell] \mid d_{M}(x, \alpha(s))=s \forall s<t\right\} \in(0, \ell] .
$$

Suppose that $\alpha$ is not minimizing, i.e. $\ell^{\prime}<\ell$, and let $\gamma:\left[0, \ell^{\prime}\right] \rightarrow M$ a minimal geodesic in $M$ from $x$ to $y^{\prime}:=\alpha\left(\ell^{\prime}\right)$ which is different from $\alpha$ - nonminimality of $\alpha$ ensures that it exists.

From classical facts from Riemannian geometry (see Proposition 13.2.12 of [dC92] for example), exactly one of two things can happen: either there is a 1-parameter family $\gamma_{s}$ of geodesics from $x$ to $y^{\prime}$ with $\gamma_{0}=\alpha$ and $\gamma_{1}=\gamma$, or $\gamma$ and $\alpha$ are the only two minimizing geodesic from $x$ and $y^{\prime}$ and $\gamma^{\prime}\left(\ell^{\prime}\right)=-\alpha^{\prime}\left(\ell^{\prime}\right)$. In the first case, note that all $\gamma_{s}$ have the same length since geodesics are critical points of the length functional. Therefore, for $s$ small enough, $\gamma_{s}$ is a minimal geodesic not contained in $L$, but fully contained in the neighbourhood of $L$ where $g$ is the Sasaki metric. This is of course a contradiction with Lemma A.4, since 0 and $\ell$ would then both have to be strict minima of $t \mapsto\left|\gamma_{s}(t)\right|^{2}$. In the second case, $\gamma$ is then tangent to $L$ at $t=\ell^{\prime}$. But since $L$ is totally geodesic, $\gamma$ must then be fully contained in $L$, and we again get a contradiction. Therefore, the result holds on $L$.

We now consider $x$ and $y$ close to $L$ in $M$. Let $\alpha, \gamma, \ell^{\prime}$, and $y^{\prime}$ be defined analogously as above. From Lemma A.3, $\alpha$ exists and, if we take $x$ and $y$ to be in a neighbourhood of the form $\Psi\left(D_{r} L\right)$, then $\alpha$ stays in that neighbourhood by Lemma A.4. Again, we have two possibilities for how $\gamma$ and $\left.\alpha\right|_{\left[0, \ell^{\prime}\right]}$ connect. If $\gamma_{s}$ is a 1-parameter family, then we still get a contradiction for some $s$ : since $\gamma_{1}$ leaves the Weinstein neighbourhood and $\gamma_{s}$ always has the same endpoints, there is some $s$ such that $\gamma_{s}$ is still in that neighbourhood, but such that $t \mapsto\left|\gamma_{s}(t)\right|$ has a maximum (in contradiction with Lemma A.4).
However, the second possibility - that $\alpha$ and $\gamma$ form a geodesic loop in $M$ — does not a priori lead to a contradiction as things are. Thus take sequences $\left\{x_{i}\right\}$ and $\left\{y_{i}\right\}$ such that $\lim _{i} d_{M}\left(x_{i}, L\right)=\lim _{i} d_{M}\left(y_{i}, L\right)=0$, but such that $d_{M}\left(x_{i}, y_{i}\right)<d_{T L}\left(x_{i}, y_{i}\right)$ for all $i$. Define $\alpha_{i}, \gamma_{i}, \ell_{i}^{\prime}$, and $y_{i}^{\prime}$ analogously as before. In particular, if $v_{i}$ is the unit vector such that $\exp _{x_{i}}\left(t v_{i}\right)=\alpha(t)$ for $t \in\left[0, \ell_{i}\right]$, then $t \mapsto \exp _{x_{i}}\left(t v_{i}\right), t \in\left[2, \ell_{i}^{\prime}\right]$, is the geodesic loop $\alpha_{i} \# \overline{\gamma_{i}}$. Since $\left\{x_{i}\right\},\left\{y_{i}\right\}$, and $\left\{v_{i}\right\}$ are all contained in a compact, we may pass to a subsequence, so that $\lim _{i} x_{i}=x \in L, \lim y_{i}=y \in L$, and $\lim v_{i}=v \in T_{x} M$. But then, $t \mapsto \exp _{x}(t v), t \in\left[0,2 \ell^{\prime}\right]$ is a geodesic loop in $M$ which is fully contained in $L$ over $[0, \ell]$, but that eventually leaves it. Therefore, we get a last contradiction, and we must have $d_{M}(x, y)=d_{T L}(x, y)$ whenever $x$ and $y$ are close to $L$.

## A.2. Result on Riemann surfaces

We suppose that $(M, g, J, \omega)$ is a Riemann surface. Then, a tubular neighbourhood of a curve $L$ admits some fairly nice coordinates given by

$$
\begin{aligned}
\varphi:(0, \ell) \times(-r, r) & \longrightarrow M \\
(s, t) & \longmapsto \exp _{\gamma(s)}(t J \dot{\gamma}(s))
\end{aligned}
$$

where $\gamma:[0, \ell) \rightarrow L$ is a parametrization such that $|\dot{\gamma}| \equiv 1$. Note that

$$
\begin{aligned}
\varphi^{*} g & =|W|^{2} d s^{2}+d t^{2} \\
\text { and } \quad \varphi^{*} J & =|W| \frac{\partial}{\partial t} \otimes d s-\frac{1}{|W|} \frac{\partial}{\partial s} \otimes d t
\end{aligned}
$$

where $W(s, t)$ is the value at time $t$ of the unique Jacobi field along the geodesic $t \mapsto \varphi(s, t)$ such that $W(s, 0)=\dot{\gamma}(s)$ and $\dot{W}(s, 0)=-\kappa(s) \dot{\gamma}(s)$. Here, $\kappa$ is the (signed) geodesic curvature of $L$, which is defined via the relation $\ddot{\gamma}:=\nabla_{\dot{\gamma}} \dot{\gamma}=\kappa J \dot{\gamma}$.
In these coordinates, we will call $L^{\prime}=\{(s, \xi(s)) \mid s \in[0, \ell)\}=$ : graph $\xi$ the graph of $\xi:[0, \ell] \rightarrow \mathbb{R}$. Because our applications are aimed towards Subsection III.b, we will be interest in 1-parameter families of the form $\left\{\xi_{\alpha}=\alpha \xi+c(\alpha)\right\}_{\alpha \in[0,1]}$, where $\|\xi\|<\frac{r}{2}$ and $c$ is such that
(i) $c(0)=c(1)=0$;
(ii) $|c(\alpha)| \leq \alpha\|\xi\|$.

In particular, graph $\xi_{\alpha}$ stays in the chart defined by $\varphi$ for all $\alpha \in[0,1]$.
Before moving on with the results on $\xi_{\alpha}$, we prove the following lemma on the behaviour of $|W|$ for small values of $|t|$, which will be quite useful later on.

Lemma A. 6 Let $K:[0, \ell) \rightarrow \mathbb{R}$ be the pullback of the Gaussian curvature of $M$ along $\gamma$. We have that

$$
|W|^{2}=1-2 \kappa t+\left(\kappa^{2}-K\right) t^{2}+O\left(t^{3}\right)
$$

Proof. As noted above, we have that $W(s, 0)=\dot{\gamma}(s)$ and $\dot{W}(s, 0)=-\kappa(s) \dot{\gamma}(s)$. The lemma then follows directly from the following computations:

$$
\begin{aligned}
\left.|W|^{2}\right|_{t=0} & =1 \\
\left.\frac{\partial}{\partial t}|W|^{2}\right|_{t=0} & =\left.2\langle\dot{W}, W\rangle\right|_{t=0}=-2 \kappa \\
\left.\frac{\partial^{2}}{\partial t^{2}}|W|^{2}\right|_{t=0} & =\left.2|\dot{W}|^{2}\right|_{t=0}+\left.2\langle\ddot{W}, W\rangle\right|_{t=0} \\
& =2 \kappa^{2}-2\langle R(J \dot{\gamma}, \dot{\gamma}) J \dot{\gamma}, \dot{\gamma}\rangle=2\left(\kappa^{2}-K\right),
\end{aligned}
$$

where the last line follows from the fact that $W$ satisfies the Jacobi equation.

With this in hand, we can estimate the geodesic curvature of graph $\xi_{\alpha}$ in terms of that of $L$ and graph $\xi$. More precisely, we want to prove the following.

Lemma A. 7 For every $k \geq 0$ and every $k^{\prime}>k$, there exists $\delta>0$ with the following property. If $\left\|B_{L}\right\| \leq k$ and $L^{\prime}=\operatorname{graph} \xi$ with $\|\xi\|,\left\|\xi^{\prime}\right\|<\delta$, then $\left\|B_{\alpha}\right\|:=\left\|B_{\text {graph }} \xi_{\alpha}\right\| \leq$ $\max \left\{k^{\prime},\left\|B_{L^{\prime}}\right\|\right\}$ for all $\alpha \in[0,1]$.

The lemma itself relies on the following computation.
Lemma A. 8 The geodesic curvature of graph $\xi$ at a point is given by

$$
\left.|B|=\left.\frac{|W|}{\left(|W|^{2}+\left|\xi^{\prime}\right|^{2}\right)^{\frac{3}{2}}}\left|\xi^{\prime \prime}+\frac{1}{2} \frac{\partial}{\partial t}\right| W\right|^{2}-\frac{\xi^{\prime}}{|W|^{2}}\left(\frac{1}{2} \frac{\partial}{\partial s}|W|^{2}+\xi^{\prime} \frac{\partial}{\partial t}|W|^{2}\right) \right\rvert\,,
$$

where $|W|(s):=|W(s, \xi(s))|$.
Proof. This is a direct computation, but we give here the important steps. The only nonzero Christoffel symbols of $\varphi^{*} g$ are

$$
\Gamma_{s s}^{s}=\frac{1}{2|W|^{2}} \frac{\partial}{\partial s}|W|^{2}, \quad \Gamma_{s t}^{s}=\Gamma_{t s}^{s}=\frac{1}{2|W|^{2}} \frac{\partial}{\partial t}|W|^{2}, \quad \Gamma_{s s}^{t}=\frac{1}{2} \frac{\partial}{\partial t}|W|^{2}
$$

Therefore, if we set $\Gamma(s):=(s, \xi(s))$, we get that

$$
\begin{aligned}
\dot{\Gamma} & =\frac{\partial}{\partial s}+\xi^{\prime} \frac{\partial}{\partial t} \\
J \dot{\Gamma} & =|W| \frac{\partial}{\partial t}-\frac{\xi^{\prime}}{|W|} \frac{\partial}{\partial s}
\end{aligned}
$$

and

$$
\ddot{\Gamma}=\frac{1}{|W|^{2}}\left(\frac{1}{2} \frac{\partial}{\partial s}|W|^{2}+\xi^{\prime} \frac{\partial}{\partial t}|W|^{2}\right) \frac{\partial}{\partial s}+\left(\xi^{\prime \prime}+\frac{1}{2} \frac{\partial}{\partial t}|W|^{2}\right) \frac{\partial}{\partial t} .
$$

Since the geodesic curvature is given by

$$
|B|=\frac{|\langle\ddot{\Gamma}, J \dot{\Gamma}\rangle|}{|\dot{\Gamma}|^{3}}
$$

this gives the above formula.
Proof of Lemma A.7: The proof is somewhat tedious but quite elementary. We first combine Lemmata A. 6 and A. 8 to get the identity

$$
\begin{equation*}
|B|^{2}=\left(1+R_{1}\right)\left(\xi^{\prime \prime}-\kappa+R_{2}\right)^{2} \tag{A.6}
\end{equation*}
$$

where $R_{1}$ and $R_{2}$ are smooth functions of $s$. Furthermore, at a given $s$, they only depend on $L, M, g$, and the values $\xi(s)$ and $\xi^{\prime}(s)$, and in such a manner that $R_{i} \rightarrow 0$ as $\xi(s), \xi^{\prime}(s) \rightarrow 0$.
Note that (A.6) implies that if $\|B\| \leq k$ and $\|\xi\|,\left\|\xi^{\prime}\right\| \leq \frac{r}{2}$, then $\left\|\xi^{\prime \prime}\right\|$ is bounded by some constant $C$ depending only on $L, M, g$, and the constants $k$ and $r$. This allows us to write

$$
\begin{equation*}
\left|B_{\alpha}\right|^{2}=\left(\alpha \xi^{\prime \prime}-\kappa\right)^{2}+\alpha \cdot \mathcal{O}\left(|\xi|,\left|\xi^{\prime}\right|\right), \tag{A.7}
\end{equation*}
$$

for $C^{1}$-close graphs with bounded $\xi^{\prime \prime}$-dependence in the error term. That is to say that $\left|B_{\text {graph }} \xi_{\alpha}^{i}\right|^{2}-\left(\alpha\left(\xi^{i}\right)^{\prime \prime}-\kappa\right)^{2}$ tends uniformly to 0 if $\left\{\xi^{i}\right\} C^{1}$-converges to 0 . Here, we have made use of the fact that $\xi_{\alpha}^{\prime \prime}=\alpha \xi^{\prime \prime}, \xi_{\alpha}^{\prime}=\alpha \xi^{\prime}$, and $\left|\xi_{\alpha}\right| \leq 2 \alpha|\xi|$ - this is part of the hypotheses on $c$. The rest of the proof then consists of studying the behaviour of the parabola $\alpha \mapsto\left(\alpha \xi^{\prime \prime}-\kappa\right)^{2}$ under small perturbations.
Fix $\varepsilon \in\left(0, \frac{1}{2}\right)$. We break down the analysis into a few subcases.
(A) $\left(\left|\xi^{\prime \prime}\right| \leq \varepsilon\right)$ : Then, $\left(\alpha \xi^{\prime \prime}-\kappa\right)^{2} \leq(|\kappa|+\varepsilon)^{2} \leq(k+\varepsilon)^{2}$. By supposing $|\xi|$ and $\left|\xi^{\prime}\right|$ small enough, we may suppose the error term in (A.7) to be smaller than $\varepsilon$, so that

$$
\left|B_{\alpha}\right|^{2} \leq(k+\varepsilon)^{2}+\varepsilon .
$$

(B) $\left(\left|\xi^{\prime \prime}\right|>\varepsilon\right)$ : There are three subcases (see Figure 3 for a visualization).
(a) $\left(\frac{2 \kappa}{\xi^{\prime \prime}}+\varepsilon \geq 1\right)$ : In this case, $\frac{\kappa}{\xi^{\prime \prime}}>0$, and we have that the maximum of $\alpha \mapsto\left(\alpha \xi^{\prime \prime}-\kappa\right)^{2}$ on the interval $\left[0, \frac{2 \kappa}{\xi^{\prime \prime}}\right]$ is reached at $\alpha=0$. Therefore, its maximum value on $\left[0, \frac{2 \kappa}{\xi^{\prime \prime}}\right]$ is $\kappa^{2} \leq k^{2}$.
On $\left[\frac{2 \kappa}{\xi^{\prime \prime}}, \frac{2 \kappa}{\xi^{\prime \prime}}+\varepsilon\right]$, the parabola is increasing with derivative

$$
2\left(\alpha \xi^{\prime \prime}-\kappa\right) \xi^{\prime \prime}=2\left|\alpha \xi^{\prime \prime}-\kappa\right|\left|\xi^{\prime \prime}\right| \leq 2\left(\alpha\left|\xi^{\prime \prime}\right|+|\kappa|\right)\left|\xi^{\prime \prime}\right| \leq 2 C(C+k) .
$$

Therefore, the maximum value of the parabola over that subinterval is bounded from above by $k^{2}+2 C(C+k) \varepsilon$. Thus, for $|\xi|$ and $\left|\xi^{\prime}\right|$ as in (A), we get

$$
\left|B_{\alpha}\right|^{2} \leq k^{2}+(2 C(C+k)+1) \varepsilon
$$

since $[0,1] \subseteq\left[0, \frac{2 \kappa}{\varepsilon^{\prime \prime}}+\varepsilon\right]$.
(b) $\left(\frac{2 \kappa}{\xi^{\prime \prime}}+\varepsilon \leq 0\right)$ : In this case, the parabola is increasing over $[0,1]$ with derivative

$$
2\left(\alpha \xi^{\prime \prime}-\kappa\right) \xi^{\prime \prime}=2\left|\alpha \xi^{\prime \prime}-\kappa\right|\left|\xi^{\prime \prime}\right| \geq 2|\kappa|\left|\xi^{\prime \prime}\right| \geq \varepsilon\left|\xi^{\prime \prime}\right|^{2}>\varepsilon^{3} .
$$

By supposing $|\xi|$ and $\left|\xi^{\prime}\right|$ small enough, we may suppose the $\alpha$-derivative of the error term in (A.7) to be smaller than $\frac{\varepsilon^{3}}{2}$. Therefore, $\alpha \mapsto\left|B_{\alpha}\right|$ is still increasing, and we have that

$$
\left|B_{\alpha}\right| \leq\left|B_{1}\right|=\left|B_{L^{\prime}}\right| .
$$

(c) $\left(0<\frac{2 \kappa}{\xi^{\prime \prime}}+\varepsilon<1\right)$ : This case combines the approaches of (a) and (b). Indeed, the estimates of (a) still hold for $\alpha \in\left[0, \frac{2 \kappa}{\xi^{\prime \prime}}+\varepsilon\right] \subseteq[0,1]$. Likewise, over the interval $\left[\frac{2 \kappa}{\xi^{\prime \prime}}+\varepsilon, 1\right]$, the parabola is increasing with derivative

$$
2\left(\alpha \xi^{\prime \prime}-\kappa\right) \xi^{\prime \prime}=2\left|\alpha \xi^{\prime \prime}-\kappa\right|\left|\xi^{\prime \prime}\right| \geq 2\left|\varepsilon \xi^{\prime \prime}+\kappa\right|\left|\xi^{\prime \prime}\right|>\varepsilon\left|\xi^{\prime \prime}\right|^{2}>\varepsilon^{3} .
$$

Therefore, for $|\xi|$ and $\left|\xi^{\prime}\right|$ as in (b), we have that

$$
\left|B_{\alpha}\right| \leq \max \left\{k^{2}+(2 C(C+k)+1) \varepsilon,\left|B_{L^{\prime}}\right|\right\} .
$$



Figure 3: Possible graph of $\left|B_{\alpha}\right|$ (full, purple) with idealized parabola (dashed, pink) and important values (pointed, grey). K denotes whichever bound we get in the corresponding case.

The result then follows by taking $\varepsilon$ such that

$$
\max \left\{(k+\varepsilon)^{2}+\varepsilon, k^{2}+(2 C(C+k)+1) \varepsilon\right\} \leq\left(k^{\prime}\right)^{2} .
$$

We now move on to the analysis of the tameness constant of graph $\xi_{\alpha}$. The approach that we take here is similar in spirit to the one taken in the proof of Lemma A.2.
Lemma A. 9 Given $L^{\prime}=$ graph $\xi \subseteq \varphi([0, \ell] \times(-r, r))$, denote by $d \xi$ the distance function on graph $\xi$ induced by the Riemannian metric $\left.\varphi^{*} g\right|_{\text {graph }} \xi$. Take

$$
\varepsilon_{\xi}:=\inf _{x \neq x^{\prime} \in \operatorname{graph} \xi} \frac{d_{M}\left(x, x^{\prime}\right)}{\min \left\{1, d_{\xi}\left(x, x^{\prime}\right)\right\}} \in(0,1] .
$$

We have that $\varepsilon_{\xi} \rightarrow \varepsilon_{0}$ as $\xi \xrightarrow{C^{1}} 0$.

Proof. Fix $x \neq x^{\prime} \in \operatorname{graph} \xi$, and take $\Gamma(s)=(s, \xi(s))$. Without loss of generality, we may suppose that $x=\Gamma\left(s_{0}\right)$ and $x^{\prime}=\Gamma\left(s_{1}\right)$ for $0<s_{1}-s_{0} \leq \frac{\ell}{2}$. Therefore, $d_{\xi}\left(x, x^{\prime}\right)$ is simply the length $\ell(\Gamma)$ of $\Gamma$ along the interval $\left[s_{0}, s_{1}\right]$. Note that

$$
|\dot{\Gamma}|^{2}=|W|^{2}+\left|\xi^{\prime}\right|^{2}
$$

By Lemma A.6, we thus have that

$$
d_{\xi}\left(x, x^{\prime}\right) \leq \int_{s_{0}}^{s_{1}}\left(1+C\left(\|\xi\|+\left\|\xi^{\prime}\right\|\right)\right) d s=\left(1+C\left(\|\xi\|+\left\|\xi^{\prime}\right\|\right)\right)\left(s_{1}-s_{0}\right)
$$

for some constant $C \geq 0$ depending only on $M, L, g$, and $r$.
On the other hand, the path $t \mapsto(s, t \xi(s)), t \in[0,1]$, has length $|\xi(s)|$ for any $s$. Therefore, we get that
$d_{M}\left(x, x^{\prime}\right) \geq d_{M}\left(\gamma\left(s_{0}\right), \gamma\left(s_{1}\right)\right)-d_{M}\left(\gamma\left(s_{0}\right), x\right)-d_{M}\left(x^{\prime}, \gamma\left(s_{1}\right)\right) \geq d_{M}\left(\gamma\left(s_{0}\right), \gamma\left(s_{1}\right)\right)-2\|\xi\|$.

Combining these two estimates, we get that

$$
\frac{d_{M}\left(\Gamma\left(s_{0}\right), \Gamma\left(s_{1}\right)\right)}{\min \left\{1, d_{\xi}\left(\Gamma\left(s_{0}\right), \Gamma\left(s_{1}\right)\right)\right\}} \geq \frac{d_{M}\left(\gamma\left(s_{0}\right), \gamma\left(s_{1}\right)\right)-2\|\xi\|}{\left(1+C\left(\|\xi\|+\left\|\xi^{\prime}\right\|\right)\right) \min \left\{1, d_{L}\left(\gamma\left(s_{0}\right), \gamma\left(s_{1}\right)\right)\right\}}
$$

since $s_{1}-s_{0}=d_{L}\left(\gamma\left(s_{0}\right), \gamma\left(s_{1}\right)\right)$. We similarly get

$$
\frac{d_{M}\left(\Gamma\left(s_{0}\right), \Gamma\left(s_{1}\right)\right)}{\min \left\{1, d_{\xi}\left(\Gamma\left(s_{0}\right), \Gamma\left(s_{1}\right)\right)\right\}} \leq \frac{d_{M}\left(\gamma\left(s_{0}\right), \gamma\left(s_{1}\right)\right)+2\|\xi\|}{\left(1-C\left(\|\xi\|+\left\|\xi^{\prime}\right\|\right)\right) \min \left\{1, d_{L}\left(\gamma\left(s_{0}\right), \gamma\left(s_{1}\right)\right)\right\}} .
$$

However, note that both functions on the right hand side uniformly - in $s_{0}$ and $s_{1}$ - converge to the ratio $d_{M} / \min \left\{1, d_{L}\right\}$. Therefore, the same holds for the left hand side. Since uniform limits and infima commute, the result ensues.

## A.3. Comparison between metrics

To simplify our computations, we only prove our comparison theorems between metrics of the form $g=\omega(-, J-)$, where $J$ is an $\omega$-compatible almost complex structure and $g$ is complete. Thus, in what follows, $g$ and $g^{\prime}$ are two such metrics coming from the same symplectic form $\omega$. We however expect analogous results to hold in full generality.

Lemma A. 10 Let $W \subseteq M$ be compact. There are $a \geq 1$ and $b \geq 0$ such that every Lagrangian $L \subseteq W$ with $\left\|B_{L}\right\|<k$ respects $\left\|B_{L}^{\prime}\right\|^{\prime}<a k+b$, where $\left\|B^{\prime}\right\|^{\prime}$ is the norm in $g^{\prime}$ of the second fundamental form of $L$ in $g^{\prime}$.

Proof. Let $A$ be the endomorphism of $T M$ such that $g(A V, W)=g^{\prime}(V, W)$ for all $V, W \in \mathfrak{X}(M)$. We denote by $\nabla$ and $\nabla^{\prime}$ the Levi-Civita connections of $g$ and $g^{\prime}$, respectively. A fairly straightforward computation - see Lemma 3.1 of [GS16] for example - gives

$$
\begin{array}{rl}
2 g^{\prime}\left(\nabla_{V}^{\prime} W, Z\right)=2 & g\left(\nabla_{V} W, A Z\right)+g\left(\left(\nabla_{V} A\right) Z, W\right) \\
& +g\left(\left(\nabla_{W} A\right) Z, V\right)-g\left(\left(\nabla_{Z} A\right) V, W\right)
\end{array}
$$

for all $V, W, Z \in \mathfrak{X}(M)$. But it is easy to see that $A=-J J^{\prime}$. Therefore, we get that

$$
|V|^{2}=g^{\prime}\left(A^{-1} V, V\right) \leq\left|A^{-1}\right|^{\prime} \cdot\left(|V|^{\prime}\right)^{2}=|J|^{\prime} \cdot\left(|V|^{\prime}\right)^{2}
$$

and

$$
|A Z|^{2}=\left|J^{\prime} Z\right|^{2} \leq|J|^{\prime} \cdot\left(\left|J^{\prime} Z\right|^{\prime}\right)^{2}=|J|^{\prime} \cdot\left(|Z|^{\prime}\right)^{2}
$$

for all $V, Z \in \mathfrak{X}(M)$. Here, the prime on the norm indicates that it is the norm associated with $g^{\prime}$, not $g$. Finally, note also that $A$ sends the normal bundle of a Lagrangian submanifold $L$ in $g$ to the normal bundle of that Lagrangian submanifold in $g^{\prime}$.
Putting all this together, we finally get, for any Lagrangian submanifold $L$,

$$
\begin{equation*}
\left\|B_{L}^{\prime}\right\|^{\prime} \leq\|J\|^{\frac{3}{2}}\left(\left\|B_{L}\right\|+\frac{3}{2}\left\|\nabla A^{-1}\right\|\right) \tag{A.8}
\end{equation*}
$$

which implies the result. The norm symbols $\|\cdot\|$ and $\|\cdot\|$ ' here indicate that it is the supremum of the norms associated with $g$ and $g^{\prime}$, respectively, over all of $W$ or all of $L$.

Lemma A. 11 Let $W \subseteq M$ be compact. There is $a \geq 1$ such that every submanifold $N \subseteq W$ which is (strictly) $k^{-1}$-tame in $g$ is (strictly) $a^{-1} k^{-1}$-tame in $g^{\prime}$.

Proof. Take $D:=\frac{1}{2} \operatorname{Diam}(W, g), D^{\prime}=\frac{1}{2} \operatorname{Diam}\left(W, g^{\prime}\right)$ and $V:=\overline{B_{D}(W)} \cup \overline{B_{D^{\prime}}^{\prime}(W)}$, i.e. $V$ is the union of the (closure of the) $D$-neighbourhood of $W$ in $g$ and $D^{\prime}-$ neighbourhood of $W$ in $g^{\prime}$. Therefore, any path between points in $W$ leaving $V$ have length greater than $\operatorname{Diam}(W, g)$ in $g$ and than $\operatorname{Diam}\left(W, g^{\prime}\right)$ in $g^{\prime}$. In particular, no such path is a minimal geodesic in either metric. Since $V$ is compact, there is $C \geq 1$ such that

$$
C^{-1} g^{\prime} \leq g \leq C g^{\prime}
$$

on $V$.
Let $x, y \in W$, and let $\gamma$ be a minimal geodesic in $g^{\prime}$ from $x$ to $y$. By the above paragraph, it stays in $V$. Therefore,

$$
d_{M}^{\prime}(x, y)=\ell^{\prime}(\gamma) \geq C^{-1} \ell(\gamma) \geq C^{-1} d_{M}(x, y),
$$

where $d_{M}$ and $d_{M}^{\prime}$ are the distance functions induced on $M$ by $g$ and $g^{\prime}$, respectively, and $\ell(\gamma)$ and $\ell^{\prime}(\gamma)$ denote the lengths of $\gamma$ in $g$ and $g^{\prime}$, respectively. We analogously get that $d_{M}^{\prime} \leq C d_{M}$ on $W$.
But note that whenever $N \subseteq W$, the same argument gives that $C^{-1} d_{N}^{\prime} \leq d_{N} \leq d_{N}^{\prime}$ if $d_{N}$ and $d_{N}^{\prime}$ the distance functions induced on $N$ by $\left.g\right|_{T N}$ and $\left.g^{\prime}\right|_{T N}$, respectively. Therefore, we have that

$$
\frac{d_{M}^{\prime}(x, y)}{\min \left\{1, d_{N}^{\prime}(x, y)\right\}} \geq \frac{C^{-1} d_{M}(x, y)}{\min \left\{1, C d_{N}(x, y)\right\}} \geq C^{-2} \frac{d_{M}(x, y)}{\min \left\{1, d_{N}(x, y)\right\}}
$$

for all $x \neq y \in N$, which gives the result.
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