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Abstract

This presentation reviews an asymptotic expansion approach to numerical problems for pricing and hedging derivatives.
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1 Motivation

- Recently, there are many liquid products in OTC (over-the-counter) derivative markets:
  - For European type contracts, “Plain vanilla” call/put options (equity, foreign exchange), bond options (treasury), cap/floor, swaptions (interest rates), and average options (commodities).

- Simple and liquid contracts, but models are sometimes complicating due to smiles or/and long-term contracts.
  - Examples:
    - Average options (commodities):
      - Pricing under a model with stochastic volatility
    - Long-term foreign exchange options:
      - Pricing under a model with stochastic volatility, and term structures of domestic/foreign interest rates.

- It is difficult to obtain explicit (“closed-form”) formulas in many cases.

- On the other hand, trading liquid products requires fast computation of values and risk-indicators (“Greeks”), as well as calibration to the market prices.
  - Greeks (Delta, Gamma, Vega, Theta...)
  - Calibration: search parameters in a model so that the model reproduces liquid market prices.

- Fast and accurate approximation scheme is desired.

- An asymptotic expansion approach
  - This method is applicable in the unified manner to pricing of above products in the economy evolved by broad class of Itô processes; almost the same procedure can be applied.
2 Related Literatures

- Pricing Average options: Kunitomo and Takahashi(1992), Yoshida(1992b)

- Mathematical Validity based on Watanabe theory(Watanabe(1987)) in Malliavin calculus: Yoshida(1992a,b)
  In applications to finance; Takahashi(1995,1999), Kunitomo-Takahashi(2003),

  Takahashi-Saito(2003)


- Dynamic Optimal Portfolio based on Clark-Ocone formula:


- Pricing in Jump-diffusion and Levy processes: Kunitomo-Takahashi(2004),
  Takahashi(2007)

- Pricing in Market Model: Kawai(2003), Takahashi-Takehara(2007a,b,c)

- Pricing in Credit model: Muroi(2005)

- Pricing in Cross-currency models: Takahashi(1995), Osajima(2006),Takahashi-
  Takehara(2007a,b,c)

- Random limit(expansion around a log-normal distribution):
  e.g. Fournie-Lasry-Touzi(1997), Lütkebohmert(2004),
3 Outline of an Asymptotic Expansion Approach

- First, I consider a $d$-dimensional diffusion process $X^{(\epsilon)}$, which is the strong solution to the following stochastic differential equation:

$$dX_t^{(\epsilon)} = V_0(X_t^{(\epsilon)}, \epsilon)dt + \epsilon V(X_t^{(\epsilon)})dW_t; \quad X_0^{(\epsilon)} = x_0, \quad t \in [0, T],$$

where $W$ denotes a $m$-dimensional standard Wiener process and $\epsilon \in [0, 1]$ is a known parameter.

Suppose that coefficients $V_0 : \mathbb{R}^d \times [0, 1] \mapsto \mathbb{R}^d$, $V : \mathbb{R}^d \mapsto \mathbb{R}^d \times \mathbb{R}^m$ are smooth and satisfy regularity conditions.

- Next, suppose that a function $g : \mathbb{R}^d \mapsto \mathbb{R}$ to be smooth and all derivatives have polynomial growth orders. Then, for $\epsilon \downarrow 0$, $g(X_T^{(\epsilon)})$ has its asymptotic expansion:

$$g(X_T^{(\epsilon)}) = g_{0T} + \epsilon g_{1T} + \epsilon^2 g_{2T} + \epsilon^3 g_{3T} + o(\epsilon^3).$$

The justification of this and the following asymptotic expansions was provided in Watanabe(1987) and Yoshida(1992a,b) based on Malliavin Calculus. (See Kunitomo-Takahashi(2003), Takahashi(1995), Takahashi-Yoshida(2004,2005) in the context of finance.)

- This talk concentrates on applications of the method.
• The coefficients in the expansion, $g_0T$, $g_1T$, $g_2T\ldots$ can be obtained by Taylor’s formula and represented based on multiple Wiener-Ito integrals.

• In particular, let $D_t = \frac{\partial X_t^{(i)}}{\partial x}|_{x=0}$, $E_t = \frac{\partial^2 X_t^{(i)}}{\partial x^2}|_{x=0}$ and $F_t = \frac{\partial^3 X_t^{(i)}}{\partial x^3}|_{x=0}$ then $g_0T, g_1T, g_2T$ and $g_3T$ can be written as

\[
g_0T = g(X_T^{(0)}), \quad g_1T = \sum_{i=1}^{d} \partial_i g(X_T^{(0)}) D_T^i,
\]

\[
g_2T = \frac{1}{2} \sum_{i,j=1}^{d} \partial_i \partial_j g(X_T^{(0)}) D_T^i D_T^j + \frac{1}{2} \sum_{i=1}^{d} \partial_i g(X_T^{(0)}) E_T^i,
\]

\[
g_3T = \frac{1}{6} \sum_{i,j,k=1}^{d} \partial_i \partial_j \partial_k g(X_T^{(0)}) D_T^i D_T^j D_T^k + \frac{1}{2} \sum_{i,j=1}^{d} \partial_i \partial_j g(X_T^{(0)}) E_T^i D_T^j
\]

where $\partial_k = \frac{\partial}{\partial x_k}$.

• Here, $D_t^i$, $E_t^i$ and $F_t^i$, $i = 1, \ldots, d$ denote the $i$-th elements of $D_t$, $E_t$ and $F_t$ respectively. $D_t$, $E_t$ and $F_t$ are represented by

\[
D_t = \int_{0}^{t} Y_u Y_u^{-1} [\partial\epsilon V_0(X_u^{(0)},0) du + V(X_u^{(0)}) dW_u],
\]

\[
E_t = \int_{0}^{t} Y_u Y_u^{-1} \left( \sum_{j,k=1}^{d} \partial_j \partial_k V_0(X_u^{(0)},0) D_u^j D_u^k du + \partial^2_\epsilon V_0(X_u^{(0)},0) du \right) + 2 \sum_{j=1}^{d} \partial_j \partial V_0(X_u^{(0)},0) D_u^j du
\]

\[
+ 2 \sum_{j=1}^{d} \partial_j V(X_u^{(0)}) D_u^j dW_u \right),
\]

\[
F_t = \int_{0}^{t} Y_u Y_u^{-1} \left( \sum_{j,k=1}^{d} \partial_j \partial_k \partial \epsilon V_0(X_u^{(0)},0) D_u^j D_u^k du + 3 \sum_{j,k=1}^{d} \partial_j \partial_k V_0(X_u^{(0)},0) E_u^j D_u^k du
\]

\[
+ 3 \sum_{j,k=1}^{d} \partial_j \partial_\epsilon V_0(X_u^{(0)},0) D_u^j D_u^k du + 3 \sum_{j=1}^{d} \partial_j \partial_\epsilon V_0(X_u^{(0)},0) E_u^j du
\]

\[
+ 3 \sum_{j=1}^{d} \partial_j \partial_\epsilon^2 V_0(X_u^{(0)},0) D_u^j du + \partial_\epsilon^3 V_0(X_u^{(0)},0) du
\]

\[
+ 3 \sum_{j,k=1}^{d} \partial_j \partial_\epsilon V(X_u^{(0)}) D_u^j D_u^k dW_u + 3 \sum_{j=1}^{d} \partial_j V(X_u^{(0)}) E_u^j dW_u \right).
\]

where $Y$ denotes the solution to the differential equation;

\[
dY_t = \partial V_0(X_t^{(0)},0) Y_t dt; \quad Y_0 = I_d,
\]

where $\partial V_0$ denotes the $d \times d$ matrix whose $(j,k)$-element is $\partial_k V_0^j$, $V_0^j$ is the $j$-th element of $V_0$, and $I_d$ denotes the $d \times d$ identity matrix.
Next, normalize $g(X_T^{(c)})$ as

$$G^{(c)} = \frac{g(X_T^{(c)}) - g_0}{\epsilon}$$

for $\epsilon \in (0, 1]$.

Moreover, let

$$a_t = (\partial g(X_T^{(0)}))^T [Y_t Y_t^{-1} V(X_t^{(0)})]$$

and make the following assumption:

(Assumption 1) \( \Sigma_T = \int_0^T a_t a_t^T dt > 0. \)

Since $\Sigma_T$ is the variance of the random variable $g_1T$, which follows a normal distribution, Assumption 1 means the condition that the distribution of $g_1T$ does not degenerate. In application, it is easy to check this condition in most cases.
• Next, the characteristic function of $G^{(\epsilon)}$, $\psi_{G^{(\epsilon)}}(\xi)$ is approximated by

$$
\psi_{G^{(\epsilon)}}(\xi) = E[\exp(i\xi G^{(\epsilon)})]
= E[\exp(i\xi g_{1T})] + \epsilon(i\xi) E[\exp(i\xi g_{1T}) g_{2T}]
+ \epsilon^2(i\xi) E[\exp(i\xi g_{1T}) g_{3T}] + o(\epsilon^2).
$$

Moreover,

$$
\psi_{G^{(\epsilon)}}(\xi) = \exp \left( \frac{(i\xi)^2 \Sigma_T}{2} \right) + \epsilon(i\xi) E[\exp(i\xi g_{1T})] E[g_{2T}|g_{1T}] + \epsilon^2(i\xi) E[\exp(i\xi g_{1T})] E[g_{2T}^2|g_{1T}] + o(\epsilon^2).
$$

Note that $E[g_{2T}|g_{1T}]$, $E[g_{2T}^2|g_{1T}]$ and $E[g_{3T}|g_{1T}]$ are polynomial functions of $g_{1T}$.

• Then, the inversion of the approximated characteristic function provides an approximated probability density function of $G^{\epsilon}$:

$$
f_{G^{(\epsilon)}}(x) = n[x; 0, \Sigma_T] + \epsilon \left[ -\frac{\partial}{\partial x} \{p_2(x)n[x; 0, \Sigma_T]\} \right]
+ \epsilon^2 \left[ -\frac{\partial}{\partial x} \{p_3(x)n[x; 0, \Sigma_T]\} \right] + \frac{1}{2} \epsilon^2 \left[ \frac{\partial^2}{\partial x^2} \{p_{22}(x)n[x; 0, \Sigma_T]\} \right] + o(\epsilon^2),
$$

where $p_2(x) = E[g_{2T}|g_{1T} = x]$, $p_{22}(x) = E[g_{2T}^2|g_{1T} = x]$ and $p_3(x) = E[g_{3T}|g_{1T} = x]$. Also, $n[x; 0, \Sigma_T]$ denotes the density function of the normal distribution with mean 0 and variance $\Sigma_T$:

$$
n[x; 0, \Sigma_T] = \frac{1}{\sqrt{2\pi\Sigma_T}} \exp \left\{ -\frac{x^2}{2\Sigma_T} \right\}.
$$
Now, given a smooth function $\phi : \mathbb{R} \mapsto \mathbb{R}$ of which all derivatives have polynomial growth orders.

Then, the expectation $E[\phi(G^{(c)}(G^{(c)})] I_B(G^{(c)})]$ has its asymptotic expansion as

$$E[\phi(G^{(c)}(G^{(c)})] I_B(G^{(c)})] = \Phi_0 + \epsilon \Phi_1 + \epsilon^2 \Phi_2 + o(\epsilon^2).$$

($B$ denotes a Borel set in $\mathbb{R}$, and $I_B(G^{(c)}) = 1$ if $G^{(c)} \in B$ and $I_B(G^{(c)}) = 0$ otherwise.)

Here, each term of the expansion can be expressed based on the expectations of polynomials of coefficients in the asymptotic expansion of $g(X_T)$ conditional on a normal random variable.

For example, $\Phi_0$, $\Phi_1$ and $\Phi_2$ are written as

$$\Phi_0 = \int_B \phi(x) n[x; 0, \Sigma_T] dx,$$

$$\Phi_1 = -\int_B \phi(x) \partial_x \{E[g_{2T}|g_{1T} = x] n[x; 0, \Sigma_T]\} dx,$$

$$\Phi_2 = \int_B \left( \frac{1}{2} \phi(x) \partial_x^2 \{E[g_{2T}^2|g_{1T} = x] n[x; 0, \Sigma_T]\} - \phi(x) \partial_x \{E[g_3|g_{1T} = x] n[x; 0, \Sigma_T]\} \right) dx,$$

- Note that $E[g_{2T}|g_{1T} = x]$, $E[g_{2T}^2|g_{1T} = x]$ and $E[g_{3T}|g_{1T} = x]$ are polynomial functions of $x$ and hence the computations of the expectations become easier; the formula of the conditional expectations given in the following can be used.

(Example) For a call option on a security with maturity $T$, its maturity price $g(X_T^\epsilon)$ and a strike price $K = g(X_0^\epsilon) - \epsilon y$ for arbitrary $y \in \mathbb{R}$, the payoff is expressed as

$$\max\{g(X_T^\epsilon) - K, 0\} = \epsilon \phi(G^\epsilon) I_B(G^\epsilon),$$

where $\phi(x) = (x + y)$ and $B = \{G^\epsilon \geq -y\}$. 
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I list up some formulas of conditional expectations used in asymptotic expansions. $W = \{(W^1_t, \cdots, W^m_t) : 0 \leq t \leq T\}$ denotes a $m$-dimensional Wiener process. Let $q_i : [0, T] \mapsto \mathbb{R}^m, i = 1, 2, 3, 4, 5$ are non-random functions and we define $\Sigma$ as

$$\Sigma = \int_0^T q_{1v} q_{1v} dv,$$

where $z'$ is the transpose of $z$. We assume that $0 < \Sigma < \infty$ and integrability in the following formulas.

Moreover, $H_n(x; \Sigma)$ denotes the Hermite polynomial of degree $n$:

$$H_n(x; \Sigma) := (-\Sigma)^k x^{2k} \frac{d^k}{dx^k} e^{-x^2/2\Sigma}.$$

For example, $H_0(x; \Sigma) = 1, H_1(x; \Sigma) = x, H_2(x; \Sigma) = x^2 - \Sigma, H_3(x; \Sigma) = x^3 - 3\Sigma x, H_4(x; \Sigma) = x^4 - 6\Sigma x^2 + 3\Sigma^2$.

1. $$E \left[ \int_0^T q_{2t}^2 dW_t \int_0^T q_{1v} dW_v = x \right] = \left( \int_0^T q_{2t}^2 dt \right) \frac{H_1(x; \Sigma)}{\Sigma}$$

2. $$E \left[ \int_0^T \int_0^t q_{2a} q_{2d} q_{3d} dW_t \int_0^T q_{1v} dW_v = x \right] =$$

$$\left( \int_0^T q_{2a} q_{1d} dv \right) \left( \int_0^T q_{3a} dW_s \right) \frac{H_2(x; \Sigma)}{\Sigma^2}$$

3. $$E \left[ \left( \int_0^T q_{2a} q_{2a} dW_v \right) \left( \int_0^T q_{3a} dW_s \right) \left( \int_0^T q_{1v} dW_v = x \right) \right] =$$

$$\left( \int_0^T q_{2a} q_{1d} dv \right) \left( \int_0^T q_{2a} q_{1d} dv \right) \frac{H_2(x; \Sigma)}{\Sigma^2}$$

4. $$E \left[ \int_0^T \int_0^t \int_0^s q_{2a} q_{2a} dW_s q_{3a} dW_s q_{4t} dW_t \int_0^T q_{1v} dW_v = x \right] =$$

$$\left( \int_0^T q_{4t} q_{1t} dv \right) \left( \int_0^T q_{3a} q_{1s} dv \right) \left( \int_0^T q_{2a} q_{1d} dv \right) \frac{H_3(x; \Sigma)}{\Sigma^3}$$

5. $$E \left[ \int_0^T \left( \int_0^t q_{2a} q_{2a} dW_v \right) \left( \int_0^t q_{3a} dW_s \right) q_{4t} dW_t \int_0^T q_{1v} dW_v = x \right] =$$

$$\left\{ \int_0^T \left( \int_0^t q_{2a} q_{1a} dv \right) \left( \int_0^t q_{3a} q_{1s} dv \right) q_{4t} q_{1t} dt \right\} \frac{H_3(x; \Sigma)}{\Sigma^3}$$

$$+ \left( \int_0^T \int_0^t q_{2a} q_{3a} dW_s q_{4t} q_{1t} dt \right) \frac{H_1(x; \Sigma)}{\Sigma}$$
6. \[
E \left[ \left( \int_0^T \int_0^t q_{2x}^* dW_s q_{3t}^* dW_t \right) \left( \int_0^T q_{1u}^* dW_u \right) \left| \int_0^T q_{1v}^* dW_v = x \right. \right] = \\
\left( \int_0^T q_{2x} q_{4u} \int_0^t q_{2x}^* q_{1s}^* ds dt \right) \left( \int_0^T q_{4u}^* q_{1v}^* du \right) \frac{H_2(x; \Sigma)}{\Sigma^3} + \\
\left( \int_0^T q_{3t} q_{1u} \int_0^t q_{2x}^* q_{4u}^* ds dt + \int_0^T q_{3t} q_{4u} \int_0^t q_{2x}^* q_{1s}^* ds dt \right) \frac{H_1(x; \Sigma)}{\Sigma}
\]

7. \[
E \left[ \left( \int_0^T \int_0^t q_{2x}^* dW_s q_{3t}^* dW_t \right) \left( \int_0^T \int_0^r q_{4u}^* dW_u q_{5r}^* dW_r \right) \left| \int_0^T q_{1v}^* dW_v = x \right. \right] = \\
\left( \int_0^T q_{2x} q_{4u} \int_0^t q_{2x}^* q_{5r}^* dW_r \int_0^t q_{4u}^* q_{1u}^* dW_r \right) \frac{H_2(x; \Sigma)}{\Sigma^2} + \\
\int_0^T \int_0^t q_{2x}^* q_{4u}^* dW_s q_{3t}^* q_{5s}^* dt
\]

8. \[
E \left[ \left( \int_0^T q_{2x}^* dW_s \right) \left( \int_0^T q_{3s}^* dW_s \right) \left( \int_0^T \int_0^r q_{4u}^* dW_u q_{5s}^* dW_r \right) \left| \int_0^T q_{1v}^* dW_v = x \right. \right] = \\
\left( \int_0^T q_{2x} q_{3t} q_{4u} \int_0^t q_{3s}^* q_{1s}^* ds dt \right) \left( \int_0^T q_{4u}^* q_{5r}^* \int_0^t q_{4u}^* q_{1u}^* dW_r \right) \frac{H_4(x; \Sigma)}{\Sigma^4} + \\
\left( \int_0^T q_{2x} q_{5s} q_{3t} q_{4u} \int_0^t q_{3s}^* q_{1s}^* ds dt \right) + \left( \int_0^T q_{2x} q_{4u} q_{5r} q_{3t} q_{4u} \int_0^t q_{3s}^* q_{1s}^* ds dt \right) \frac{H_2(x; \Sigma)}{\Sigma^2} + \\
\int_0^T q_{2x} \int_0^t q_{3s}^* q_{4u}^* ds dt + \int_0^T q_{2x} q_{5s} q_{3t} q_{4u} \int_0^t q_{4u}^* q_{1u}^* dW_r
\]
4 Average Option

- Shiraya-Takahashi[2008]

4.1 $\lambda$-SABR model

- Examples of Stochastic Volatility Models
  Heston[1993], SABR (Hagan-Kumar-Lesniewski-Woodward[2002]), $\lambda$-SABR(Labordere[2005]): Pricing European Plain Vanilla Options.

- I show an approximation of an average option under $\lambda$-SABR model following Shiraya-Takahashi[2008].

- $\lambda$-SABR model

  The dynamics of the underlying asset’s price $S(t)$, $t \in [0, T]$ is described by a two-dimensional diffusion process $\{(S, \sigma) : (S(t), \sigma(t)), 0 \leq t \leq T\}$ that is a solution of the following stochastic differential equation under the equivalent martingale measure (EMM):

  $$
  S(t) = S(0) + \alpha \int_0^t S(u)du + \int_0^t \sigma(u)S(u)^{\beta}dW_1(u)
  $$

  $$
  \sigma(t) = \sigma(0) + \int_0^t \lambda(\theta - \sigma(u))du + \int_0^t \nu_1 \sigma(u)dW_1(u) + \int_0^t \nu_2 \sigma(u)dW_2(u)
  $$

  Here, $S(0)$ and $\sigma(0)$ are positive constants; $\beta \in [0, 1]$ is a constant; $\lambda$ and $\theta$ are nonnegative constants; $\alpha$ is a constant; $\nu_1 = \rho \nu$, $\nu_2 = (\sqrt{1 - \rho^2})\nu$, where $\nu \geq 0$, $\rho \in [-1, 1]$ are constants; $W = (W_1, W_2)$ is a two-dimensional Wiener Process.

- An average call option’s payoff with maturity $T$ and strike price $K$:

  $$
  C(T) = \max\{X(T) - K, 0\},
  $$

  where

  $$
  X(T) = \frac{1}{T} \int_0^T S(t)dt.
  $$

- Then, $C(0)$, the price at $t = 0$ of the average call option is expressed as:

  $$
  C(0) = e^{-rT}E[C(T)],
  $$

  where $r$ denotes the risk-free rate that is a nonnegative constant.
4.2 Asymptotic Expansion of an Average Call Option

- $\lambda$-SABR model is rewritten in the asymptotic expansion’s framework:
  
  For $\epsilon \in [0, 1]$, 
  
  $$
  S^{(\epsilon)}(t) = S(0) + \alpha \int_0^t S^{(\epsilon)}(u) du + \epsilon \int_0^t \sigma^{(\epsilon)}(u) S^{(\epsilon)}(u)^3 dW_1(u) \quad (1)
  $$
  
  $$
  \sigma^{(\epsilon)}(t) = \sigma(0) + \int_0^t \lambda(\theta - \sigma^{(\epsilon)}(u)) du 
  + \epsilon \left( \int_0^t \nu_1 \sigma^{(\epsilon)}(u) dW_1(u) + \int_0^t \nu_2 \sigma^{(\epsilon)}(u) dW_2(u) \right)
  $$

- An average call option’s payoff with maturity $T$ and strike price $K$ where $K = X^{(0)}_T - \epsilon y$ for arbitrary $y \in \mathbb{R}$:
  
  $$
  C(T) = \max \left\{ X^{(\epsilon)}(T) - K, 0 \right\},
  $$

  where
  
  $$
  X^{(\epsilon)}(T) := \frac{1}{T} \int_0^T S^{(\epsilon)}(t) dt.
  $$
• Then, the asymptotic expansion of $X^\alpha(T)$ when $\alpha \neq 0$ is given by:

$$X^\alpha(T) = X^{(0)}(T) + \epsilon X^{(1)}(T) + \epsilon^2 X^{(2)}(T) + \epsilon^3 X^{(3)}(T) + o(\epsilon^3),$$

where $X^{(0)}(T) = X^\alpha(T)|_{\epsilon = 0}$, $X^{(k)}(T) = \frac{1}{k!} \frac{\partial^k X^\alpha(T)}{\partial \epsilon^k}|_{\epsilon = 0}$, $k = 1, 2, 3$ and they are given as follows:

$$X^{(0)}(T) = e^{\alpha T} - 1 S(0),$$

$$X^{(1)}(T) = \int_0^T f_{11}(s') dW(s),$$

$$X^{(2)}(T) = \sum_{i=1}^2 \int_0^T \int_0^s f_{21}(u') dW(u) g_{22}(s') dW(s),$$

$$X^{(3)}(T) = \left( \sum_{i=1}^3 \int_0^T \int_0^s f_{31}(v') dW(v) g_{32}(u') dW(u) h_{33}(s') dW(s) \right.$$

$$\left. + \sum_{i=1}^2 \int_0^T \left( \int_0^s g_{41}(u') dW(u) \right) \left( \int_0^s f_{42}(u') dW(u) \right) h_{44}(s') dW(s) \right),$$

where $x'$ denotes the transpose of $x$.

$f_{11}(t)$, $f_{21}(t)(i = 1, 2)$, $f_{31}(t)(i = 1, 2, 3)$, $f_{41}(i = 1, 2)$, $g_{22}(t)(i = 1, 2)$, $g_{32}(t)(i = 1, 2, 3)$, $h_{33}(t)(i = 1, 2, 3)$, and $h_{44}(t)(i = 1, 2)$ are given as follows:

$$f_{21}(t) = f_{31}(t) = f_{41}(t) = \begin{pmatrix} e^{-\alpha t} (S(0)e^{\alpha t})^\beta \left( \theta + (\sigma(0) - \theta)e^{-\lambda t} \right) \end{pmatrix},$$

$$f_{11}(t) = \frac{e^{\alpha (T-t)} - 1}{\alpha T} e^{\alpha t} f_{21}(t),$$

$$f_{22}(t) = f_{32}(t) = f_{42}(t) = \begin{pmatrix} \nu_1 (\theta e^{\lambda t} + \sigma(0) - \theta) \\ \nu_2 (\theta e^{\lambda t} + \sigma(0) - \theta) \end{pmatrix},$$

$$g_{31}(t) = \begin{pmatrix} \beta (S(0)e^{\alpha t})^{\beta-1} \left( \theta + (\sigma(0) - \theta)e^{-\lambda t} \right) \end{pmatrix},$$

$$h_{32}(t) = \frac{e^{\alpha (T-t)} - 1}{\alpha T} g_{31}(t),$$

$$g_{21}(t) = h_{31}(t) = h_{32}(t),$$

$$g_{32}(t) = \begin{pmatrix} (S(0)e^{\alpha t})^\beta e^{-(\alpha + \lambda)t} \end{pmatrix},$$

$$g_{22}(t) = h_{33}(t) = \frac{e^{\alpha (T-t)} - 1}{\alpha T} g_{32}(t),$$

$$g_{33}(t) = \begin{pmatrix} \nu_1 \\ \nu_2 \end{pmatrix},$$

$$h_{41}(t) = \begin{pmatrix} e^{\alpha (T-t-1)} \beta (\beta - 1) (S(0)e^{\alpha t})^{\beta-2} \left( \theta + (\sigma(0) - \theta)e^{-\lambda t} \right) e^{\alpha t} \end{pmatrix},$$

$$h_{42}(t) = \begin{pmatrix} e^{\alpha (T-t-1)} \beta (S(0)e^{\alpha t})^{\beta-1} e^{-\lambda t} \end{pmatrix},$$

(2)

**Remark 1** When $\alpha = 0$, the asymptotic expansion of $X^\alpha(T)$ is obtained as $\alpha \to 0$ above.
Then, \( C(0) \), the price at \( t = 0 \) of the average call option is expressed as follows:

\[
C(0) = e^{-rT} \left( \epsilon \left( y \int_{-y}^{\infty} n[x; 0, \Sigma] dx + \int_{-y}^{\infty} x n[x; 0, \Sigma] dx \right) \\
+ \epsilon^2 \int_{-y}^{\infty} \mathbb{E} \left[ X^{(2)}(T) | X^{(1)}(T) = x \right] n[x; 0, \Sigma] dx \\
+ \epsilon^3 \left( \int_{-y}^{\infty} \mathbb{E} \left[ X^{(3)}(T) | X^{(1)}(T) = x \right] n[x; 0, \Sigma] dx \\
+ \frac{1}{2} \mathbb{E} \left[ \left( X^{(2)}(T) \right)^2 | X^{(1)}(T) = -y \right] n[y; 0, \Sigma] \right) \\
+ o(\epsilon^3),
\]

where \( \Sigma = \int_0^T |f_{11}(s)|^2 ds \) and \( n[x; 0, \Sigma] = \frac{1}{\sqrt{2\pi\Sigma}} \exp \left\{ -\frac{x^2}{2\Sigma} \right\} \).
• More concrete approximation of the price is obtained by formulas of the conditional expectations:

**Theorem 1** Suppose that the underlying asset price follows (1) for $\epsilon \in (0, 1]$ under the equivalent martingale measure. Then, the asymptotic expansion up to the $\epsilon^3$-order of $C(0)$, the price of a average call option at the contract date with the maturity date $T$ and the strike price $K$ where $K = X_T^{(0)} - \epsilon y$ for arbitrary $y \in \mathbb{R}$ is given by:

$$C(0) = e^{-rT} \left[ \epsilon \left\{ yN \left( \frac{y}{\sqrt{\Sigma}} \right) + \Sigma n[y; 0, \Sigma] \right\} \right. $$

$$+ \epsilon^2 \int_{-\infty}^{\infty} C_1 H_2(x; \Sigma) \frac{n[x; 0, \Sigma]}{\Sigma^2} dx $$

$$+ \epsilon^3 \left\{ \int_{-\infty}^{\infty} C_2 \frac{H_3(x; \Sigma)}{\Sigma^3} n[x; 0, \Sigma] dx + C_3 n[y; 0, \Sigma] \right. $$

$$+ \left( C_4 \frac{H_4(y; \Sigma)}{\Sigma^4} + C_5 \frac{H_2(y; \Sigma)}{\Sigma^2} + C_6 \right) n[y; 0, \Sigma] \right\} $$

$$+ o(\epsilon^3), \quad (3)$$

where $N(x)$ denotes the distribution function of a standard normal distribution. Moreover,

$$C_1 = \sum_{i=1}^{2} \int_{0}^{T} f_{11}(s)^{1} g_{2i}(s) \int_{0}^{u} f_{11}(u)^{1} f_{2i}(u) duds$$

$$C_2 = \sum_{i=1}^{3} \int_{0}^{T} f_{11}(s)^{1} h_{3i}(s) \int_{0}^{u} f_{11}(u)^{1} g_{3i}(u) \int_{0}^{u} f_{11}(v)^{1} f_{3i}(v) dv dus$$

$$+ \frac{1}{2} \sum_{i=1}^{2} \int_{0}^{T} f_{11}(s)^{1} h_{3i}(s) \int_{0}^{u} f_{11}(u)^{1} g_{3i}(u) du \int_{0}^{u} f_{11}(v)^{1} f_{3i}(u) dv dus$$

$$C_3 = \sum_{i=1}^{3} \int_{0}^{T} f_{11}(s)^{1} h_{4i}(s) \int_{0}^{u} g_{4i}(u)^{1} f_{4i}(u) duds$$

$$C_4 = \sum_{i=1}^{3} \int_{0}^{T} f_{11}(s)^{1} k_{5i}(s) \int_{0}^{u} f_{11}(s)^{1} h_{5i}(u) duds$$

$$C_5 = \sum_{i=1}^{3} \int_{0}^{T} f_{11}(s)^{1} k_{5i}(s) \int_{0}^{u} f_{11}(u)^{1} g_{5i}(u) \int_{0}^{u} f_{5i}(v)^{1} h_{5i}(v) dv dus$$

$$+ \int_{0}^{T} f_{11}(s)^{1} g_{5i}(s) \int_{0}^{u} f_{11}(u)^{1} k_{5i}(u) \int_{0}^{u} f_{5i}(v)^{1} h_{5i}(v) dv dus$$

$$+ \int_{0}^{T} f_{11}(s)^{1} g_{5i}(s) \int_{0}^{u} f_{5i}(u)^{1} k_{5i}(u) \int_{0}^{u} f_{11}(v)^{1} h_{5i}(v) dv dus$$

$$+ \int_{0}^{T} g_{5i}(s)^{1} k_{5i}(s) \int_{0}^{u} f_{11}(u)^{1} h_{5i}(u) du \int_{0}^{u} f_{11}(v)^{1} f_{5i}(u) dv dus$$

$$+ \int_{0}^{T} f_{11}(s)^{1} k_{5i}(s) \int_{0}^{u} g_{5i}(u)^{1} h_{5i}(u) \int_{0}^{u} f_{11}(v)^{1} f_{5i}(v) dv dus$$

$$C_6 = \sum_{i=1}^{3} \int_{0}^{T} g_{5i}(s)^{1} k_{5i}(s) \int_{0}^{u} f_{11}(u)^{1} h_{5i}(u) duds.$$  

Here, $f_{11}(t)$, $f_{2i}(t)(i = 1, 2)$, $f_{3i}(t)(i = 1, 2, 3)$, $f_{4i}(i = 1, 2)$; $g_{2i}(t)(i =
4.3 Heston model

- The underlying asset price $S$:
  \begin{align*}
  dS(t) &= \alpha S(t)dt + S(t)\sqrt{V(t)}dW^1(t), \\
  dV(t) &= \kappa(\theta - V(t))dt + \nu_1 \sqrt{V(t)}dW^1(t) + \nu_2 \sqrt{V(t)}dW^2(t),
  \end{align*}
  where $\nu \ge 0$, $\nu_1 = \rho \nu$, $\nu_2 = (\sqrt{1 - \rho^2})\nu$ and $\rho \in [-1, 1]$.

- An asymptotic expansion of an average option price is obtained in the similar way as in $\lambda$-SABR model. In particular, changing the coefficients of the equations in theorem 1 to the following provides an approximation formula under Heston model.
  \begin{align*}
  f_{21}(t) &= f_{31}(t) = g_{31}(t) = f_{41}(t) = \begin{pmatrix}
  \sqrt{\theta + (V(0) - \theta)e^{-\kappa t}} \\
  0
  \end{pmatrix}, \\
  f_{11}(t) &= g_{21}(t) = h_{31}(t) = 2h_{32}(t) = \frac{e^{\alpha(T-t)} - 1}{\alpha T} S(0) f_{21}(t), \\
  f_{22}(t) &= f_{32}(t) = f_{42}(t) = g_{41}(t) = g_{42}(t) = \begin{pmatrix}
  \sqrt{\theta + (V(0) - \theta)e^{-\kappa t}} \nu_1 e^{\kappa t} \\
  \sqrt{\theta + (V(0) - \theta)e^{-\kappa t}} \nu_2 e^{\kappa t}
  \end{pmatrix}, \\
  g_{32}(t) &= \left( \frac{e^{-\kappa t}}{\sqrt{\theta + (V(0) - \theta)e^{-\kappa t}}} \right) ; g_{22}(t) = 2h_{33}(t) = h_{41}(t) = \frac{e^{\alpha(T-t)} - 1}{2\alpha T} S(0) g_{32}(t), \\
  g_{43}(t) &= \left( \frac{e^{-\kappa t}}{\sqrt{\theta + (V(0) - \theta)e^{-\kappa t}}} \right) ; h_{42}(t) = \begin{pmatrix}
  -\left(e^{\alpha(T-t)} - 1\right) e^{-2 \kappa t} S(0) \\
  8\alpha T \left(\sqrt{\theta + (V(0) - \theta)e^{-\kappa t}}\right)^3
  \end{pmatrix}.
  \end{align*}

Remark 2 The following relation may be useful to compute the integrals on the right hand side of the equation (3).

$$
\int_{-y}^{\infty} \frac{1}{\sqrt{\pi}} H_k(x; \Sigma) n[x; 0, \Sigma] dx = \frac{1}{\sqrt{\pi}} H_{k-1}(-y; \Sigma) n[y; 0, \Sigma] \quad (k \ge 1)
$$
4.4 Numerical Examples

- $\lambda$-SABR model
- Benchmark values:

Monte Carlo Simulation (5 million trials, 2000 time steps)

$S_0 = 100$, $\alpha = r = 0$, $\epsilon = 1$, and $\sigma(0)$ are determined such that the coefficient of the diffusion term is equivalent to that of log-normal process at time 0: for example in Case i where the log-normal volatility is 30%, $\sigma(0)S_0^{0.5} = 0.3S_0$.

Table 1:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\lambda$</th>
<th>$\sigma(0)$</th>
<th>$\beta$</th>
<th>$\rho$</th>
<th>$\theta$</th>
<th>$\nu$</th>
<th>$T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>0.5</td>
<td>3.0</td>
<td>0.5</td>
<td>-0.3</td>
<td>3.0</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>ii</td>
<td>0.5</td>
<td>0.3</td>
<td>1.0</td>
<td>-0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>iii</td>
<td>0.5</td>
<td>12.0</td>
<td>0.2</td>
<td>-0.3</td>
<td>12.0</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>iv</td>
<td>0.5</td>
<td>3.0</td>
<td>0.5</td>
<td>-0.7</td>
<td>3.0</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>v</td>
<td>0.5</td>
<td>3.0</td>
<td>0.5</td>
<td>0</td>
<td>3.0</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>vi</td>
<td>0.5</td>
<td>2.0</td>
<td>0.5</td>
<td>-0.3</td>
<td>2.0</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>vii</td>
<td>0.5</td>
<td>5.0</td>
<td>0.5</td>
<td>-0.3</td>
<td>3.0</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>viii</td>
<td>0.5</td>
<td>3.0</td>
<td>0.5</td>
<td>-0.3</td>
<td>3.0</td>
<td>0.1</td>
<td>1</td>
</tr>
<tr>
<td>ix</td>
<td>0.5</td>
<td>3.0</td>
<td>0.5</td>
<td>-0.3</td>
<td>3.0</td>
<td>0.7</td>
<td>1</td>
</tr>
<tr>
<td>x</td>
<td>0.1</td>
<td>3.0</td>
<td>0.5</td>
<td>-0.3</td>
<td>3.0</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>xi</td>
<td>1.0</td>
<td>3.0</td>
<td>0.5</td>
<td>-0.3</td>
<td>3.0</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>xii</td>
<td>0.5</td>
<td>3.0</td>
<td>0.5</td>
<td>-0.3</td>
<td>3.0</td>
<td>0.3</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 1: Approximated Density of $X(T)$ (Case ix)
<table>
<thead>
<tr>
<th>Case</th>
<th>Strike</th>
<th>MC</th>
<th>Asymptotic Expansion</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1st</td>
<td>2nd</td>
</tr>
<tr>
<td>i</td>
<td>70</td>
<td>30.237</td>
<td>30.293</td>
<td>30.229</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>12.958</td>
<td>13.031</td>
<td>12.950</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>6.919</td>
<td>6.910</td>
<td>6.910</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>1.183</td>
<td>1.066</td>
<td>1.163</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.024</td>
<td>0.010</td>
<td>0.017</td>
</tr>
<tr>
<td>ii</td>
<td>70</td>
<td>30.132</td>
<td>30.293</td>
<td>30.091</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>12.774</td>
<td>13.031</td>
<td>12.775</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>6.904</td>
<td>6.910</td>
<td>6.910</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>1.400</td>
<td>1.066</td>
<td>1.376</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.069</td>
<td>0.010</td>
<td>0.033</td>
</tr>
<tr>
<td>iii</td>
<td>70</td>
<td>30.335</td>
<td>30.300</td>
<td>30.320</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>13.104</td>
<td>13.058</td>
<td>13.083</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>6.963</td>
<td>6.943</td>
<td>6.943</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>1.082</td>
<td>1.082</td>
<td>1.052</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.012</td>
<td>0.010</td>
<td>0.008</td>
</tr>
<tr>
<td>iv</td>
<td>70</td>
<td>30.308</td>
<td>30.293</td>
<td>30.330</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>13.051</td>
<td>13.031</td>
<td>13.077</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>6.888</td>
<td>6.910</td>
<td>6.910</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>0.999</td>
<td>1.066</td>
<td>1.009</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.006</td>
<td>0.010</td>
<td>0.006</td>
</tr>
<tr>
<td>v</td>
<td>70</td>
<td>30.185</td>
<td>30.293</td>
<td>30.154</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>12.879</td>
<td>13.031</td>
<td>12.855</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>6.933</td>
<td>6.910</td>
<td>6.910</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>1.315</td>
<td>1.066</td>
<td>1.278</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.047</td>
<td>0.010</td>
<td>0.026</td>
</tr>
<tr>
<td>Case</td>
<td>Strike</td>
<td>MC</td>
<td>Asymptotic Expansion</td>
<td>Difference</td>
</tr>
<tr>
<td>------</td>
<td>--------</td>
<td>-----</td>
<td>----------------------</td>
<td>------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1st</td>
<td>2nd</td>
</tr>
<tr>
<td>vi</td>
<td>70</td>
<td>30.018</td>
<td>30.017</td>
<td>30.014</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>11.230</td>
<td>11.234</td>
<td>11.216</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>4.618</td>
<td>4.607</td>
<td>4.607</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>0.222</td>
<td>0.195</td>
<td>0.207</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>vii</td>
<td>70</td>
<td>31.554</td>
<td>31.937</td>
<td>31.586</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>16.493</td>
<td>16.716</td>
<td>16.517</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>10.982</td>
<td>11.000</td>
<td>11.000</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>4.089</td>
<td>3.773</td>
<td>4.099</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.612</td>
<td>0.381</td>
<td>0.585</td>
</tr>
<tr>
<td>viii</td>
<td>70</td>
<td>30.181</td>
<td>30.293</td>
<td>30.179</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>12.878</td>
<td>13.031</td>
<td>12.887</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>6.904</td>
<td>6.910</td>
<td>6.910</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>1.234</td>
<td>1.066</td>
<td>1.240</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.028</td>
<td>0.010</td>
<td>0.023</td>
</tr>
<tr>
<td>ix</td>
<td>70</td>
<td>30.420</td>
<td>30.293</td>
<td>30.330</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>13.185</td>
<td>13.031</td>
<td>13.077</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>7.009</td>
<td>6.910</td>
<td>6.910</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>1.188</td>
<td>1.066</td>
<td>1.099</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.045</td>
<td>0.010</td>
<td>0.006</td>
</tr>
<tr>
<td>x</td>
<td>70</td>
<td>30.245</td>
<td>30.293</td>
<td>30.236</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>12.969</td>
<td>13.031</td>
<td>12.958</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>6.921</td>
<td>6.910</td>
<td>6.910</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>1.179</td>
<td>1.066</td>
<td>1.153</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.024</td>
<td>0.010</td>
<td>0.016</td>
</tr>
<tr>
<td>xi</td>
<td>70</td>
<td>30.228</td>
<td>30.293</td>
<td>30.223</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>12.947</td>
<td>13.031</td>
<td>12.942</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>6.917</td>
<td>6.910</td>
<td>6.910</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>1.188</td>
<td>1.066</td>
<td>1.173</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.024</td>
<td>0.010</td>
<td>0.018</td>
</tr>
<tr>
<td>xii</td>
<td>70</td>
<td>31.099</td>
<td>31.306</td>
<td>31.096</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>15.445</td>
<td>15.575</td>
<td>15.439</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>9.783</td>
<td>9.772</td>
<td>9.772</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>3.104</td>
<td>2.860</td>
<td>3.073</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>0.322</td>
<td>0.186</td>
<td>0.279</td>
</tr>
</tbody>
</table>
Computation with Calibrated Parameters

- \( F(t, T) \) denotes the futures price at time \( t \) with maturity \( T \).
- The process of \( F(t, T) \) under the Equivalent Maringale Measure (EMM):
  \[
  dF(t, T) = \mu(t, T)F(t, T)\sigma(t)dt + \sigma(t)dW(t),
  \]
  \[
  d\sigma(t) = \lambda(\theta - \sigma(t))dt + \nu_1\sigma(t)dW_1(t) + \nu_2\sigma(t)dW_2(t),
  \]
  where \( \mu(t, T) := 1 \{ t < T \} \).

- The call price at time 0 with maturity \( T^* \leq T \):
  \[
  C(0) = e^{-rT^*}E\left[ \max \left\{ \frac{1}{T} \int_0^{T^*} F(t, T)dt - K, 0 \right\} \right].
  \]

<table>
<thead>
<tr>
<th>Date</th>
<th>Contract Month</th>
<th>Strike</th>
<th>Futures Price</th>
<th>Maturity</th>
<th>Interest Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007/10/01</td>
<td>Z7</td>
<td>50</td>
<td>70</td>
<td>80</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>M8</td>
<td>50</td>
<td>70</td>
<td>80</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>Z8</td>
<td>40</td>
<td>60</td>
<td>70</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>M9</td>
<td>40</td>
<td>60</td>
<td>70</td>
<td>80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Date</th>
<th>Strike</th>
<th>Futures Price</th>
<th>Maturity</th>
<th>Interest Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008/07/01</td>
<td>Z8</td>
<td>110</td>
<td>130</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>M9</td>
<td>110</td>
<td>130</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>Z9</td>
<td>110</td>
<td>130</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>M0</td>
<td>110</td>
<td>130</td>
<td>140</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Date</th>
<th>Strike</th>
<th>Futures Price</th>
<th>Maturity</th>
<th>Interest Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008/10/01</td>
<td>Z8</td>
<td>70</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>M9</td>
<td>70</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Z9</td>
<td>70</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>M0</td>
<td>70</td>
<td>90</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2:

<table>
<thead>
<tr>
<th>Date</th>
<th>( \kappa )</th>
<th>( V(0) )</th>
<th>( \rho )</th>
<th>( \theta )</th>
<th>( \nu )</th>
<th>( \lambda )</th>
<th>( \sigma(0) )</th>
<th>( \beta )</th>
<th>( \rho )</th>
<th>( \theta )</th>
<th>( \nu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007/10/01</td>
<td>1.180</td>
<td>0.082</td>
<td>-0.408</td>
<td>0.032</td>
<td>0.560</td>
<td>1.590</td>
<td>0.281</td>
<td>1.000</td>
<td>-0.341</td>
<td>0.133</td>
<td>1.156</td>
</tr>
<tr>
<td>2008/07/01</td>
<td>0.463</td>
<td>0.218</td>
<td>-0.028</td>
<td>0.040</td>
<td>0.811</td>
<td>0.877</td>
<td>0.808</td>
<td>0.889</td>
<td>-0.056</td>
<td>0.184</td>
<td>1.081</td>
</tr>
<tr>
<td>2008/10/01</td>
<td>1.128</td>
<td>0.328</td>
<td>-0.050</td>
<td>0.011</td>
<td>0.700</td>
<td>0.837</td>
<td>0.575</td>
<td>1.000</td>
<td>-0.023</td>
<td>0.025</td>
<td>0.706</td>
</tr>
</tbody>
</table>

Table 3:
**Average Option: $\lambda$-SABR model**

<table>
<thead>
<tr>
<th>Date</th>
<th>Maturity</th>
<th>MC</th>
<th>Asymptotic Expansion</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1st</td>
<td>2nd</td>
</tr>
<tr>
<td><strong>2007/10/01</strong></td>
<td>0.5Y</td>
<td>Put</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Call</td>
<td>3.70</td>
<td>3.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Call</td>
<td>0.96</td>
<td>0.02</td>
</tr>
<tr>
<td>1Y</td>
<td>Put</td>
<td>0.24</td>
<td>0.11</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>Call</td>
<td>3.65</td>
<td>3.54</td>
<td>3.54</td>
</tr>
<tr>
<td></td>
<td>Call</td>
<td>0.20</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td>1.5Y</td>
<td>Put</td>
<td>0.67</td>
<td>0.54</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>Call</td>
<td>3.10</td>
<td>3.00</td>
<td>2.98</td>
</tr>
<tr>
<td></td>
<td>Call</td>
<td>0.16</td>
<td>0.05</td>
<td>0.03</td>
</tr>
<tr>
<td><strong>2008/07/01</strong></td>
<td>0.5Y</td>
<td>Put</td>
<td>2.24</td>
<td>2.53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Call</td>
<td>11.09</td>
<td>10.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Call</td>
<td>4.37</td>
<td>3.43</td>
</tr>
<tr>
<td>1Y</td>
<td>Put</td>
<td>4.75</td>
<td>5.00</td>
<td>4.11</td>
</tr>
<tr>
<td></td>
<td>Call</td>
<td>13.58</td>
<td>13.06</td>
<td>13.01</td>
</tr>
<tr>
<td></td>
<td>Call</td>
<td>7.07</td>
<td>5.48</td>
<td>6.32</td>
</tr>
<tr>
<td>1.5Y</td>
<td>Put</td>
<td>3.28</td>
<td>3.55</td>
<td>2.96</td>
</tr>
<tr>
<td></td>
<td>Call</td>
<td>9.82</td>
<td>9.55</td>
<td>9.56</td>
</tr>
<tr>
<td></td>
<td>Call</td>
<td>3.77</td>
<td>2.80</td>
<td>3.40</td>
</tr>
<tr>
<td><strong>2008/10/01</strong></td>
<td>0.5Y</td>
<td>Put</td>
<td>1.55</td>
<td>2.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Call</td>
<td>8.08</td>
<td>7.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Call</td>
<td>2.57</td>
<td>1.82</td>
</tr>
<tr>
<td>1Y</td>
<td>Put</td>
<td>2.82</td>
<td>3.55</td>
<td>2.62</td>
</tr>
<tr>
<td></td>
<td>Call</td>
<td>11.35</td>
<td>11.24</td>
<td>11.19</td>
</tr>
<tr>
<td></td>
<td>Call</td>
<td>5.15</td>
<td>4.00</td>
<td>4.89</td>
</tr>
<tr>
<td>1.5Y</td>
<td>Put</td>
<td>3.66</td>
<td>4.50</td>
<td>3.37</td>
</tr>
<tr>
<td></td>
<td>Call</td>
<td>13.31</td>
<td>13.19</td>
<td>13.06</td>
</tr>
<tr>
<td></td>
<td>Call</td>
<td>6.87</td>
<td>5.53</td>
<td>6.52</td>
</tr>
</tbody>
</table>
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## Average Option: Heston model

<table>
<thead>
<tr>
<th>Date</th>
<th>Maturity</th>
<th>MC</th>
<th>Asymptotic Expansion</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1st 2nd 3rd</td>
<td>1st 2nd 3rd</td>
</tr>
<tr>
<td><strong>2007/10/01</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5Y</td>
<td>55 Put</td>
<td>0.03 0.02 0.03 0.04</td>
<td>-0.01 0.00 -0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75 Call</td>
<td>3.74 3.85 3.86 3.74</td>
<td>0.11 0.12 -0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>95 Call</td>
<td>0.05 0.04 0.02 0.03</td>
<td>-0.01 -0.03 -0.01</td>
</tr>
<tr>
<td></td>
<td>1Y</td>
<td>55 Put</td>
<td>0.22 0.20 0.26 0.27</td>
<td>-0.02 0.04 0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75 Call</td>
<td>3.68 3.96 3.95 3.67</td>
<td>0.28 0.27 -0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>95 Call</td>
<td>0.17 0.14 0.09 0.11</td>
<td>-0.02 -0.07 -0.05</td>
</tr>
<tr>
<td></td>
<td>1.5Y</td>
<td>55 Put</td>
<td>0.66 0.63 0.70 0.71</td>
<td>-0.02 0.04 0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75 Call</td>
<td>3.12 3.41 3.38 3.10</td>
<td>0.29 0.27 -0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>95 Call</td>
<td>0.13 0.10 0.06 0.08</td>
<td>-0.03 -0.07 -0.04</td>
</tr>
<tr>
<td><strong>2008/07/01</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5Y</td>
<td>120 Put</td>
<td>2.26 2.94 2.29 2.21</td>
<td>0.67 0.03 -0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>140 Call</td>
<td>11.14 11.51 11.42 11.12</td>
<td>0.37 0.28 -0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>160 Call</td>
<td>4.34 3.90 4.49 4.34</td>
<td>-0.43 0.15 0.01</td>
</tr>
<tr>
<td></td>
<td>1Y</td>
<td>120 Put</td>
<td>4.85 6.17 5.18 4.70</td>
<td>1.32 0.33 -0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>140 Call</td>
<td>13.66 14.45 14.40 13.61</td>
<td>0.79 0.74 -0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>160 Call</td>
<td>7.06 6.67 7.60 7.07</td>
<td>-0.39 0.54 0.01</td>
</tr>
<tr>
<td></td>
<td>1.5Y</td>
<td>120 Put</td>
<td>3.30 3.97 3.36 3.25</td>
<td>0.67 0.06 -0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>140 Call</td>
<td>9.84 10.11 10.12 9.83</td>
<td>0.28 0.29 -0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>160 Call</td>
<td>3.72 3.21 3.83 3.73</td>
<td>-0.50 0.11 0.01</td>
</tr>
<tr>
<td><strong>2008/10/01</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5Y</td>
<td>80 Put</td>
<td>1.56 2.19 1.57 1.54</td>
<td>0.63 0.01 -0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100 Call</td>
<td>8.08 8.19 8.22 8.08</td>
<td>0.11 0.14 -0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>120 Call</td>
<td>2.55 1.96 2.58 2.56</td>
<td>-0.59 0.04 0.01</td>
</tr>
<tr>
<td></td>
<td>1Y</td>
<td>80 Put</td>
<td>2.87 3.97 2.98 2.80</td>
<td>-1.10 0.11 -0.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100 Call</td>
<td>11.39 11.79 11.73 11.37</td>
<td>0.40 0.34 -0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>120 Call</td>
<td>5.15 4.44 5.38 5.17</td>
<td>-0.70 0.23 0.02</td>
</tr>
<tr>
<td></td>
<td>1.5Y</td>
<td>80 Put</td>
<td>3.75 5.20 3.97 3.63</td>
<td>1.45 0.22 -0.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100 Call</td>
<td>13.38 14.05 13.92 13.34</td>
<td>0.68 0.54 -0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>120 Call</td>
<td>6.90 6.28 7.35 6.93</td>
<td>-0.62 0.45 0.03</td>
</tr>
</tbody>
</table>
5 Currency Option under a Libor Market Model of Interest Rates and a Stochastic Volatility of a Spot Exchange Rate

Takahashi and Takehara[2007]

5.1 Cross-Currency Libor Market Models

- Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{0 \leq t \leq T}, P)$ be a filtered probability space satisfying the usual conditions, $\{\tilde{W}_t\}_{0 \leq t \leq T}$ be a $D$-dimensional $\{\mathcal{F}_t\}$-standard Wiener process.

- The following notations are firstly prepared.
  - $0 = T_0 < T_1 < \cdots < T_N < T_{N+1} = T$: Resetting time of forward Libor rates
  - $\{f_{dj}(t)\}_{j=0}^N$: Domestic forward Libor rates on the period $[T_j, T_{j+1}]$
  - $\{f_{fj}(t)\}_{j=0}^N$: Foreign forward Libor rates on the period $[T_j, T_{j+1}]$
  - $P_d(t,s)$: A domestic zero coupon bond with maturity $s > t$
  - $P_f(t,s)$: A domestic zero coupon bond with maturity $s > t$
  - $S(t)$: A spot exchange rate

- Then, I consider the pricing problem

$$
V(0) = \frac{P_d(0,T)\mathbb{E}^{P_d}[\max\{S(T) - K, 0\}]}{P_d(0,T)\mathbb{E}^{P_d}[\max\{F_T(T) - K, 0\}]} 
$$

where

$$
F_T(t) := \frac{P_f(t,T)}{P_d(t,T)} S(t) 
$$

is the forward exchange rate(remainder forex) with maturity $T$ and $P_d$ is the EMM whose numeraire is given by $P_d(0,T) = P_d(0,T_{N+1})$.

- First, under $P_d$, $\{f_{dj}(t)\}$ are assumed to follow

$$
f_{dj}(t) = f_{dj}(0) + \sum_{i=j+1}^{N} \int_0^t f_{dj}(u) \gamma_{dj}(u) f_{dj}(u) du + \int_0^t f_{dj}(u) \gamma_{dj}(u) dW_u, 
$$

where $\{W_t\}$ is a $D$-dimensional standard Wiener process under $P_d$, $g_{dj}(t) := \frac{-\gamma_{dj}(t)}{1+\tau_{fj}(t)} f_{dj}(t)$, $\tau_j := T_{j+1} - T_j$ and $\{\gamma_{dj}(t)\}_{j=0}^N$ are deterministic functions of $t$.

- Similarly, under the EMM $P_f$ whose numeraire is $P_f(0,T)$, $\{f_{fj}(t)\}$ are assumed to follow

$$
f_{fj}(t) = f_{fj}(0) + \sum_{i=j+1}^{N} \int_0^t g_{fj}(u) \gamma_{fj}(u) f_{fj}(u) du + \int_0^t f_{fj}(u) \gamma_{fj}(u) dW^f_u, 
$$

where $\{W^f_t\}$ is a $D$-dimensional standard Wiener process under $P_f$, $g_{fj}(t) := \frac{-\gamma_{fj}(t)}{1+\tau_{fj}(t)} f_{fj}(t)$ and $\{\gamma_{fj}(t)\}_{j=0}^N$ are also deterministic functions of $t$. 

23
Finally, it is assumed that under the domestic risk-neutral measure the spot forex \( S(t) \) and its volatility \( \sigma(t) \) follow

\[
S(t) = S(0) + \int_0^t (r_d(u) - r_f(u)) S(u) du + \int_0^t f(\sigma(u)) \sigma' S(u) d\tilde{W}_u
\]

\[
\sigma(t) = \sigma(0) + \int_0^t \bar{\mu}(u, \sigma(u)) du + \int_0^t \omega'(u, \sigma(u)) d\tilde{W}_u
\]

where \( \{\tilde{W}_t\} \) is a \( D \)-dimensional standard Wiener process under that measure, and \( \bar{\sigma} \) is some constant vector satisfying \( \|\bar{\sigma}\| = 1 \).

Unifying (7), (8) and (10) into the processes under the same EMM \( \mathbb{P}_N^d \), \( \{f_{dj}(t)\} \), \( \{f_{fj}(t)\} \) and \( \sigma(t) \) are the solutions of the following graded system of stochastic differential equations (SDEs):

\[
f_{d_j}(t) = f_{d_j}(0) + \sum_{i=j+1}^N \int_0^t g_{ai}^0(u) \gamma_{d_i}(u) f_{d_i}(u) du + \int_0^t f_{d_j}(u) \gamma_{d_j}(u) dW_u,
\]

\[
\sigma(t) = \sigma(0) + \int_0^t \mu(u, \sigma(u), \{f_{d_j}(u)\}) du + \int_0^t \omega'(u, \sigma(u)) dW_u,
\]

\[
f_{f_j}(t) = f_{f_j}(0) - \sum_{i=0}^j \int_0^t g_{ai}^0(u) \gamma_{f_i}(u) f_{f_i}(u) du + \sum_{i=0}^N \int_0^t g_{ai}^0(u) \gamma_{f_j}(u) f_{f_j}(u) du - \int_0^t f(\sigma(u)) \bar{\sigma}' \gamma_{f_j}(u) f_{f_j}(u) du + \int_0^t f_{f_j}(u) \gamma_{f_j}(u) dW_u,
\]

where

\[
\mu(t, \sigma(t), \{f_{d_j}(t)\}) := \tilde{\mu}(t, \sigma(t)) + \omega'(t, \sigma(t)) \sum_{i=0}^N g_{ai}^0(t).
\]

Then, the forward forex \( F_T(t) \) is a martingale under \( \mathbb{P}_N^d \) and follows

\[
F_T(t) = F_T(0) + \int_0^t \sigma_F'(u) F(u) dW_u
\]

where

\[
\sigma_F(t) := \sum_{j=0}^N (g_{f_j}^0(t) - g_{d_j}^0(t)) + f(\sigma(t)).
\]
5.2 An Asymptotic Expansion of the Forward Forex

According to the framework in the previous section, I expand the underlying forward forex $F_T(t)$.

- The underlying system of (11), (12), (13) and (14) are rewritten in an asymptotic expansion’s framework with $\epsilon \in [0, 1]$:

\[
\begin{align*}
    f_{dj}^{(c)}(t) &= f_{dj}(0) + \epsilon \sum_{i=j+1}^{N} \int_{0}^{t} g^{0,(c)}_{dj}(u) \gamma_{dj}(u) f_{dj}^{(c)}(u) du + \epsilon \int_{0}^{t} f_{dj}^{(c)}(u) \gamma_{dj}(u) dW_u, \\
    \sigma(t) &= \sigma(0) + \int_{0}^{t} \mu(u, \sigma^{(c)}(u), \{f_{dj}^{(c)}(u)\}) du + \epsilon \int_{0}^{t} \omega(u, \sigma^{(c)}(u)) dW_u, \ \\
    f_{fj}^{(c)}(t) &= f_{fj}(0) - \epsilon^2 \sum_{i=0}^{j} \int_{0}^{t} g_{fj}^{0,(c)}(u) \gamma_{fj}(u) f_{fj}^{(c)}(u) du + \epsilon^2 \sum_{i=0}^{N} \int_{0}^{t} g_{fj}^{0,(c)}(u) \gamma_{fj}(u) f_{fj}^{(c)}(u) du \\
    &\quad - \epsilon^2 \int_{0}^{t} f(\sigma^{(c)}(u)) \sigma^{(c)}(u) \gamma_{fj}(u) f_{fj}^{(c)}(u) du + \epsilon \int_{0}^{t} f_{fj}^{(c)}(u) \gamma_{fj}(u) dW_u, \\
    F_T^{(c)}(t) &= F_T(0) + \epsilon \int_{0}^{t} \sigma_{F}^{(c)}(u) F^{(c)}(u) du dW_u
\end{align*}
\]

where

\[
\begin{align*}
    \sigma_{F}^{(c)}(t) &:= \sum_{j=0}^{N} \left( g_{fj}^{0,(c)}(t) - g_{dj}^{0,(c)}(t) \right) + f(\sigma^{(c)}(t)), \\
    g_{dj}^{0,(c)}(t) &:= \frac{-\tau_{fj} f_{dj}^{(c)}(t)}{1 + \tau_{fj} f_{dj}^{(c)}(t)} \gamma_{dj}(t), \\
    g_{fj}^{0,(c)}(t) &:= \frac{-\tau_{fj} r_{fj}^{(c)}(t)}{1 + \tau_{fj} r_{fj}^{(c)}(t)} \gamma_{fj}(t).
\end{align*}
\]

- Then, the explicit expansion of $F_T^{(c)}(T)$ up to the third order of $\epsilon$ can be obtained by the methodolgy already presented in the previous section:

\[
F_T^{(c)}(T) = F_T(0) + \epsilon A_T^{1} + \epsilon^2 A_T^{2} + \epsilon^3 A_T^{3} + o(\epsilon^3).
\]

- Assume $\epsilon \in (0, 1]$ and let $K_\epsilon := F_T(0) - \epsilon y$ for arbitrary $y \in \mathbb{R}$. Then from the expansion above, under the condition $\Sigma_T > 0$ the price of the call currency option with maturity $T$ and strike rate $K_\epsilon$ is given by

\[
V(0; T, K) = P^{D}(0, T) \left[ \epsilon \int_{-\infty}^{\infty} (x + y)n[x; 0, \Sigma_T] dx + \epsilon^2 \int_{-\infty}^{\infty} E[A_T^2 | A_T = x] n[x; 0, \Sigma_T] dx \\
+ \epsilon^3 \int_{-\infty}^{\infty} E[A_T^3 | A_T = x] n[x; 0, \Sigma_T] dx + \frac{\epsilon^3}{2} E[(A_T^2)^2 | A_T = -y] n[y; 0, \Sigma_T] \right] + o(\epsilon^3)
\]

(21)

where $\Sigma_T := \int_{0}^{T} \|\sigma^{(c)}(u)\|^2 du$ and $n[x; m, v] := \frac{1}{\sqrt{2\pi v}} \exp \left( -\frac{(x-m)^2}{2v} \right)$.

- Note that since the conditional expectations such as $E[A_T^2 | A_T = x]$ are given by linear combinations of Hermite polynomials of $x$ with variance $\Sigma_T$, this pricing formula can be solved explicitly.
Table 4: Initial domestic/foreign forward interest rates and their volatilities

<table>
<thead>
<tr>
<th>Case (i)</th>
<th>f_d</th>
<th>γ_d</th>
<th>f_f</th>
<th>γ_f</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.2</td>
<td>0.05</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>Case (ii)</td>
<td>0.02</td>
<td>0.5</td>
<td>0.05</td>
<td>0.2</td>
</tr>
<tr>
<td>Case (iii)</td>
<td>0.05</td>
<td>0.2</td>
<td>0.02</td>
<td>0.5</td>
</tr>
</tbody>
</table>

5.3 Numerical Examples

- In this subsection I confirm the accuracy of the method in this cross-currency framework. Especially, the process of the volatility of the spot forex is specified by

\[
\begin{align*}
\tilde{\mu}(t, x) &= \kappa(\theta - x), \\
\omega(t, x) &= \omega \sqrt{t},
\end{align*}
\]

with some constants \(\kappa, \theta\) and a constant vector \(\omega\).

- Moreover, the parameters are set as follows. \(D = 4, \epsilon = 1, \sigma(0) = \theta = 0.1,\) and \(\kappa = 0.1, \omega = \omega^* V_\sigma\) where \(\omega^* = 0.1\) and \(V_\sigma\) denotes a four dimensional constant vector given below.

- For \(f(x)\) it is assumed to be \(f(x) = \min\{x, K_{\text{max}}\}\) with some constant \(K_{\text{max}}\), while the approximation with an asymptotic expansion is exercised with replacement of \(f(x)\) by \(\tilde{f}(x) := x\) to avoid complexity in calculation; \(K_{\text{max}}\) is set to be \(10^6\) in numerical examples below.

- I further suppose that initial term structures of domestic and foreign forward interest rates are flat, and their volatilities have flat structures and are constant over time: that is, for all \(j, f_d(j) = f_d\), \(f_f(j) = f_f\), \(\gamma_d(j) = \gamma_d V_d 1_{\{t \leq T_j\}}(t)\) and \(\gamma_f(j) = \gamma_f V_f 1_{\{t \leq T_j\}}(t)\). Here, \(\gamma_d\) and \(\gamma_f\) are constant scalars, and \(V_d\) and \(V_f\) denote four dimensional constant vectors.

- Moreover, given a correlation matrix \(C\) among all four factors, I can determine the constant vectors \(V_d, V_f, V_S\) and \(V_\sigma\) to satisfy \(\|V_d\| = \|V_f\| = \|V_S\| = \|V_\sigma\| = 1\) and \(V'V = C\) where \(V := (V_d, V_f, V_S, V_\sigma)\), and \(V_S \equiv \bar{\sigma}\); \(\bar{\sigma}\) was defined right after the equation (9).

- Additionally, I make an assumption that \(\gamma_{dt(t)-1}(t)\) and \(\gamma_{ft(t)-1}(t)\), volatilities of the domestic and foreign interest rates applied to the period from \(t\) to the next fixing date \(T_{t(n(t))}\), are set to be zero for arbitrary \(t \in [t, T_{t(n(t))}]\) where \(n(t) := \min\{j; t \leq T_j\}\).

- Finally, for correlations the following four sets of parameters are considered:
  - “Corr.1”: All the factors are independent:
  - “Corr.2”: There exists only the correlation of -0.5 between the spot exchange rate and its volatility (i.e. \(V_d'V_\sigma = -0.5\)) while there are no correlations among the others:
  - “Corr.3”: The correlation between interest rates and the spot exchange rate are allowed while there are no correlations among the others: the correlation between domestic ones and the spot forex is 0.5(\(V_d'V_S = 0.5\)) and the correlation between foreign ones and the spot forex is -0.5(\(V_f'V_S = -0.5\)).
“Corr.4”: Correlations among most factors are considered; \( V_d V_f = 0.3 \) between the domestic and foreign interest rates; \( V_d V_S = 0.5 \), \( V_f V_S = -0.5 \) between interest rates and the spot forex; and \( V_S V_f = -0.5 \) between the spot forex and its volatility.

- Monte Carlo simulations are exercised with the following settings.
  - Using Euler-Maruyama scheme with time step of 0.05
  - Also using the Antithetic Variable Method
  - 1,000,000 trials

<table>
<thead>
<tr>
<th>T</th>
<th>Int.</th>
<th>Corr.</th>
<th>( K/F_0 )</th>
<th>Estimated Values</th>
<th>Differences</th>
<th>Relative Differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>M.C. 1st 2nd 3rd</td>
<td>1st 2nd 3rd</td>
<td>1st 2nd 3rd</td>
</tr>
<tr>
<td>5y</td>
<td>Case (i)</td>
<td>Corr.1</td>
<td>0.75</td>
<td>20.70 20.94 20.41 20.79</td>
<td>0.24 -0.30 0.09</td>
<td>1.1% 1.4% 0.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>7.68 7.43 7.43 7.69</td>
<td>-0.25 -0.25 0.01</td>
<td>-3.3% -3.3% 0.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.25</td>
<td>2.32 1.41 1.95 2.33</td>
<td>-0.91 -0.38 0.01</td>
<td>-39.2% -16.1% 0.3%</td>
</tr>
<tr>
<td></td>
<td>Corr.2</td>
<td>0.75</td>
<td>21.02 20.94 20.97 21.14</td>
<td>-0.08 -0.06 0.12</td>
<td>0.4% -0.3% 0.6%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>7.52 7.43 7.43 7.53</td>
<td>-0.09 -0.09 0.01</td>
<td>-1.2% -1.2% 0.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.25</td>
<td>1.63 1.41 1.39 1.56</td>
<td>-0.22 -0.25 -0.07</td>
<td>-13.6% -15.1% -4.3%</td>
</tr>
<tr>
<td></td>
<td>Corr.3</td>
<td>0.7</td>
<td>24.56 25.03 24.29 24.64</td>
<td>0.47 -0.27 0.08</td>
<td>1.9% -1.1% 0.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>8.95 8.75 8.75 8.96</td>
<td>-0.20 -0.20 0.01</td>
<td>-2.2% -2.2% 0.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.3</td>
<td>2.67 1.60 2.34 2.68</td>
<td>-1.08 -0.33 0.01</td>
<td>-40.2% -12.5% 0.3%</td>
</tr>
<tr>
<td></td>
<td>Corr.4</td>
<td>0.7</td>
<td>24.75 24.97 24.72 24.89</td>
<td>0.22 -0.03 0.13</td>
<td>0.9% -0.1% 0.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>8.66 8.63 8.63 8.68</td>
<td>-0.03 -0.03 0.02</td>
<td>-0.4% -0.4% 0.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.3</td>
<td>1.98 1.53 1.78 1.95</td>
<td>-0.45 -0.20 -0.04</td>
<td>-22.6% -10.1% -1.9%</td>
</tr>
<tr>
<td></td>
<td>Case (ii)</td>
<td>Corr.1</td>
<td>0.75</td>
<td>20.71 20.95 20.39 20.81</td>
<td>0.24 -0.31 0.10</td>
<td>1.1% -1.5% 0.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>7.71 7.43 7.43 7.75</td>
<td>-0.28 -0.28 0.03</td>
<td>-3.6% -3.6% 0.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.25</td>
<td>2.38 1.42 1.97 2.39</td>
<td>-0.97 -0.42 0.00</td>
<td>-40.6% -17.5% 0.1%</td>
</tr>
<tr>
<td></td>
<td>Corr.2</td>
<td>0.75</td>
<td>21.03 20.95 20.95 21.17</td>
<td>-0.08 -0.08 0.14</td>
<td>0.4% -0.4% 0.7%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>7.55 7.43 7.43 7.58</td>
<td>-0.12 -0.12 0.03</td>
<td>-1.5% -1.5% 0.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.25</td>
<td>1.70 1.42 1.41 1.63</td>
<td>-0.29 -0.29 -0.08</td>
<td>-16.9% -17.3% -4.6%</td>
</tr>
<tr>
<td></td>
<td>Corr.3</td>
<td>0.7</td>
<td>24.54 25.04 24.22 24.61</td>
<td>0.50 -0.32 0.15</td>
<td>2.1% -1.3% 0.3%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>8.96 8.76 8.76 8.98</td>
<td>-0.20 -0.20 0.02</td>
<td>-2.2% -2.2% 0.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.3</td>
<td>2.78 1.61 2.43 2.82</td>
<td>-1.17 -0.35 0.04</td>
<td>-42.2% -12.5% 1.6%</td>
</tr>
<tr>
<td></td>
<td>Corr.4</td>
<td>0.7</td>
<td>24.77 24.98 24.66 24.88</td>
<td>0.21 -0.11 0.11</td>
<td>0.8% -0.4% 0.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>8.67 8.64 8.64 8.69</td>
<td>-0.03 -0.03 0.02</td>
<td>-0.3% -0.3% 0.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.3</td>
<td>2.08 1.54 1.86 2.08</td>
<td>-0.54 -0.22 -0.00</td>
<td>-26.0% -10.7% -0.1%</td>
</tr>
<tr>
<td></td>
<td>Case (iii)</td>
<td>Corr.1</td>
<td>0.75</td>
<td>24.04 24.27 23.67 24.15</td>
<td>0.23 -0.37 0.11</td>
<td>1.0% -1.5% 0.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>8.94 8.61 8.61 8.98</td>
<td>-0.32 -0.32 0.04</td>
<td>-3.6% -3.6% 0.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.25</td>
<td>2.70 1.64 2.24 2.72</td>
<td>-1.06 -0.46 0.02</td>
<td>-39.2% -16.9% 0.9%</td>
</tr>
<tr>
<td></td>
<td>Corr.2</td>
<td>0.75</td>
<td>24.40 24.27 24.92 24.55</td>
<td>-0.13 -0.09 0.15</td>
<td>-0.5% -0.4% 0.6%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>8.77 8.61 8.61 8.80</td>
<td>-0.15 -0.15 0.03</td>
<td>-1.7% -1.7% 0.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.25</td>
<td>1.90 1.64 1.60 1.83</td>
<td>-0.26 -0.31 -0.07</td>
<td>-13.7% -16.0% -3.7%</td>
</tr>
<tr>
<td></td>
<td>Corr.3</td>
<td>0.7</td>
<td>28.55 29.02 28.25 28.68</td>
<td>0.47 -0.30 0.12</td>
<td>1.6% -1.0% 0.4%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>10.38 10.15 10.15 10.40</td>
<td>-0.23 -0.23 0.02</td>
<td>-2.2% -2.2% 0.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.3</td>
<td>3.06 1.86 2.63 3.05</td>
<td>-1.19 -0.43 -0.00</td>
<td>-39.1% -14.0% -0.2%</td>
</tr>
<tr>
<td></td>
<td>Corr.4</td>
<td>0.7</td>
<td>28.79 28.95 28.73 28.93</td>
<td>0.16 -0.06 0.14</td>
<td>0.5% -0.2% 0.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>10.07 10.02 10.02 10.11</td>
<td>-0.06 -0.06 0.03</td>
<td>-0.6% -0.6% 0.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.3</td>
<td>2.26 1.79 2.00 2.20</td>
<td>-0.47 -0.26 -0.06</td>
<td>-20.9% -11.4% -2.5%</td>
</tr>
</tbody>
</table>

Table 5: A comparison of estimators by asymptotic expansions to by monte carlo simulations: 5y.
<table>
<thead>
<tr>
<th>T</th>
<th>Int.</th>
<th>Corr.</th>
<th>$K/F_0$</th>
<th>Estimated Values</th>
<th>Differences</th>
<th>Relative Differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>M.C. 1st 2nd 3rd</td>
<td>1st 2nd 3rd</td>
<td>1st 2nd 3rd</td>
</tr>
<tr>
<td>10y</td>
<td>Case (i)</td>
<td>Corr.1</td>
<td>0.6</td>
<td>25.68 26.42 25.25 25.89</td>
<td>0.74 -0.43 0.21</td>
<td>2.9% -1.7% 0.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>10.17</td>
<td>9.70 9.70 10.28</td>
<td>-0.47 -0.47 0.11</td>
<td>-4.6% -4.6% 1.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.4</td>
<td>3.85</td>
<td>2.01 3.18 3.82</td>
<td>-1.84 -0.67 -0.03</td>
<td>-47.8% -17.4% -0.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Corr.2</td>
<td>0.6</td>
<td>25.92 26.42 25.79 26.16</td>
<td>0.50 -0.13 0.24</td>
<td>1.9% -0.5% 0.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>9.90</td>
<td>9.70 9.70 9.99</td>
<td>-0.20 -0.20 0.09</td>
<td>-2.0% -2.0% 0.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.4</td>
<td>3.06</td>
<td>2.01 2.64 3.01</td>
<td>-1.05 -0.41 -0.04</td>
<td>-34.2% -13.5% -1.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Corr.3</td>
<td>0.5</td>
<td>31.63 33.08 31.22 31.77</td>
<td>1.44 -0.41 0.14</td>
<td>4.6% -1.3% 0.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>12.45</td>
<td>12.21 12.21 12.52</td>
<td>-0.24 -0.24 0.07</td>
<td>-2.0% -2.0% 0.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.5</td>
<td>4.92</td>
<td>2.56 4.42 4.97</td>
<td>-2.36 -0.50 0.05</td>
<td>-47.9% -10.2% 1.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Corr.4</td>
<td>0.5</td>
<td>31.70 32.82 31.58 31.87</td>
<td>1.11 -0.13 0.16</td>
<td>3.5% -0.4% 0.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>11.73</td>
<td>11.77 11.77 11.81</td>
<td>0.04 0.04 0.08</td>
<td>0.4% 0.4% 0.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.4</td>
<td>3.78</td>
<td>2.30 3.54 3.83</td>
<td>-1.48 -0.24 0.05</td>
<td>-39.1% -6.4% 1.2%</td>
</tr>
<tr>
<td></td>
<td>Case (ii)</td>
<td>Corr.1</td>
<td>0.6</td>
<td>25.67 26.44 25.10 26.05</td>
<td>0.77 -0.58 0.38</td>
<td>3.0% -2.2% 1.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>10.32</td>
<td>9.73 9.73 10.28</td>
<td>-0.59 -0.59 0.24</td>
<td>-5.7% -5.7% 2.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.4</td>
<td>4.30</td>
<td>2.03 3.37 4.32</td>
<td>-2.28 -0.93 0.02</td>
<td>-52.9% -21.7% 0.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Corr.2</td>
<td>0.6</td>
<td>25.92 26.44 25.64 26.35</td>
<td>0.52 -0.29 0.43</td>
<td>2.0% -1.1% 1.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>12.48</td>
<td>12.25 12.25 12.57</td>
<td>-0.24 -0.24 0.09</td>
<td>-2.8% -2.8% 1.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.4</td>
<td>3.51</td>
<td>2.21 2.83 3.55</td>
<td>-1.31 -0.68 0.04</td>
<td>-37.2% -19.4% 1.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Corr.3</td>
<td>0.5</td>
<td>31.58 33.10 30.90 31.78</td>
<td>1.52 -0.68 0.21</td>
<td>4.8% -2.2% 0.6%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>12.48</td>
<td>12.25 12.25 12.57</td>
<td>-0.24 -0.24 0.09</td>
<td>-1.9% -1.9% 0.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.5</td>
<td>5.44</td>
<td>2.59 4.79 5.68</td>
<td>-2.86 -0.65 0.23</td>
<td>-52.5% -12.0% 4.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Corr.4</td>
<td>0.5</td>
<td>31.68 32.84 31.33 31.97</td>
<td>1.16 -0.35 0.29</td>
<td>3.6% -1.5% 0.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>11.76</td>
<td>11.81 11.81 11.84</td>
<td>0.05 0.05 0.08</td>
<td>0.4% 0.4% 0.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.5</td>
<td>4.24</td>
<td>2.32 3.83 4.46</td>
<td>-1.92 -0.41 0.22</td>
<td>-45.2% -9.8% 5.3%</td>
</tr>
<tr>
<td></td>
<td>Case (iii)</td>
<td>Corr.1</td>
<td>0.6</td>
<td>34.96 35.50 34.14 35.33</td>
<td>0.54 -0.82 0.37</td>
<td>1.6% -2.3% 1.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>13.86</td>
<td>13.06 13.06 14.18</td>
<td>-0.80 -0.80 0.32</td>
<td>-5.8% -5.8% 2.3%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.4</td>
<td>5.15</td>
<td>2.72 4.09 5.28</td>
<td>-2.43 -1.07 0.12</td>
<td>-47.2% -20.7% 2.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Corr.2</td>
<td>0.6</td>
<td>35.29 35.50 34.86 35.66</td>
<td>0.22 -0.42 0.37</td>
<td>6.6% -1.2% 1.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>13.56</td>
<td>13.06 13.06 13.90</td>
<td>-0.50 -0.50 0.34</td>
<td>-3.7% -3.7% 2.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.4</td>
<td>4.08</td>
<td>2.72 3.37 4.16</td>
<td>-1.36 -0.72 0.08</td>
<td>-33.3% -17.5% 1.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Corr.3</td>
<td>0.5</td>
<td>43.00 44.45 42.39 43.36</td>
<td>1.45 -0.61 0.36</td>
<td>3.4% -1.4% 0.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>16.77</td>
<td>16.45 16.45 16.88</td>
<td>-0.32 -0.32 0.11</td>
<td>-1.9% -1.9% 0.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.5</td>
<td>6.43</td>
<td>3.75 5.53 6.50</td>
<td>-2.08 -0.89 0.08</td>
<td>-41.7% -13.9% 1.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Corr.4</td>
<td>0.5</td>
<td>43.01 44.10 42.76 43.34</td>
<td>1.08 -0.25 0.32</td>
<td>2.5% -0.6% 0.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>15.86</td>
<td>15.85 15.85 16.02</td>
<td>-0.00 -0.00 0.17</td>
<td>0.0% 0.0% 1.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.5</td>
<td>4.95</td>
<td>3.12 4.46 5.03</td>
<td>-1.83 -0.50 0.08</td>
<td>-37.0% -10.0% 1.6%</td>
</tr>
</tbody>
</table>

Table 6: A comparison of estimators by asymptotic expansions to by monte carlo simulations: 10y.
6 Computation of Higher-Orders

6.1 Expansion around a Normal Distribution

Takahashi-Toda(2008)

- A $N$-dimensional process $S_t^{(ε)} = (S_t^{(ε),1}, \ldots, S_t^{(ε),N})$:

\[
dS_t^{(ε),i} = \epsilon \sum_{j=1}^{d} V_j^{(ε)}(S_t^{(ε)},t)dW_t^j \quad (i = 1, \ldots, N)
\]

where $W = (W^1, \ldots, W^d)$ is a $d$-dimensional standard Wiener process, and $V_j = (V_j^1, \ldots, V_j^N)$: $\mathbb{R}^N \times \mathbb{R}^+ \rightarrow \mathbb{R}^N$ satisfies some regularity conditions.

**Remark 3**

\[
dS_t^{(ε),i} = \kappa^i(t)(\theta^i(t) - S_t^{(ε),i})dt + \epsilon \sum_{j=1}^{d} V_j^{(ε)}(S_t^{(ε)},t)dW_t^j \quad (i = 1, \ldots, N)
\]

where $\kappa^i, \theta^i (i = 1, \ldots, N)$ are deterministic functions of $t$.

Define $\tilde{S}_t^{(ε)} = (\tilde{S}_t^{(ε),1}, \ldots, \tilde{S}_t^{(ε),N})$ as

\[
\tilde{S}_t^{(ε),i} := e^{\int_0^t \kappa^i(s)ds}S_t^{(ε),i} - \int_0^t e^{\int_0^u \kappa^i(s)ds} \kappa^i \theta^i ds \quad (i = 1, \ldots, N).
\]

Then,

\[
d\tilde{S}_t^{(ε),i} = \epsilon \sum_{j=1}^{d} \tilde{V}_j^{(ε)}(\tilde{S}_t^{(ε)},t)dW_t^j \quad (i = 1, \ldots, N),
\]

\[
\tilde{V}_j^{(ε)}(\tilde{S}_t^{(ε)},t) := e^{\int_0^t \kappa^i(s)ds}V_j^{(ε)}(S_t^{(ε)},t).
\]

- Asymptotic expansion of $S_t^{(ε)}$:

\[
S_t^{(ε)} = S_t^{(0)} + \epsilon A_{1t} + \frac{\epsilon^2}{2} A_{2t} + \frac{\epsilon^3}{6} A_{3t} + \frac{\epsilon^4}{24} A_{4t} + o(\epsilon^4), \text{ as } \epsilon \downarrow 0,
\]

where $S_t^{(0)} = S_0$ and

\[
da_{1t} = \sum_{j=1}^{d} V_j(S_t^{(0)},t)dW_t^j
\]

\[
da_{2t} = 2 \sum_{j=1}^{d} \sum_{i=1}^{N} A_{1t}^i \frac{\partial}{\partial x_i} V_j(S_t^{(0)},t)dW_t^j
\]

\[
da_{3t} = 3 \sum_{i=1}^{N} A_{2t}^i \frac{\partial}{\partial x_i} V_j(S_t^{(0)},t) + \sum_{i=1}^{N} \sum_{k=1}^{N} A_{1t}^i A_{1t}^k \frac{\partial^2}{\partial x_i \partial x_k} V_j(S_t^{(0)},t)\right) dW_t^j
\]

\[
da_{4t} = 4 \sum_{i=1}^{N} A_{3t}^i \frac{\partial}{\partial x_i} V_j(S_t^{(0)},t) + 3 \sum_{i=1}^{N} \sum_{k=1}^{N} A_{1t}^i A_{2t}^k \frac{\partial^2}{\partial x_i \partial x_k} V_j(S_t^{(0)},t)
\]

\[
+ \sum_{i=1}^{N} \sum_{k=1}^{N} \sum_{l=1}^{N} A_{1t}^i A_{1t}^k A_{1t}^l \frac{\partial^3}{\partial x_i \partial x_k \partial x_l} V_j(S_t^{(0)},t)\right) dW_t^j.
\]
• For $\xi \in \mathbb{R}$, define a complex-valued stochastic process $Z_t := Z_t^{(\xi)}$ as
  
  \[ Z_t^{(\xi)} := \exp\{(i\xi)A_{1t}^1 - \frac{1}{2}(i\xi)^2(A_{1t}^1)_t\}. \]

  Then, $Z_t^{(\xi)}$ is a martingale and

  \[ dZ_t^{(\xi)} = (i\xi) \sum_{j=1}^{d} V_j^1(S_t^{(0)}, t) Z_t^{(\xi)} dW_t^j \]

  and note that

  \[ \exp\{(i\xi)A_{1t}^1\} = Z_t^{(\xi)} \exp\{-\frac{\xi^2}{2} \Sigma_t\}, \]

  where

  \[ \Sigma_t := \int_0^t \sum_{j=1}^{d} V_j^1(S_s^{(0)}, t)^2 ds. \]

• Normalization of $S^{(\epsilon),1}$:

  \[ X_t^{(\epsilon)} := \frac{S_t^{(\epsilon),1} - S_t^{(0),1}}{\epsilon} = A_{1t} + \frac{\epsilon}{2} A_{2t} + \frac{\epsilon^2}{6} A_{3t} + \frac{\epsilon^3}{24} A_{4t} + o(\epsilon^3) \]
• Asymptotic expansion of the characteristic function of \( X^{(c)}_T \) up to the \( \epsilon^3 \)-order:

\[
\psi_{X^{(c)}_T}(\xi) := E[\exp\{(i\xi)X^{(c)}_T\}] \\
= E[\exp\{(i\xi)A^1_{1T}\}] \exp\left\{ \frac{\epsilon}{2}(i\xi)A^1_{1T} + \frac{\epsilon^2}{6}(i\xi)A^1_{2T} + \frac{\epsilon^3}{24}(i\xi)A^1_{3T} + o(\epsilon^3) \right\} \\
= E[\exp\{(i\xi)A^1_{1T}\}] + \epsilon \left\{ \frac{(i\xi)}{2} E[A^1_{2T}] \exp\{(i\xi)A^1_{1T}\} \right. \\
+ \frac{\epsilon^2}{6} \left\{ \frac{(i\xi)}{6} E[A^1_{3T}] \exp\{(i\xi)A^1_{1T}\} + \frac{(i\xi)^2}{8} E[(A^1_{2T})^2] \exp\{(i\xi)A^1_{1T}\} \right\} \\
\left. + \frac{\epsilon^3}{24} \left\{ \frac{(i\xi)^3}{24} E[A^1_{3T}] \exp\{(i\xi)A^1_{1T}\} + o(\epsilon^3) \right\} \right] \\
+ \epsilon^3 \left\{ \frac{(i\xi)^2}{12} E[A^1_{2T}A^1_{3T}] + \frac{(i\xi)^3}{48} E[(A^1_{2T})^3] \right\} \right] \exp\{-\frac{\epsilon^2}{2} \Sigma_T\} \\
+ o(\epsilon^3)
\]

• Define \( \eta_{1,1}^i, \eta_{2,1}^{i,k}, \eta_{3,1}^{i,k}, \eta_{4,1}^{i,k}, \eta_{3,1}^{i,k}, \eta_{4,2,1}^{i,k}, \eta_{4,2,2}^{i,k} \), and \( \eta_{6,3}^{i,k,l} \) as

\[
\eta_{1,1}^i(t) := E[A^i_{1t}Z_t] \\
\eta_{2,1}^{i,k}(t) := E[A^i_{2t}Z_t] \\
\eta_{2,2}^{i,k}(t) := E[A^i_{1t}A^k_{1t}Z_t] \\
\eta_{3,1}^{i,k}(t) := E[A^i_{3t}Z_t] \\
\eta_{3,2}^{i,k}(t) := E[A^i_{1t}A^k_{2t}Z_t] \\
\eta_{3,3}^{i,k,l}(t) := E[A^i_{1t}A^k_{1t}A^l_{2t}Z_t] \\
\eta_{4,1}^{i,k}(t) := E[A^i_{4t}Z_t] \\
\eta_{4,2,1}^{i,k}(t) := E[A^i_{1t}A^k_{3t}Z_t] \\
\eta_{4,2,2}^{i,k}(t) := E[A^i_{2t}A^k_{3t}Z_t] \\
\eta_{4,3}^{i,k,l}(t) := E[A^i_{1t}A^k_{1t}A^l_{3t}Z_t] \\
\eta_{5,2}^{i,k}(t) := E[A^i_{2t}A^k_{4t}Z_t] \\
\eta_{5,3}^{i,k,l}(t) := E[A^i_{1t}A^k_{2t}A^l_{3t}Z_t] \\
\eta_{6,3}^{i,k,l}(t) := E[A^i_{2t}A^k_{3t}A^l_{3t}Z_t].
\]
Consider the evaluation of $\eta_{2,1}(T) = E[A_{2T}^{1}Z_{T}]$ which appears in the $\epsilon$-order.

$$d(A_{2t}^{1}Z_{t}) = A_{2t}^{1}dZ_{t} + Z_{t}dA_{2t}^{1} + dA_{2t}^{1}dZ_{t}$$

$$= \left\{ 2(i\xi) \sum_{j=1}^{d} V_{j}^{1}(S_{t}^{(0)}, t)Z_{t} \sum_{i=1}^{N} A_{it}^{1} \frac{\partial}{\partial x_{i}} V_{j}^{1}(S_{t}^{(0)}, t) \right\} dt$$

$$+ \sum_{j=1}^{d} \left\{ (i\xi)V_{j}^{1}(S_{t}^{(0)}, t)A_{2t}^{1}Z_{t} + 2 \sum_{i=1}^{N} \frac{\partial}{\partial x_{i}} V_{j}^{1}(S_{t}^{(0)}, t)A_{it}^{1}Z_{t} \right\} dW_{j}^{i}$$

Since the second and third terms are martingales, taking the expectation on both sides, we have the following ordinary differential equation of $\eta_{2,1}$:

$$\frac{d}{dt}\eta_{2,1}(t) = (i\xi) \sum_{j=1}^{d} \sum_{i=1}^{N} V_{j}^{1}(S_{t}^{(0)}, t) \frac{\partial}{\partial x_{i}} V_{j}^{1}(S_{t}^{(0)}, t) \eta_{1,1}(t)$$

Here, $\eta_{1,1}(i = 1, \cdots, N)$ appearing in the right hand side of above ODE is evaluated in the similar manner:

$$d(A_{1t}^{1}Z_{t}) = A_{1t}^{1}dZ_{t} + Z_{t}dA_{1t}^{1} + dA_{1t}^{1}dZ_{t}$$

$$= (i\xi) \sum_{j=1}^{d} V_{j}^{1}(S_{t}^{(0)}, t)V_{j}^{1}(S_{t}(0), t)Z_{t}dt$$

$$+ \sum_{j=1}^{d} \left\{ (i\xi)V_{j}^{1}(S_{t}^{(0)}, t)A_{1t}^{1}Z_{t} + V_{j}^{1}(S_{t}^{(0)}, t)Z_{t} \right\} dW_{j}^{i}$$

Hence,

$$\frac{d}{dt}\eta_{1,1}(t) = (i\xi) \sum_{j=1}^{d} V_{j}^{1}(S_{t}^{(0)}, t)V_{j}^{1}(S_{t}^{(0)}, t)E[Z_{t}]$$

Since $E[Z_{t}] = 1$, we have

$$\eta_{1,1}(t) = (i\xi) \int_{0}^{t} \sum_{j=1}^{d} V_{j}^{1}(S_{s}^{(0)}, s)V_{j}^{1}(S_{s}^{(0)}, s)ds.$$

Higher order terms can be evaluated in the similar way.

The key observation is that each ODE does not involve any higher order terms, and only lower terms appears in the r.h.s. of the ODE. So, one can easily solve the system of ODEs and evaluate expectations.
• Proposition 1 The asymptotic expansion of the characteristic function of $X_T^{(c)}$ up to the $\epsilon^3$-order is expressed as

$$
\psi_{X_T^{(c)}}(\xi) = \left\{ 1 + \frac{(i\xi)^2}{2} \eta_{2,1}(T) + \epsilon^2 \left\{ \frac{(i\xi)^1}{6} \eta_{3,1}(T) + \frac{(i\xi)^2}{8} \eta_{4,1,2}(T) \right\} 
+ \epsilon^3 \left\{ \frac{(i\xi)^1}{24} \eta_{3,1}(T) + \frac{(i\xi)^2}{12} \eta_{4,2,1}(T) + \frac{(i\xi)^3}{48} \eta_{6,1,1}(T) \right\} \right\} \times \exp\left\{ -\frac{\epsilon^2}{2} \Sigma_T \right\} + o(\epsilon^3),
$$

where $\eta_{2,1}(T), \eta_{3,1}(T), \eta_{4,1,2}(T), \eta_{4,1,1}(T), \eta_{5,2}(T)$ and $\eta_{6,1,1}(T)$ are obtained by the following system of ordinary differential equations:

$$
\eta_{1,1}^j(t) = (i\xi) \int_0^t \sum_{j=1}^d \sum_{s=1}^d V_j^1(S_s^0, t) V_j^1(S_s^0, s) ds
$$

$$
\eta_{2,1}^j(t) = (i\xi) \int_0^t \sum_{j=1}^{d-1} \sum_{s=1}^d V_j^1(S_s^0, t) \frac{\partial}{\partial x_j} V_j^1(S_s^0, t) \eta_{1,1}^j(s) ds
$$

$$
\eta_{3,1}^j(t) = (i\xi) \int_0^t \sum_{j=1}^{d-2} \sum_{s=1}^d V_j^1(S_s^0, t) \frac{\partial}{\partial x_j} V_j^1(S_s^0, t) \eta_{2,1}^j(s)
+ 3 \sum_{j=1}^{d-1} \sum_{s=1}^d V_j^1(S_s^0, s) \frac{\partial^2}{\partial x_j \partial x_j} V_j^1(S_s^0, s) \eta_{2,1}^j(s) ds
$$

$$
\eta_{2,2}^j(t) = (i\xi) \int_0^t \sum_{j=1}^{d-1} \sum_{s=1}^d V_j^1(S_s^0, s) V_j^1(S_s^0, s) \eta_{2,1}^j(s)
+ 2 \sum_{j=1}^{d-1} \sum_{s=1}^d V_j^1(S_s^0, s) \frac{\partial}{\partial x_j} V_j^1(S_s^0, s) \eta_{2,2}^j(s) ds
$$

$$
\eta_{3,3}^j(t) = (i\xi) \int_0^t \sum_{j=1}^{d-2} \sum_{s=1}^d V_j^1(S_s^0, s) V_j^1(S_s^0, s) \eta_{2,1}^j(s)
+ V_j^1(S_s^0, s) V_j^1(S_s^0, s) \eta_{2,2}^j(s) + V_j^1(S_s^0, s) V_j^1(S_s^0, s) \eta_{2,2}^j(s) ds
+ \int_0^t \sum_{j=1}^{d-1} \sum_{s=1}^d V_j^1(S_s^0, s) V_j^1(S_s^0, s) \eta_{2,1}^j(s)
+ V_j^1(S_s^0, s) V_j^1(S_s^0, s) \eta_{2,2}^j(s) \eta_{2,2}^j(s) ds
$$

$$
\eta_{3,3}^j(t) = (i\xi) \int_0^t \sum_{j=1}^{d-2} \sum_{s=1}^d V_j^1(S_s^0, s) V_j^1(S_s^0, s) \eta_{2,1}^j(s)
+ V_j^1(S_s^0, s) V_j^1(S_s^0, s) \eta_{2,2}^j(s) + V_j^1(S_s^0, s) V_j^1(S_s^0, s) \eta_{2,2}^j(s) ds
+ \int_0^t \sum_{j=1}^{d-1} \sum_{s=1}^d V_j^1(S_s^0, s) V_j^1(S_s^0, s) \eta_{2,1}^j(s)
+ V_j^1(S_s^0, s) V_j^1(S_s^0, s) \eta_{2,2}^j(s) \eta_{2,2}^j(s) ds
$$

$$
$$
\[ \eta_{4,1}(t) = (i\xi) \int_0^t \sum_{l=1}^d \left\{ 3 \sum_{i',k'=1}^N V_{j}^{i} \left( S_s^{(0)}, s \right) \frac{\partial}{\partial x_{i'}} V_{j}^{i} \left( S_s^{(0)}, t \right) \eta_{3,1}^{i,i',k'}(s) \right. \\
+ 12 \sum_{l=1}^d \sum_{k'=1}^N V_{j}^{i} \left( S_s^{(0)}, s \right) \frac{\partial^2}{\partial x_{i'} \partial x_{k'}} V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{3,2}^{i,i',k'}(s) \\
\left. + 3 \sum_{i',k'=1}^N \sum_{l=1}^d \sum_{i''=1}^N V_{j}^{i} \left( S_s^{(0)}, s \right) \frac{\partial^2}{\partial x_{i'} \partial x_{i''} \partial x_{k'}} V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{3,3}^{i,i',i'',k'}(s) \right\} ds \]

\[ \eta_{4,2,1}(t) = (i\xi) \int_0^t \sum_{j=1}^d \left\{ 3 \sum_{i',k'=1}^N V_{j}^{i} \left( S_s^{(0)}, s \right) V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{3,1}^{i,i',k'}(s) + 3 \sum_{i',k'=1}^N V_{j}^{i} \left( S_s^{(0)}, s \right) \frac{\partial}{\partial x_{i'}} V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{3,2}^{i,i',k'}(s) \right. \\
\left. + \sum_{i',k'=1}^N \sum_{j=1}^d \left\{ 3 \sum_{i',k'=1}^N V_{j}^{i} \left( S_s^{(0)}, s \right) \frac{\partial^2}{\partial x_{i'} \partial x_{k'}} V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{2,1}^{i,k}(s) \right. \\
\left. + 3 \sum_{i',k'=1}^N \sum_{j=1}^d \sum_{i''=1}^N V_{j}^{i} \left( S_s^{(0)}, s \right) \frac{\partial^2}{\partial x_{i'} \partial x_{i''} \partial x_{k'}} V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{2,2}^{i,k,i''}(s) \right\} ds \]

\[ \eta_{4,2,2}(t) = (i\xi) \int_0^t \sum_{j=1}^d \left\{ 2 \sum_{i',k'=1}^N V_{j}^{i} \left( S_s^{(0)}, s \right) \frac{\partial}{\partial x_{i'}} V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{3,2}^{i,i',k'}(s) \right. \\
\left. + 2 \sum_{i',k'=1}^N V_{j}^{i} \left( S_s^{(0)}, s \right) \frac{\partial}{\partial x_{i'}} V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{3,3}^{i,i',k'}(s) \right\} ds \]

\[ \eta_{4,3}(t) = (i\xi) \int_0^t \sum_{j=1}^d \left\{ 2 \sum_{i',k'=1}^N V_{j}^{i} \left( S_s^{(0)}, s \right) V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{3,2}^{i,i',k'}(s) + V_{j}^{i} \left( S_s^{(0)}, s \right) V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{3,2}^{i,i',k'}(s) \right. \\
\left. + 2 \sum_{i',k'=1}^N \sum_{j=1}^d \left\{ \sum_{i',k'=1}^N V_{j}^{i} \left( S_s^{(0)}, s \right) V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{2,1}^{i,k}(s) \right. \\
\left. + 2 \sum_{i',k'=1}^N \sum_{j=1}^d \sum_{i''=1}^N V_{j}^{i} \left( S_s^{(0)}, s \right) V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{2,2}^{i,k,i''}(s) + 2 \sum_{i',k'=1}^N V_{j}^{i} \left( S_s^{(0)}, s \right) \frac{\partial}{\partial x_{i'}} V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{2,2}^{i,k,i''}(s) \right\} ds \]

\[ \eta_{5,2}(t) = (i\xi) \int_0^t \sum_{j=1}^d \left\{ 2 \sum_{i',k'=1}^N V_{j}^{i} \left( S_s^{(0)}, s \right) \frac{\partial}{\partial x_{i'}} V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{4,2,1}^{i,i',k'}(s) \right. \\
\left. + 3 \sum_{i',k'=1}^N V_{j}^{i} \left( S_s^{(0)}, s \right) \frac{\partial}{\partial x_{i'}} V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{4,2,2}^{i,i',k'}(s) \right. \\
\left. + 3 \sum_{i',k'=1}^N \sum_{j=1}^d \sum_{i''=1}^N V_{j}^{i} \left( S_s^{(0)}, s \right) \frac{\partial^2}{\partial x_{i'} \partial x_{i''} \partial x_{k'}} V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{4,3}^{i,i',i'',k'}(s) \right\} ds \]

\[ + \int_0^t \sum_{j=1}^d \left\{ 6 \sum_{i',k'=1}^N \sum_{j=1}^d \frac{\partial}{\partial x_{i'}} V_{j}^{i} \left( S_s^{(0)}, s \right) \frac{\partial}{\partial x_{i'}} V_{j}^{i} \left( S_s^{(0)}, s \right) \eta_{5,2}^{i,i',k'}(s) \right\} ds \]
\[ +6 \sum_{\nu=1}^{N} \sum_{\nu'=1}^{N} \sum_{\nu''=1}^{N} \frac{\partial}{\partial x_{\nu'}} V_j^1(S_s^{(0)}, s) \frac{\partial^2}{\partial x_{\nu''} \partial x_{\nu'}} V_j^k(S_s^{(0)}, s) \eta_{v,v',v''}^i \eta_{v',v''}^{i,k'} (s) \} ds \]

\[ \eta_{i,3}^{k,3}(t) = (i \xi) \int_0^t \sum_{j=1}^{d} \left\{ V_j^1(S_s^{(0)}, s) V_j^1(S_s^{(0)}, s) \eta_{i,3}^{k,3}(s) \right\} ds \]

\[ +2 \sum_{\nu=1}^{N} V_j^1(S_s^{(0)}, s) \frac{\partial}{\partial x_{\nu'}} V_j^1(S_s^{(0)}, s) \eta_{i,3}^{i,k} (s) \]

\[ +2 \sum_{\nu=1}^{N} V_j^1(S_s^{(0)}, s) \frac{\partial}{\partial x_{\nu'}} V_j^k(S_s^{(0)}, s) \eta_{i,3}^{i,k} (s) \} ds \]

\[ + \int_0^t \sum_{j=1}^{d} \left\{ 2 \sum_{\nu'=1}^{N} V_j^1(S_s^{(0)}, s) \frac{\partial}{\partial x_{\nu'}} V_j^1(S_s^{(0)}, s) \eta_{i,3}^{i,k} (s) \right\} ds \]

\[ +2 \sum_{\nu=1}^{N} V_j^1(S_s^{(0)}, s) \frac{\partial}{\partial x_{\nu'}} V_j^1(S_s^{(0)}, s) \eta_{i,3}^{i,k} (s) \]

\[ +4 \sum_{\nu=1}^{N} \sum_{\nu'=1}^{N} \frac{\partial}{\partial x_{\nu'}} V_j^1(S_s^{(0)}, s) \frac{\partial}{\partial x_{\nu''}} V_j^1(S_s^{(0)}, s) \eta_{i,3}^{i,k'} (s) \} ds \]

\[ \eta_{i,5}^{k,3}(t) = (i \xi) \int_0^t \sum_{j=1}^{d} \left\{ 2 \sum_{\nu'=1}^{N} V_j^1(S_s^{(0)}, s) \frac{\partial}{\partial x_{\nu'}} V_j^1(S_s^{(0)}, s) \eta_{i,3}^{i,k} (s) \right\} ds \]

\[ +2 \sum_{\nu=1}^{N} V_j^1(S_s^{(0)}, s) \frac{\partial}{\partial x_{\nu'}} V_j^k(S_s^{(0)}, s) \eta_{i,3}^{i,k} (s) \}

\[ +2 \sum_{\nu=1}^{N} V_j^1(S_s^{(0)}, s) \frac{\partial}{\partial x_{\nu'}} V_j^1(S_s^{(0)}, s) \eta_{i,3}^{i,k} (s) \} ds \]

\[ + \int_0^t \sum_{j=1}^{d} \left\{ 4 \sum_{\nu'=1}^{N} \sum_{\nu''=1}^{N} \frac{\partial}{\partial x_{\nu''}} V_j^1(S_s^{(0)}, s) \frac{\partial}{\partial x_{\nu'}} V_j^1(S_s^{(0)}, s) \eta_{i,3}^{i,k'} (s) \right\} ds \]

\[ +4 \sum_{\nu=1}^{N} \sum_{\nu'=1}^{N} \frac{\partial}{\partial x_{\nu'}} V_j^1(S_s^{(0)}, s) \frac{\partial}{\partial x_{\nu''}} V_j^1(S_s^{(0)}, s) \eta_{i,3}^{i,k'} (s) \} ds \]

\[ +4 \sum_{\nu=1}^{N} \sum_{\nu'=1}^{N} \frac{\partial}{\partial x_{\nu'}} V_j^1(S_s^{(0)}, s) \frac{\partial}{\partial x_{\nu''}} V_j^1(S_s^{(0)}, s) \eta_{i,3}^{i,k'} (s) \} ds \]
From the discussion above, it is easily shown that the asymptotic expansion of the characteristic function can be expressed as a product of the Gaussian characteristic function and a polynomial of $i\xi$. Indeed, the asymptotic expansion of the characteristic function of $X^{(r)}_{\epsilon}$ up to the $\epsilon^3$-order is given by

$$
\psi_{X^{(r)}_{\epsilon}}(\xi) = \{1 + \epsilon \{ C_{23}(i\xi)^3 \} 
+ \epsilon^2 \{ C_{32}(i\xi)^2 + C_{34}(i\xi)^4 + C_{36}(i\xi)^6 \} 
+ \epsilon^3 \{ C_{43}(i\xi)^3 + C_{45}(i\xi)^5 + C_{47}(i\xi)^7 + C_{49}(i\xi)^9 \} \exp \{- \frac{\xi^2}{2} \Sigma_{T} \} \} + o(\epsilon^3)
$$

for some constants $C_{23}, C_{32}, C_{34}, C_{36}, C_{43}, C_{45}, C_{47}, C_{49}$. (Precisely, each $\eta_n, \ldots$ is an $n$th-order polynomial of $(i\xi)$.)

To obtain the asymptotic expansion of density function, we need to invert $\psi_{X^{(r)}_{\epsilon}}$ using the inverse Fourier transformation:

$$
F^{-1}[(i\xi)^n e^{-\frac{\xi^2}{2} \Sigma}] (x) = \frac{1}{\Sigma^n} H_n(x; \Sigma) n[x; 0, \Sigma],
$$

where

$$
H_n(x; \Sigma) := (-\Sigma)^n \frac{d^n}{dx^n} e^{-x^2/2\Sigma}
$$

and

$$
n[x; \mu, \Sigma] := \frac{1}{\sqrt{2\pi\Sigma}} \exp \{- \frac{(x - \mu)^2}{2\Sigma} \}.
$$

For example, for $n = 0, 1, 2, 3, 4$,

$$
H_0(x; \Sigma) = 1, \quad H_1(x; \Sigma) = x, \quad H_2(x; \Sigma) = x^2 - \Sigma,
$$

$$
H_3(x; \Sigma) = x^3 - 3\Sigma x, \quad H_4(x; \Sigma) = x^4 - 6\Sigma x^2 + 3\Sigma^2.
$$

Using Hermite polynomials, we obtain the asymptotic expansion of the density function of $X^{(r)}_{\epsilon}$ up to the $\epsilon^3$-order as

$$
f_{X^{(r)}_{\epsilon}}(x) = n[x; 0, \Sigma_T]
+ \epsilon \left\{ \frac{C_{23}}{\Sigma_T} H_3(x; \Sigma_T) \right\} n[x; 0, \Sigma_T]
+ \epsilon^2 \left\{ \frac{C_{32}}{\Sigma_T} H_2(x; \Sigma_T) + \frac{C_{34}}{\Sigma_T} H_4(x; \Sigma_T) + \frac{C_{36}}{\Sigma_T} H_6(x; \Sigma_T) \right\} n[x; 0, \Sigma_T]
+ \epsilon^3 \left\{ \frac{C_{43}}{\Sigma_T} H_3(x; \Sigma_T) + \frac{C_{45}}{\Sigma_T} H_5(x; \Sigma_T) + \frac{C_{47}}{\Sigma_T} H_7(x; \Sigma_T) + \frac{C_{49}}{\Sigma_T} H_9(x; \Sigma_T) \right\} n[x; 0, \Sigma_T]
+ o(\epsilon^3).
$$
On Computation of Average Options

• $\tilde{S}(\epsilon)$ is defined by

$$\tilde{S}(\epsilon) := \int_0^t S(\epsilon) \, ds.$$

• The asymptotic expansion of $S(\epsilon)$ as $\epsilon \downarrow 0$ is given by:

$$\tilde{S}(\epsilon) = \tilde{S}(0) + \epsilon \tilde{A}_1 + \epsilon^2 \tilde{A}_2 + \epsilon^3 \tilde{A}_3 + \epsilon^4 \tilde{A}_4 + o(\epsilon^4),$$

where $\tilde{S}(0), \tilde{A}_i, (i = 1, 2, 3, 4)$ are obtained as follows:

$$\tilde{S}(0) = \int_0^t S(0) \, ds,$$

$$d\tilde{A}_i = A_i \, dt.$$

• Fix $T > 0$ and apply Fubini’s theorem to $\tilde{A}_1$:

$$\tilde{A}_1 = \sum_{j=1}^d \int_0^T \int_0^t V_j^1(S(0), s) \, dW^j_s \, dt$$

$$= \sum_{j=1}^d \int_0^T \tilde{V}_j^1(S(0), t) \, dW^j_t,$$

where

$$\tilde{V}_j^1(S(0), t) := (T - t) V_j^1(S(0), t).$$

• Define $\tilde{A}_1$ as

$$d\tilde{A}_1 = \sum_{j=1}^d \tilde{V}_j^1(S(0), t) \, dW^j_t, \quad \tilde{A}_1^0 = 0.$$ 

Note that $\tilde{A}_1 = \tilde{A}_1^T$ at $t = T$.

• Using $\tilde{A}_1$, define $Z_t := Z_t^{(\xi)}$ for $\xi \in \mathbb{R}$ as

$$Z_t^{(\xi)} := \exp \left\{ (i\xi) \tilde{A}_1^T - \frac{1}{2} (i\xi)^2 (\tilde{A}_1^T)^2 \right\}.$$ 

Then, $Z_t^{(\xi)}$ is a martingale and satisfies the following SDE:

$$dZ_t^{(\xi)} = (i\xi) \sum_{j=1}^d \tilde{V}_j^1(S(0), t) Z_t^{(\xi)} \, dW^j_t.$$ 

• It also holds that

$$\exp\{ (i\xi) \tilde{A}_1^T \} = Z_T^{(\xi)} \exp\{ -\frac{\xi^2}{2} \tilde{\Sigma}_T \},$$

where

$$\tilde{\Sigma}_T := \int_0^T \sum_{j=1}^d \tilde{V}_j^1(S(0), t)^2 \, dt.$$
The asymptotic expansion of the characteristic function of $\tilde{X}_T^{(\epsilon)} = \frac{\tilde{S}_T^{(\epsilon)} - \tilde{S}_T^{(0)} \epsilon}{\epsilon}$ is expressed as follows:

$$\psi_{\tilde{X}_T^{(\epsilon)}}(\xi) = \left\{ 1 + \epsilon \frac{(i\xi)}{2} E[\tilde{A}_{2T}^{1} Z_T^{T,(\xi)}] \right. \\
+ \epsilon^2 \left\{ \frac{(i\xi)^2}{6} E[\tilde{A}_{3T}^{1} Z_T^{T,(\xi)}] + \frac{(i\xi)^2}{8} E[(\tilde{A}_{2T}^{1})^2 Z_T^{T,(\xi)}] \right\} \\
+ \epsilon^3 \left\{ \frac{(i\xi)^3}{24} E[\tilde{A}_{4T}^{1} Z_T^{T,(\xi)}] + \frac{(i\xi)^3}{12} E[\tilde{A}_{2T}^{1} \tilde{A}_{1T}^{1} Z_T^{T,(\xi)}] + \frac{(i\xi)^3}{48} E[(\tilde{A}_{2T}^{1})^3 Z_T^{T,(\xi)}] \right\} \\
\times \exp\{-\frac{\xi^2}{2} \tilde{\Sigma}_T\} + o(\epsilon^3).$$

Each expectation on the right hand side can be obtained in the similar manner as before.
Numerical Examples: $\lambda$-SABR model

- $\lambda$-SABR model:

$$
\begin{align*}
    dS(t) &= \sigma(t) S(t)^{\beta} dW^1(t), \\
    d\sigma(t) &= \lambda (\theta - \sigma(t)) dt + \nu_1 \sigma(t) dW^1(t) + \nu_2 \sigma(t) dW^2(t),
\end{align*}
$$

where $\nu_1 = \rho \nu$, $\nu_2 = (\sqrt{1 - \rho^2}) \nu$ (The correlation between $S$ and $\sigma$ is $\rho \in [-1, 1]$.)

- European plain-vanilla call and put prices (interest rate=0\%):
  Approximated prices by the asymptotic expansion method upto the fifth-order:
  All the solutions to differential equations are obtained analytically.
  Benchmark values are computed by Monte Carlo simulations.

<table>
<thead>
<tr>
<th>Case</th>
<th>Parameter</th>
<th>$\lambda$</th>
<th>$\sigma(0)$</th>
<th>$\beta$</th>
<th>$\rho$</th>
<th>$\theta$</th>
<th>$\nu$</th>
<th>$T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td></td>
<td>0.1</td>
<td>3.0</td>
<td>0.5</td>
<td>-0.7</td>
<td>3.0</td>
<td>0.3</td>
<td>10</td>
</tr>
<tr>
<td>ii</td>
<td></td>
<td>0.1</td>
<td>3.0</td>
<td>0.5</td>
<td>-0.7</td>
<td>3.0</td>
<td>0.1</td>
<td>10</td>
</tr>
<tr>
<td>iii</td>
<td></td>
<td>0.1</td>
<td>3.0</td>
<td>0.5</td>
<td>-0.7</td>
<td>3.0</td>
<td>0.3</td>
<td>1</td>
</tr>
</tbody>
</table>

Case i: Euler-Maruyama scheme, 1024 time steps
Case ii: Euler-Maruyama scheme, 1024 time steps
Case iii: Euler-Maruyama scheme, 512 time steps
The number of trials: $10^8$
<table>
<thead>
<tr>
<th>MC</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 Put</td>
<td>13.109</td>
<td>4.876</td>
<td>5.000</td>
<td>2.313</td>
<td>1.067</td>
<td>0.260</td>
<td>37.20%</td>
<td>38.14%</td>
<td>17.64%</td>
<td>8.14%</td>
</tr>
<tr>
<td>60 Put</td>
<td>16.618</td>
<td>4.544</td>
<td>4.648</td>
<td>1.931</td>
<td>0.938</td>
<td>0.195</td>
<td>27.34%</td>
<td>27.97%</td>
<td>11.62%</td>
<td>5.65%</td>
</tr>
<tr>
<td>70 Put</td>
<td>20.482</td>
<td>4.241</td>
<td>4.322</td>
<td>1.585</td>
<td>0.844</td>
<td>0.149</td>
<td>20.71%</td>
<td>21.10%</td>
<td>7.74%</td>
<td>4.12%</td>
</tr>
<tr>
<td>80 Put</td>
<td>24.720</td>
<td>3.965</td>
<td>4.020</td>
<td>1.269</td>
<td>0.778</td>
<td>0.117</td>
<td>16.04%</td>
<td>16.26%</td>
<td>5.14%</td>
<td>3.15%</td>
</tr>
<tr>
<td>90 Put</td>
<td>29.347</td>
<td>3.710</td>
<td>3.738</td>
<td>0.980</td>
<td>0.735</td>
<td>0.094</td>
<td>12.64%</td>
<td>12.74%</td>
<td>3.34%</td>
<td>2.51%</td>
</tr>
<tr>
<td>100 Call</td>
<td>34.375</td>
<td>3.472</td>
<td>3.472</td>
<td>0.712</td>
<td>0.712</td>
<td>0.077</td>
<td>10.10%</td>
<td>10.10%</td>
<td>2.07%</td>
<td>2.07%</td>
</tr>
<tr>
<td>110 Call</td>
<td>29.811</td>
<td>3.246</td>
<td>3.217</td>
<td>0.459</td>
<td>0.704</td>
<td>0.101</td>
<td>10.89%</td>
<td>10.79%</td>
<td>1.54%</td>
<td>2.36%</td>
</tr>
<tr>
<td>120 Call</td>
<td>25.659</td>
<td>3.026</td>
<td>2.971</td>
<td>0.220</td>
<td>0.711</td>
<td>0.050</td>
<td>11.79%</td>
<td>11.58%</td>
<td>0.86%</td>
<td>2.77%</td>
</tr>
<tr>
<td>130 Call</td>
<td>21.914</td>
<td>2.809</td>
<td>2.728</td>
<td>-0.010</td>
<td>0.731</td>
<td>0.035</td>
<td>12.82%</td>
<td>12.45%</td>
<td>-0.04%</td>
<td>3.33%</td>
</tr>
<tr>
<td>140 Call</td>
<td>18.571</td>
<td>2.591</td>
<td>2.487</td>
<td>-0.230</td>
<td>0.762</td>
<td>0.018</td>
<td>13.95%</td>
<td>13.39%</td>
<td>-1.24%</td>
<td>4.10%</td>
</tr>
<tr>
<td>150 Call</td>
<td>15.615</td>
<td>2.370</td>
<td>2.246</td>
<td>-0.441</td>
<td>0.804</td>
<td>-0.002</td>
<td>15.18%</td>
<td>14.38%</td>
<td>-2.83%</td>
<td>5.15%</td>
</tr>
<tr>
<td>50 Put</td>
<td>1.682</td>
<td>-0.914</td>
<td>0.030</td>
<td>0.475</td>
<td>0.182</td>
<td>-0.016</td>
<td>-54.33%</td>
<td>1.81%</td>
<td>28.25%</td>
<td>10.84%</td>
</tr>
<tr>
<td>60 Put</td>
<td>2.607</td>
<td>-1.056</td>
<td>0.129</td>
<td>0.445</td>
<td>0.103</td>
<td>-0.003</td>
<td>-40.52%</td>
<td>4.94%</td>
<td>17.06%</td>
<td>3.95%</td>
</tr>
<tr>
<td>70 Put</td>
<td>3.950</td>
<td>-1.047</td>
<td>0.214</td>
<td>0.364</td>
<td>0.061</td>
<td>0.008</td>
<td>-26.51%</td>
<td>5.41%</td>
<td>9.22%</td>
<td>1.55%</td>
</tr>
<tr>
<td>80 Put</td>
<td>5.883</td>
<td>-0.825</td>
<td>0.254</td>
<td>0.258</td>
<td>0.048</td>
<td>0.013</td>
<td>-14.03%</td>
<td>4.32%</td>
<td>4.39%</td>
<td>0.82%</td>
</tr>
<tr>
<td>90 Put</td>
<td>8.631</td>
<td>-0.390</td>
<td>0.237</td>
<td>0.150</td>
<td>0.047</td>
<td>0.016</td>
<td>-4.52%</td>
<td>2.75%</td>
<td>1.74%</td>
<td>0.54%</td>
</tr>
<tr>
<td>100 Call</td>
<td>12.450</td>
<td>0.166</td>
<td>0.166</td>
<td>0.048</td>
<td>0.048</td>
<td>0.018</td>
<td>1.33%</td>
<td>1.33%</td>
<td>0.39%</td>
<td>0.39%</td>
</tr>
<tr>
<td>110 Call</td>
<td>7.577</td>
<td>0.664</td>
<td>0.037</td>
<td>-0.050</td>
<td>0.053</td>
<td>0.022</td>
<td>8.76%</td>
<td>0.49%</td>
<td>-0.67%</td>
<td>0.70%</td>
</tr>
<tr>
<td>120 Call</td>
<td>4.131</td>
<td>0.927</td>
<td>-0.153</td>
<td>-0.149</td>
<td>0.062</td>
<td>0.027</td>
<td>22.43%</td>
<td>-3.70%</td>
<td>-3.60%</td>
<td>1.49%</td>
</tr>
<tr>
<td>130 Call</td>
<td>2.008</td>
<td>0.894</td>
<td>-0.367</td>
<td>-0.217</td>
<td>0.086</td>
<td>0.033</td>
<td>44.52%</td>
<td>-18.27%</td>
<td>-10.79%</td>
<td>4.30%</td>
</tr>
<tr>
<td>140 Call</td>
<td>0.887</td>
<td>0.663</td>
<td>-0.522</td>
<td>-0.205</td>
<td>0.136</td>
<td>0.030</td>
<td>74.77%</td>
<td>-58.78%</td>
<td>-23.16%</td>
<td>15.35%</td>
</tr>
<tr>
<td>150 Call</td>
<td>0.372</td>
<td>0.396</td>
<td>-0.548</td>
<td>-0.184</td>
<td>0.089</td>
<td>-0.002</td>
<td>106.35%</td>
<td>-147.29%</td>
<td>-27.82%</td>
<td>50.82%</td>
</tr>
<tr>
<td>50 Put</td>
<td>0.633</td>
<td>-0.038</td>
<td>0.094</td>
<td>0.061</td>
<td>0.015</td>
<td>0.005</td>
<td>-6.05%</td>
<td>14.84%</td>
<td>9.64%</td>
<td>2.33%</td>
</tr>
<tr>
<td>60 Put</td>
<td>1.335</td>
<td>-0.063</td>
<td>0.111</td>
<td>0.058</td>
<td>0.013</td>
<td>0.006</td>
<td>-4.74%</td>
<td>8.32%</td>
<td>4.34%</td>
<td>0.97%</td>
</tr>
<tr>
<td>70 Put</td>
<td>2.571</td>
<td>-0.072</td>
<td>0.121</td>
<td>0.048</td>
<td>0.011</td>
<td>0.006</td>
<td>-2.79%</td>
<td>4.72%</td>
<td>1.87%</td>
<td>0.45%</td>
</tr>
<tr>
<td>80 Put</td>
<td>4.579</td>
<td>-0.046</td>
<td>0.124</td>
<td>0.034</td>
<td>0.010</td>
<td>0.005</td>
<td>-1.00%</td>
<td>2.71%</td>
<td>0.75%</td>
<td>0.22%</td>
</tr>
<tr>
<td>90 Put</td>
<td>7.608</td>
<td>0.019</td>
<td>0.119</td>
<td>0.019</td>
<td>0.008</td>
<td>0.004</td>
<td>0.25%</td>
<td>1.57%</td>
<td>0.26%</td>
<td>0.11%</td>
</tr>
<tr>
<td>100 Call</td>
<td>11.857</td>
<td>0.111</td>
<td>0.111</td>
<td>0.008</td>
<td>0.008</td>
<td>0.004</td>
<td>0.94%</td>
<td>9.4%</td>
<td>0.07%</td>
<td>0.07%</td>
</tr>
<tr>
<td>110 Call</td>
<td>7.430</td>
<td>0.197</td>
<td>0.096</td>
<td>-0.004</td>
<td>0.008</td>
<td>0.003</td>
<td>2.65%</td>
<td>1.29%</td>
<td>-0.05%</td>
<td>0.10%</td>
</tr>
<tr>
<td>120 Call</td>
<td>4.289</td>
<td>0.244</td>
<td>0.074</td>
<td>-0.015</td>
<td>0.009</td>
<td>0.004</td>
<td>5.70%</td>
<td>1.74%</td>
<td>-0.36%</td>
<td>0.20%</td>
</tr>
<tr>
<td>130 Call</td>
<td>2.260</td>
<td>0.239</td>
<td>0.046</td>
<td>-0.027</td>
<td>0.009</td>
<td>0.003</td>
<td>10.57%</td>
<td>2.03%</td>
<td>-1.21%</td>
<td>0.40%</td>
</tr>
<tr>
<td>140 Call</td>
<td>1.080</td>
<td>0.192</td>
<td>0.017</td>
<td>-0.036</td>
<td>0.009</td>
<td>0.002</td>
<td>17.77%</td>
<td>1.62%</td>
<td>-3.30%</td>
<td>0.88%</td>
</tr>
<tr>
<td>150 Call</td>
<td>0.466</td>
<td>0.129</td>
<td>-0.004</td>
<td>-0.036</td>
<td>0.010</td>
<td>0.001</td>
<td>27.62%</td>
<td>-0.75%</td>
<td>-7.81%</td>
<td>2.13%</td>
</tr>
</tbody>
</table>
6.2 Case of Random Limit 
(Expansion around a Log-normal Distribution)


- The underlying asset price \( S^{(c)} \) follows:
  \[
  dS^{(c)}_t = g(X^{(c)}_t)S^{(c)}_t \sigma dW_t; \quad S^{(c)}_0 = s_0
  \]
  \[
  dX^{(c)}_t = V_0(X^{(c)}_t, \epsilon)dt + \epsilon V(X^{(c)}_t)dW_t; \quad X^{(c)}_0 = x_0 \in \mathbb{R}^d,
  \]
  where \( W \) denotes a \( m \)-dimensional standard Wiener process, \( \epsilon \in [0, 1] \) is a known parameter, and \( \bar{\sigma} \in \mathbb{R}^m \) is a constant vector.

Suppose that coefficients \( h : \mathbb{R}^d \rightarrow \mathbb{R}, V_0 : \mathbb{R}^d \times [0, 1] \rightarrow \mathbb{R}^d, V : \mathbb{R}^d \rightarrow \mathbb{R}^d \times \mathbb{R}^m \) are smooth and satisfy regularity conditions.

- Define \( \hat{X}^{(c)} \) as
  \[
  \hat{X}^{(c)}_t = \log \left( \frac{S^{(c)}_t}{s_0} \right).
  \]
  Then,
  \[
  \hat{X}^{(c)}_t = -|\bar{\sigma}|^2 \int_0^t g(X^{(c)}_u)^2 du + \int_0^t g(X^{(c)}_u)\bar{\sigma} dW_u,
  \]
  and note that
  \[
  \hat{X}^{(0)}_T \sim N(\mu_T, \Sigma_T),
  \]
  where
  \[
  \mu_T = -|\bar{\sigma}|^2 \int_0^T g(X^{(0)}_u)^2 du = -\frac{1}{2} \Sigma_T
  \]
  \[
  \Sigma_T = |\sigma|^2 \int_0^T g(X^{(0)}_u)^2 du.
  \]

- Then, an asymptotic expansion of \( \hat{X}^{(c)}_T \) up to \( \epsilon^2 \) is expressed as
  \[
  \hat{X}^{(c)}_T = \epsilon \hat{D}_T + \frac{\epsilon^2}{2} \hat{E}_T + o(\epsilon^2),
  \]
  where \( \hat{D}_t \) and \( \hat{E}_t \) are defined as
  \[
  \hat{D}_t = \frac{\partial \hat{X}^{(c)}_t}{\partial \epsilon}|_{\epsilon=0},
  \]
  \[
  \hat{E}_t = \frac{\partial^2 \hat{X}^{(c)}_t}{\partial \epsilon^2}|_{\epsilon=0}.
  \]

That is, \( \hat{D} \) and \( \hat{E} \) are given by

\[
\hat{D}_t = -|\bar{\sigma}|^2 \int_0^t \partial_x g^{(0)}_u D_u g^{(0)}_u du + \int_0^t \partial_x g^{(0)}_u D_u \bar{\sigma} dW_u
\]
\[
\hat{E}_t = -|\bar{\sigma}|^2 \int_0^t \sum_{j,k=1}^d \partial_j \partial_k g^{(0)}_u D_u^j \bar{\sigma}^{(0)}_u \partial_k g^{(0)}_u du - |\bar{\sigma}|^2 \int_0^t \partial_x g^{(0)}_u E_u h^{(0)}_u du - |\bar{\sigma}|^2 \int_0^t \{ \partial_x g^{(0)}_u D_u \}^2 du
\]
\[
+ \int_0^t \sum_{j,k=1}^d \partial_j \partial_k g^{(0)}_u D_u^j \bar{\sigma} dW_u + \int_0^t \partial_x g^{(0)}_u E_u \bar{\sigma} dW_u,
\]
where \( g^{(0)}_t = g(X^{(0)}_t) \).
• An asymptotic expansion of the characteristic function of $X_T^{(\epsilon)}$ upto $\epsilon^2$ is obtained as

\[
\psi_{X_T^{(\epsilon)}}(\xi) = E[\exp(i\xi X_T^{(\epsilon)})] = \exp\left(i\xi\mu - \frac{\xi^2\Sigma}{2}\right) + \epsilon(i\xi)e^{i\xi\mu}E[e^{i\xi Z_T}E[\hat{D}_T|Z_T]]
\]
\[+ \frac{\epsilon^2}{2}(i\xi)e^{i\xi\mu}E[e^{i\xi Z_T}E[\hat{E}_T|Z_T]] + \frac{\epsilon^2}{2}(i\xi)^2e^{i\xi\mu}E[e^{i\xi Z_T}E[(\hat{D}_T)^2|Z_T]] + o(\epsilon^2),
\]

where

\[Z_T = \int_0^T g(X_t^{(\epsilon)})\sigma dW_t.
\]

Note that $E[\hat{D}_T|Z_T = x] = \hat{p}_{2}(x)$, $E[\hat{E}_T|Z_T = x] = \hat{p}_{3}(x)$ and $E[(\hat{D}_T)^2|Z_T = x] = \hat{p}_{22}(x)$ are polynomial functions of $x$.

• Hence, an asymptotic expansion of the density function of $X_T^{(\epsilon)}$ upto $\epsilon^2$ is obtained as

\[
f_{X_T^{(\epsilon)}}(x) = n(x; \mu_T, \Sigma_T) + \epsilon \left[-\frac{\partial}{\partial x}\{\hat{p}_{2}(x - \mu_T)n(x; \mu_T, \Sigma_T)\} + \frac{\partial^2}{\partial x^2}\{\hat{p}_{22}(x - \mu_T)n(x; \mu_T, \Sigma_T)\}\right] + o(\epsilon^2).
\]

• Call option price with strike price $K$ and maturity $T$:

\[
\frac{C(0)}{P(0,T)} = \int_k^\infty (s_0e^{x} - K) f_{X_T^{(\epsilon)}}(x)dx,
\]

where $k = \log \frac{K}{s_0}$, and $P(0,T)$ denotes the price at time 0 of a zero coupon bond with maturity $T$. 
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- The underlying process under:
  \[ dS_t^{(c)} = g(\sigma_t^{(c)}, t) S_t^{(c)} dW_t^1, \]
  \[ d\sigma_t^{(c)} = a(\sigma_t^{(c)}, t)dt + \nu_1(\sigma_t^{(c)}, t)dW_t^1 + \nu_2(\sigma_t^{(c)}, t)dW_t^2, \]
  \[ S_0^{(c)} = s_0(>0), \quad \sigma_0^{(c)} = \sigma_0(>0). \]

where \( W = (W^1, W^2) \) is a two dimensional standard Wiener process and \( g, a, \nu_1, \nu_2 \in C^\infty(\mathbb{R}_+ \times \mathbb{R}_+; \mathbb{R}_+) \).

- Define \( X_t^{(c)} := \log \frac{S_t^{(c)}}{S_0}, \) then
  \[ dX_t^{(c)} = -\frac{1}{2} g(\sigma_t^{(c)}, t)^2 dt + g(\sigma_t^{(c)}, t)dW_t^1, \]
  \[ X_0^{(c)} = 0. \]

- The asymptotic expansion of \( X_t^{(c)} \) and \( \sigma_t^{(c)} \):
  \[ X_t^{(c)} = X_t^{(0)} + \epsilon A_{1t} + \frac{\epsilon^2}{2} A_{2t} + \frac{\epsilon^3}{6} A_{3t} + o(\epsilon^3), \]
  \[ \sigma_t^{(c)} = \sigma_t^{(0)} + \epsilon B_{1t} + \frac{\epsilon^2}{2} B_{2t} + \frac{\epsilon^3}{6} B_{3t} + o(\epsilon^3). \]

where

\[
X_t^{(0)} = -\frac{1}{2} \int_0^t g(\sigma_s^{(0)}, s)^2 ds + \int_0^t g(\sigma_s^{(0)}, s)dW_s^1,
\]

\[
dA_{1t} = -g(\sigma_t^{(0)}, t) \frac{\partial}{\partial \sigma} g(\sigma_t^{(0)}, t) B_{1t} dt + \frac{\partial}{\partial \sigma} g(\sigma_t^{(0)}, t) B_{1t} dW_t^1,
\]

\[
dA_{2t} = \left\{ -g(\sigma_t^{(0)}, t) \frac{\partial}{\partial \sigma} g(\sigma_t^{(0)}, t) B_{2t} - \left\{ g(\sigma_t^{(0)}, t) \frac{\partial^2}{\partial \sigma^2} g(\sigma_t^{(0)}, t) + \left( \frac{\partial}{\partial \sigma} g(\sigma_t^{(0)}, t) \right)^2 B_{2t}^1 \right\} dt \right\} dW_t^1,
\]

and

\[
d\sigma_t^{(0)} = a(\sigma_t^{(0)}, t) dt
\]

\[
dB_{1t} = \frac{\partial}{\partial \sigma} a(\sigma_t^{(0)}, t) B_{1t} dt + \nu_1(\sigma_t^{(0)}, t)dW_t^1 + \nu_2(\sigma_t^{(0)}, t)dW_t^2,
\]

\[
dB_{2t} = \left\{ \frac{\partial}{\partial \sigma} a(\sigma_t^{(0)}, t) B_{2t} + \frac{\partial^2}{\partial \sigma^2} a(\sigma_t^{(0)}, t) B_{2t}^1 \right\} dt
+ 2 \frac{\partial}{\partial \sigma} \nu_1(\sigma_t^{(0)}, t) B_{1t} dW_t^1 + 2 \frac{\partial}{\partial \sigma} \nu_2(\sigma_t^{(0)}, t) B_{1t} dW_t^2,
\]
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The asymptotic expansion of the characteristic function of $X_T^{(\epsilon)}$ up to the $\epsilon^2$-order:

$$
\psi_{X_T^{(\epsilon)}}(\xi) := E[\exp\{(i\xi)X_T^{(\epsilon)}\}]
= E[\exp\{(i\xi)X_T^{(0)}\}]
+ \epsilon \left\{ (i\xi)E[A_{1T}\exp\{(i\xi)X_T^{(0)}\}] \right\}
+ \epsilon^2 \left\{ \frac{(i\xi)^2}{2} E[A_{2T}\exp\{(i\xi)X_T^{(0)}\}] + \frac{(i\xi)^2}{2} E[A_{1T}^2\exp\{(i\xi)X_T^{(0)}\}] \right\}
+ o(\epsilon^2)
$$

For $\xi \in \mathbb{R}$, we define a complex-valued stochastic process $Z_t := Z_t^{(\xi)}$ as

$$
Z_t^{(\xi)} := \exp\left\{ (i\xi) \int_0^t g(\sigma_s^{(0)}, s) dW_s^1 - \frac{1}{2} (i\xi)^2 \int_0^t g(\sigma_s^{(0)}, s)^2 ds \right\}
$$

then, $Z_t^{(\xi)}$ is a martingale and

$$
dZ_t^{(\xi)} = (i\xi)g(\sigma_t^{(0)}, t)Z_t^{(\xi)} dW_t^1
$$

and we have

$$
\exp\{(i\xi)X_T^{(0)}\} = Z_T^{(\xi)} \exp\{\frac{(i\xi)^2}{2} - (i\xi)\Sigma_T\}
$$

where

$$
\Sigma_T := \int_0^T g(\sigma_t^{(0)}, t)^2 dt
$$

Then, $\psi_{X_T^{(\epsilon)}}$ can be expressed as

$$
\psi_{X_T^{(\epsilon)}}(\xi) = \left\{ 1 + \epsilon \left\{ (i\xi)E[A_{1T}Z_T^{(\xi)}] \right\} 
+ \epsilon^2 \left\{ \frac{(i\xi)^2}{2} E[A_{2T}Z_T^{(\xi)}] + \frac{(i\xi)^2}{2} E[A_{1T}^2Z_T^{(\xi)}] \right\} \right\}
\times \exp\{\frac{(i\xi)^2}{2} - (i\xi)\Sigma_T\} + o(\epsilon^2).
$$
Define $\eta$ as

\[
\eta_{1,1}(t) := E[A_1 t Z_t] \\
\eta_{1,2}(t) := E[B_1 t Z_t] \\
\eta_{2,1}(t) := E[A_2 t Z_t] \\
\eta_{2,2}(t) := E[B_2 t Z_t] \\
\eta_{2,3}(t) := E[A_1 B_{11} Z_t] \\
\eta_{2,4}(t) := E[B_{11}^2 Z_t]
\]

Then, we can derive ordinary differential equations as follows:

\[
\begin{align*}
A_1 dZ_t &- Z_t dA_1 + dA_1 dZ_t \\
&= \left\{ (i\xi)g(\sigma_{1}^{(0)}, t) \frac{\partial}{\partial \sigma} g(\sigma_{1}^{(0)}, t) B_{11} Z_t - g(\sigma_{1}^{(0)}, t) \frac{\partial}{\partial \sigma} g(\sigma_{1}^{(0)}, t) B_{11} Z_t \right\} dt \\
&\quad + \left\{ (i\xi)g(\sigma_{1}^{(0)}, t) A_{11} Z_t + \frac{\partial}{\partial \sigma} g(\sigma_{1}^{(0)}, t) B_{11} Z_t \right\} dW_t^1
\end{align*}
\]

Taking the expectation on both sides, we have the following ordinary differential equation of $\eta_{1,1}$:

\[
\frac{d}{dt} \eta_{1,1}(t) = (i\xi)g(\sigma_{1}^{(0)}, t) \frac{\partial}{\partial \sigma} g(\sigma_{1}^{(0)}, t) \eta_{1,1}(t) - g(\sigma_{1}^{(0)}, t) \frac{\partial}{\partial \sigma} g(\sigma_{1}^{(0)}, t) \eta_{1,2}(t).
\]

In the similar manner, we have

\[
\frac{d}{dt} \eta_{1,2}(t) = (i\xi)g(\sigma_{1}^{(0)}, t) \nu_1(\sigma_{1}^{(0)}, t) + a(\sigma_{1}^{(0)}, t) \eta_{1,2}(t).
\]
- Proposition 2 The asymptotic expansion of the characteristic function of \( X_T^{(c)} \) up to the \( \epsilon^2 \)-order is expressed as

\[
\psi_{X_T^{(c)}}(\xi) = \left\{ 1 + \epsilon \left\{ (i\xi)\eta_{1,1}(T) \right\} \right. \\
+ \epsilon^2 \left\{ \frac{(i\xi)}{2} \eta_{2,1,1}(T) + \frac{(i\xi)^2}{2} \eta_{2,2,1}(T) \right\} \right\} \\
\times \exp\left\{ \frac{(i\xi)^2 - (i\xi)\Sigma_T}{2} \right\} + o(\epsilon^2).
\]

where \( \eta_{1,1}(T) \), \( \eta_{2,1,1}(T) \) and \( \eta_{2,2,1}(T) \) are obtained by the following system of ordinary differential equations:

\[
\frac{d}{dt} \eta_{1,1}(t) = (i\xi)g(\sigma_t^{(0)}, t) \frac{\partial}{\partial \sigma} g(\sigma_t^{(0)}, t)\eta_{1,1}(t) - g(\sigma_t^{(0)}, t) \frac{\partial}{\partial \sigma} g(\sigma_t^{(0)}, t)\eta_{1,1}(t) \\
\frac{d}{dt} \eta_{1,2}(t) = (i\xi)g(\sigma_t^{(0)}, t)\nu_1(\sigma_t^{(0)}, t) + \frac{\partial}{\partial \sigma} a(\sigma_t^{(0)}, t)\eta_{1,1}(t) \\
\frac{d}{dt} \eta_{2,1,1}(t) = (i\xi) \left\{ g(\sigma_t^{(0)}, t) \frac{\partial}{\partial \sigma} g(\sigma_t^{(0)}, t)\eta_{2,1,2}(t) + g(\sigma_t^{(0)}, t) \frac{\partial^2}{\partial \sigma^2} g(\sigma_t^{(0)}, t)\eta_{2,2,3}(t) \right\} \\
- g(\sigma_t^{(0)}, t) \frac{\partial}{\partial \sigma} g(\sigma_t^{(0)}, t)\eta_{2,1,2}(t) \\
- \left\{ g(\sigma_t^{(0)}, t) \frac{\partial^2}{\partial \sigma^2} g(\sigma_t^{(0)}, t) + \left( \frac{\partial}{\partial \sigma} g(\sigma_t^{(0)}, t) \right)^2 \right\} \eta_{2,1,2}(t) \\
\frac{d}{dt} \eta_{2,2,2}(t) = 2(i\xi)g(\sigma_t^{(0)}, t) \frac{\partial}{\partial \sigma} g(\sigma_t^{(0)}, t)\eta_{2,2,2}(t) \\
- 2g(\sigma_t^{(0)}, t) \frac{\partial}{\partial \sigma} g(\sigma_t^{(0)}, t)\eta_{2,2,2}(t) + \left( \frac{\partial}{\partial \sigma} g(\sigma_t^{(0)}, t) \right)^2 \eta_{2,2,3}(t) \\
\frac{d}{dt} \eta_{2,2,3}(t) = (i\xi) \left\{ g(\sigma_t^{(0)}, t) \frac{\partial}{\partial \sigma} g(\sigma_t^{(0)}, t)\eta_{2,2,3}(t) + g(\sigma_t^{(0)}, t)\nu_1(\sigma_t^{(0)}, t)\eta_{1,1}(t) \right\} \\
+ \frac{\partial}{\partial \sigma} a(\sigma_t^{(0)}, t)\eta_{2,2,2}(t) + g(\sigma_t^{(0)}, t) \frac{\partial}{\partial \sigma} g(\sigma_t^{(0)}, t)\eta_{2,2,3}(t) \\
+ g(\sigma_t^{(0)}, t)\nu_1(\sigma_t^{(0)}, t)\eta_{1,1}(t) + \frac{\partial}{\partial \sigma} g(\sigma_t^{(0)}, t)\nu_1(\sigma_t^{(0)}, t)\eta_{1,1}(t) \\
\frac{d}{dt} \eta_{2,3,3}(t) = 2(i\xi)g(\sigma_t^{(0)}, t)\nu_1(\sigma_t^{(0)}, t)\eta_{1,1}(t) \\
+ 2\frac{\partial}{\partial \sigma} a(\sigma_t^{(0)}, t)\eta_{2,2,3}(t) + \nu_1(\sigma_t^{(0)}, t)^2 + \nu_1(\sigma_t^{(0)}, t)^2
\]
• It is easily shown that the asymptotic expansion of the characteristic function can be expressed as a product of the Gaussian characteristic function and a polynomial of $(i\xi)$.

• To obtain the asymptotic expansion of density function, we need to invert $\psi_{X_T^{(c)}}$ using the inverse Fourier transformation:

\[
\mathcal{F}^{-1}[(i\xi)^n e^{\mu(i\xi) - \frac{\xi^2}{2}\Sigma}](x) = \frac{1}{\sqrt{2\pi\Sigma^n}} H_n(x - \mu; \Sigma) n[x - \mu; 0, \Sigma],
\]

where $\Sigma \equiv \Sigma_T$, $\mu = -\frac{1}{2} \Sigma$ and

\[
H_n(x; \Sigma) := (-\Sigma)^n e^{x^2/2\Sigma} \frac{d^n}{dx^n} e^{-x^2/2\Sigma}
\]

and

\[
n[x; \mu, \Sigma] := \frac{1}{\sqrt{2\pi\Sigma}} \exp\left\{-\frac{(x - \mu)^2}{2\Sigma}\right\}.
\]

• The asymptotic expansion of the density function of $X_T^{(c)}$ up to the $\epsilon^2$-order is obtained as:

\[
f_{X_T^{(c)}}(x) = n[x; \mu, \Sigma]
+ \epsilon \left\{ \eta_{1,1}(T) \frac{H_1(x - \mu; \Sigma)}{\Sigma} \right\} n[x; \mu, \Sigma]
+ \frac{\epsilon^2}{2} \left\{ \eta_{2,1}(T) \frac{H_1(x - \mu; \Sigma)}{\Sigma} + \eta_{2,2}(T) \frac{H_2(x - \mu; \Sigma)}{\Sigma^2} \right\} n[x; \mu, \Sigma] + o(\epsilon^2).
\]

• Call option price with strike price $K$ and maturity $T$:

\[
\frac{C(0)}{P(0,T)} = \int_k^\infty (s_0 e^x - K) f_{X_T^{(c)}}(x) dx,
\]

where $k = \log \frac{K}{s_0}$, and $P(0,T)$ denotes the price at time 0 of a zero coupon bond with maturity $T$. 
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An Expansion of Implied Volatility

I follow Fouque-Papanicolaou-Sircar(2000) using the result in the previous subsection.

• An implied volatility $\sigma_I$ is determined so that:

$$C^{BS}(K,T,\sigma_I) = C(K,T).$$

Here, $C^{BS}(K,T,\sigma)$ denotes the call price with strike $K$, maturity $T$ and volatility $\sigma$ under the Black-Scholes model; $C(K,T)$ denotes the call price with strike $K$ and maturity $T$ under a stochastic volatility model in the previous section.

• Define $\bar{\sigma}$ as $\bar{\sigma} = \Sigma_T^{\frac{1}{2}}$.

• Suppose that an implied volatility is expanded around $\bar{\sigma}$:

$$\sigma_I = \bar{\sigma} + \epsilon \sigma_1 + \epsilon^2 \sigma_2 + o(\epsilon^2)$$

• Then, $C^{BS}(K,T,\sigma_I)$ is expanded as:

$$C^{BS}(K,T,\sigma_I) = C^{BS}(K,T,\bar{\sigma}) + \epsilon \left\{ \left. \partial C^{BS}(K,T,\sigma) / \partial \sigma \right|_{\sigma=\bar{\sigma}} \right\} \sigma_1 + \epsilon^2 \left\{ \left. \partial C^{BS}(K,T,\sigma) / \partial \sigma \right|_{\sigma=\bar{\sigma}} \right\} \sigma_2 + \epsilon^2 \left\{ \left. \partial^2 C^{BS}(K,T,\sigma) / \partial \sigma^2 \right|_{\sigma=\bar{\sigma}} \right\} (\sigma_1)^2.$$

• On the other hand, by an asymptotic expansion,

$$C(K,T) = C^{BS}(K,T,\bar{\sigma}) + \epsilon C_1 + \epsilon^2 C_2.$$

• Hence, $\sigma_1$ and $\sigma_2$ are obtained as

$$\begin{align*}
\sigma_1 &= \frac{C_1 / \left\{ \left. \partial C^{BS}(K,T,\sigma) / \partial \sigma \right|_{\sigma=\bar{\sigma}} \right\}}{\left\{ \left. \partial^2 C^{BS}(K,T,\sigma) / \partial \sigma^2 \right|_{\sigma=\bar{\sigma}} \right\} \left( \sigma_1 \right)^2} \\
\sigma_2 &= \frac{C_2 - \frac{1}{2} \left\{ \left. \partial^2 C^{BS}(K,T,\sigma) / \partial \sigma^2 \right|_{\sigma=\bar{\sigma}} \right\} \sigma_1}{\left\{ \left. \partial C^{BS}(K,T,\sigma) / \partial \sigma \right|_{\sigma=\bar{\sigma}} \right\}}.
\end{align*}$$

• The higher order expansion is obtained in the similar way.
• 4-th order expansion:

\[ C = C_0 + \epsilon C_1 + \epsilon^2 C_2 + \epsilon^3 C_3 + \epsilon^4 C_4 + O(\epsilon^5). \]

\[ \sigma^{\text{implied. vol}} = \bar{\sigma} + \epsilon \sigma_1 + \epsilon^2 \sigma_2 + \epsilon^3 \sigma_3 + \epsilon^4 \sigma_4 + O(\epsilon^5) \]

\[ \sigma_1 = \frac{C_1}{C^{BS}_\sigma(\bar{\sigma})}, \]

\[ \sigma_2 = \frac{C_2}{C^{BS}_\sigma(\bar{\sigma})} - \frac{1}{2} \frac{C^2_1}{C^{BS}_\sigma(\bar{\sigma})^3} C^{BS}_{\sigma \sigma}(\bar{\sigma}), \]

\[ \sigma_3 = \frac{C_3}{C^{BS}_\sigma(\bar{\sigma})} - \left( \frac{C_1}{C^{BS}_\sigma(\bar{\sigma})^2} \right) \left( \frac{C_2}{C^{BS}_\sigma(\bar{\sigma})} - \frac{1}{2} \frac{C^2_1}{C^{BS}_\sigma(\bar{\sigma})^3} C^{BS}_{\sigma \sigma}(\bar{\sigma}) \right) C^{BS}_{\sigma \sigma}(\bar{\sigma}) - \frac{1}{3!} \frac{C^3_1}{C^{BS}_\sigma(\bar{\sigma})^4} C^{BS}_{\sigma \sigma \sigma}(\bar{\sigma}). \]

\[ \sigma_4 = \frac{1}{C^{BS}_\sigma(\bar{\sigma})} \left\{ C_4 - \frac{1}{2} C^{BS}_{\sigma \sigma}(\bar{\sigma}) \sigma_2^2 - C^{BS}_{\sigma \sigma \sigma}(\bar{\sigma}) \sigma_1 \sigma_3 - \frac{1}{4} C^{BS}_{\sigma \sigma \sigma}(\bar{\sigma}) \sigma_1^2 \sigma_2 - \frac{1}{3!} C^{BS}_{\sigma \sigma \sigma}(\bar{\sigma}) \sigma_1^3 \right\}. \]

\[ C^{BS}_\sigma = f \sqrt{T} n(d_1), \]

\[ C^{BS}_{\sigma \sigma} = \frac{f \sqrt{T}}{\sigma} n(d_1) d_1 d_2, \]

\[ C^{BS}_{\sigma \sigma \sigma} = f \sqrt{T} \frac{1}{\sigma^3} n(d_1) \{ d_1^3 d_2 - d_1 d_2 - d_1^2 - d_2^2 \} \]

\[ C^{BS}_{\sigma \sigma \sigma \sigma} = f \sqrt{T} \frac{1}{\sigma^4} n(d_1) \{ d_1^4 d_2^2 - 3 d_1 d_2^3 - 3 d_1^3 d_2 - 3 d_1^2 d_2^2 + 3 d_1^2 + 3 d_2^2 + 6 d_1 d_2 \} \]

\[ n(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2}, \]

\[ d_1 = \frac{\log \left( \frac{K}{\delta} \right)}{\sqrt{\sigma^2 T}} + \frac{1}{2} \sqrt{\sigma^2 T}, \]

\[ d_2 = \frac{\log \left( \frac{K}{\delta} \right)}{\sqrt{\sigma^2 T}} - \frac{1}{2} \sqrt{\sigma^2 T}. \]
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7 Future Research

- Detailed examination of approximations
- Comparison with other methods
- Dynamic optimal portfolio in incomplete markets
- Barrier type derivatives
- Levy processes