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Chapter I: The Brauer group of a �eld

x 1. Central simple algebras and Brauer groups

Let K be a �eld. Let Mn(K) denote the algebra of n � n-matrices with entries in
K. We call an algebra A over K a form or a descent over K of the matrix algebra if
for some �eld extension L=K, L
K A

��!Mn(L). The algebra Mn(K) has trivially
this property. We are interested in the study of nontrivial forms for the matrix
algebra. We call an algebra A over K central if the centre of A is K, and simple if
[A : K] < 1 and the only two-sided ideals of A are 0 and A. We shall show that
the forms for the matrix algebra are precisely central simple algebras.

Lemma 1.1. Let A be a central simple algebra over K and B a K-algebra whose
only two-sided ideals are 0 and B. Then the only two-sided ideals of A
K B are 0
and A
K B.

Proof. By Wedderburn's theorem, A
��!Mr(D), D a division ring, and centreD =

centreMr(D) = centreA = K. Since every two-sided ideal of Mr(D 
K B) comes
from a two-sided ideal of D
K B, we replace A by D and assume that A is a �nite
dimensional central division algebra over K. Let A 6= 0 be a two-sided ideal of
A 
K B. Let feigi2I be a K-basis for B. Every element a 2 A, a 6= 0, can be
uniquely written as

P
i2J ai 
 ei, J � I, ai 2 A. We call `(a) = jJ j. We choose

a 2 A with `(a) minimal. Replacing a by (a�1jo 
 1)a, for some jo 2 J , we may
assume ajo = 1. For any d 2 A, a0 = (d
1)a�a(d
1) =P(dai�aid)
ei 2 A and
`(a0) < `(a), ajo being 1, unless a0 = 0. Since `(a) is minimal, a0 = 0 ) dai = aid
for all i 2 J ) ai 2 K for all i 2 J ) a 2 A \ 1 
 B. Since B is simple,
A\ (1
B) = 1
B ) 1
 1 2 A ) A = A
K B. �

Lemma 1.2. Let A and B be K-algebras, then centre (A
K B) =
= centreA
K centreB.

Proof. Clearly, centreA
K centreB � centre (A
K B). Let x 2 centre (A
K B).
Write x =

P
i ei 
 bi, feigi2I a basis of A over K, the condition (1
 b)x = x(1
 b)

for all b 2 B implies, by the linear independence of feig, that bbi = bib for all b 2 B.
Thus centre (A
K B) � A
K centreB. Similarly, centre (A
KB)centreA
K B so
that centre (A
K B) � (A
K centreB)\ (centreA
K B) � centreA
K centreB.

�

Proposition 1.3. If A and B are central simple algebras over K, then A
K B is
a central simple algebra over K.

Proof. Immediate from Lemma 1.1. and Lemma 1.2.. �
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Proposition 1.4. The following are equivalent.

1) A is a central simple algebra over K.

2) A is form over K for the matrix algebra.

Proof. Let A be a form over K for the matrix algebra and let L be a �eld extension
of K such that L 
K A

��! Mn(L). Then [A : K] = [Mn(L) : L] = n2. By Lemma
1.2.,

centre (L
K A) = L
K centreA = centreMn(L) = L:

Thus [centreA : K] = [L
K centreA : L] = 1 and centreA = K. If A 6= 0 is a
two-sided ideal of A, then L 
K A 6= 0 is a two-sided ideal of L 
K A

��! Mn(L).
SinceMn(L) is simple we must have L
KA = L
K A; hence A = A. Suppose now
that A is a central simple algebra over K. Let K denote the algebraic closure of
K. By Lemma 1.1. and Lemma 1.2., K 
K A is central simple over K. Since the
only �nite dimensional division algebra over an algebraically closed �eld is itself, it
follows, by Wedderburn's theorem, that K 
K A

��!Mn(K). �

Let A be a central simple algebra over K. An extension L=K of �elds is called a
splitting �eld for A if L
K A ��!Mn(L). Proposition 1.4. asserts that every central
simple algebra admits of a splitting �eld. In fact, we have the following

Proposition 1.5. Every central simple algebra A over K admits of a splitting �eld
L which is a �nite extension of K.

Proof. Let K denote the algebraic closure of K and ' : K 
K A
��! Mn(K)

be an isomorphism of K-algebras. If feig, 1 � i � n2 is a K-basis of A and
'(1
 ei) =

P
j;k �ijkejk, fejkg, 1 � j; k � n denoting the standard basis of Mn(K),

we set L = K(�ijk), 1 � i � n2, 1 � j, k � n. Then ' induces an L-algebra
homomorphism ~' : L
K A!Mn(L). Since L
K A is simple, e' is injective. Since
n2 = [A : K] = [Mn(L) : L], ~' is an isomorphism. �

The isomorphism classes of central simple algebras over K form a set which we
denote by S. The set S is a commutative monoid, with tensor product over K as the
operation, and the class of K as the identity element. We introduce an equivalence
relation on S as follows. If A is a central simple algebra over K, A

��! Mr(DA)
where DA is a central division algebra over K, whose isomorphism class is uniquely
determined by A. We de�ne A � B (Brauer equivalent) if and only if DA

��! DB.
We denote by [A], the class of A in S=�. We note that if A is Brauer equivalent to
B and [A : K] = [B : K], then A is isomorphic to B. Two algebras A and B are
Brauer equivalent if and only if Mr(A)

��!Ms(B) for some integers r and s.

The equivalence relation on S is compatible with the monoid structure on S, i.e.
A � A0; B � B0 ) A
K B � A0 
K B0. Thus the set S=� is again a commutative
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monoid under the operation induced by tensor product over K. We use multiplica-
tive notation for this operation. The identity element is the class of all matrix
algebras over K. The following proposition shows that S=� is in fact a group.

Proposition 1.6. For a central simple algebra A over K, if Aop denotes the opposite
algebra, then Aop is central simple and [A][Aop] = [K] in S=�.

Proof. If A is central simple, clearly Aop is again central simple. The maps
A ! EndKA, a 7! La and Aop ! EndKA, a 7! Ra, La, Ra denoting the left
and right multiplications, induce a homomorphism ' : A 
K Aop ! EndKA, since
La ÆRb = Rb ÆLa, a; b 2 A. Since A
K Aop is simple (1.1.), ' is injective. Further
[A 
K Aop : K] = [A : K]2 = [EndKA : K] so that ' is surjective and hence an
isomorphism. For a choice of basis of A over K, EndKA is isomorphic to a matrix
algebra over K. �

The group S=� is called the Brauer group of K, denoted by Br(K). The assignment
A 7! DA yields a bijection between Br(K) and the set of isomorphism classes of
central division algebras over K. Thus the Brauer group classi�es �nite dimensional
central division algebras over K. If K is an algebraically closed �eld, then Br(K) is
trivial, since the only �nite dimensional division algebra over K is itself. If K = R,
the �eld of real numbers, a classical theorem of Frobenius asserts that Br(R) ' Z=2Z,
the nontrivial class being the class of the real quaternion algebra H. If K is a �nite
�eld, in view of a celebrated theorem of Wedderburn, Br(K) is trivial.

The assignment K 7! Br(K) is functorial. In fact, if K ,! L is an injection of
�elds, we have an induced functorial homomorphism Br(K) ! Br(L) de�ned by
[A]! [L
K A]. We conclude this section by recording a proposition which will be
needed later.

Proposition 1.7. Let K(X) denote the rational function �eld in the variable X.
The inclusion K ,! K(X) induces an injection Br(K) ,! Br(K(X)).

Proof. Let A be a central simple algebra over K such that K(X) 
K A is iso-
morphic to a matrix algebra over K(X). Let ' : K(X) 
K A

��! Mn(K(X))
be an isomorphism of K(X)-algebras. If K is �nite, Br(K) is trivial so that
A

��! Mn(K). Suppose K in�nite. Let feig, 1 � i � n2 be a basis of A over
K and let '(1
 ei) =

P
j;k �ijkejk, fejkg, 1 � j, k � n, denoting the matrix units

in Mn(K(X)), �ijk 2 K(X). Let f 2 K[X] be such that f � �ijk 2 K[X] for all i, j
and k. Then ' induces a K[X; 1=f ]-algebra homomorphism ~' : K[X; 1=f ]
K A!
Mn(K[X; 1=f ]). Since K is in�nite, we can choose � 2 K such that f(�) 6= 0. Spe-
cialising e' at � yields a K-algebra homomorphism A!Mn(K) which is necessarily
an isomorphism, since A is central simple over K of dimension n2. �
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x 2. Existence of Galois splitting �elds

We begin with the following two theorems which show how a simple subalgebra sits
inside a central simple algebra. The proofs may be found, for example, in the book
of Albert.

Theorem 2.1. Let A be a central simple K-algebra and B a simple subalgebra.
Then the commutant B0 = fa 2 A j ab = ba 8b 2 Bg of B is again simple and
[B : K][B0 : K] = [A : K].

Theorem 2.2. Let B be a simple subalgebra of a central simple algebra A. If
 : B ! A is a K-algebra homomorphism, there exists a unit u of A such that
 (x) = uxu�1 for all x 2 B. In particular,  extends to an inner automorphism of
A.

We call a commutative subring B of A, a maximal commutative subring if B is not
properly contained in any commutative subring of A. We derive from Theorem 2.1.
the following

Corollary 2.3. Let L be a sub�eld of a central simple algebra A over K. Then L is
a maximal commutative subring of A if and only if [A : K] = [L : K]2. In particular,
a sub�eld L of a central division algebra D over K is a maximal commutative sub�eld
if and only if [D : K] = [L : K]2.

Proposition 2.4. Let A be a central simple algebra over K and L a sub�eld of A
which is a maximal commutative subring. Then L is a splitting �eld for A.

Proof. We regard A as the bimodule AAL. The mapping A ! EndLA given
by a 7! La and mapping L ! EndLA given by x 7! Rx commute to yield an
induced homomorphism ' : L 
K A ! EndLA. Since the �eld L is a maximal
commutative subring of A; [L : K]2 = [A : K] = [A : L][L : K] = n2 so that
[L 
K A : L] = n2 = [EndLA : L]. Since L 
K A is central simple over L, ' is
indeed an isomorphism. The algebra EndLA may be identi�ed with Mn(L) through
a choice of an L-basis for A. �

Lemma 2.5. If L is a splitting �eld for a central simple algebra A over K, then L
is a splitting �eld for Aop and for any B Brauer equivalent to A.

Proof. Let ' : L
A ��!Mn(L) be an isomorphism of L-algebras. Then L
KAop ��!
(L 
 A)op

��! Mn(L)
op ��! Mn(L), the last isomorphism being given by matrix

transposition. The second assertion follows from the fact that L splits A if and only
if L splits DA. �
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In view of Lemma 2.5., it makes sense to talk of the splitting �eld of Brauer class.

Proposition 2.6. Let A be a central simple algebra over K and L a �nite extension
of K. Then L is a splitting �eld for A if and only if there exists a central simple
algebra B, Brauer equivalent to A, which contains L as a maximal commutative
subring. The algebra B is unique up to isomorphism.

Proof. If B;B0 are two central simple algebras Brauer equivalent to A and both
of which contain the �eld L as a maximal commutative subring, then [B : K] =
[L : K]2 = [B0 : K] (see 2.3.). Thus B and B0 are two Brauer equivalent central
simple K-algebras of the same rank and hence isomorphic (see after 1.5.) This
proves the uniqueness of B up to isomorphism. Let B � A contain L as a maximal
commutative subring. Then L splits B by 2.4. and hence L splits A by 2.5..

Suppose A is a central simple algebra over K, split by a �nite extension L over K.
We may assume without loss of generality, that A = D is a division algebra over K.
Since L also splits Dop, we have an isomorphism ' : L
KDop ��!Mn(L). We regard
Ln as a bimodule LL

n
D through '. Let m be the dimension of Ln regarded as a right

vector space over D. Then we have an injection L ,! EndDL
n ��! Mm(D). Thus

B =Mm(D) is a central simple algebra over K, Brauer equivalent to D, containing
L as a sub�eld. We have mn2 = [Ln : D][D : K] = [Ln : K] = n[L : K] so that
[L : K] = mn. Further [Mm(D) : K] = m2n2. In view of 2.3., L is a maximal
commutative subring of Mm(D). �

For a central simple algebra A over K, we de�ne degree A = n if [A : K] = n2 and
index A = degree DA. We note that indexA divides degreeA.

Corollary 2.7. Let L be a �nite extension of K which splits A. Then indexA
divides [L : K].

Proof. Let B � A contain L as a maximal commutative subring (2.6.). Then
indexA = indexB j degreeB = [L : K]. �

Theorem 2.8. Let D be a central division algebra over K. Then there exists a
maximal commutative sub�eld L of D which is separable over K.

Proof. Let [D : K] = n2. We prove the theorem by induction on n, the theorem
being trivial for n = 1. Assume �rst that D contains an element c 6= K, which
is not purely inseparable over K. Let L 6= K be a sub�eld of K(c), containing
K and separable over K. If L is a maximal commutative sub�eld of D, we are
through. Otherwise, let D0 denote the commutant of L in D. Then, by 2.1., D0

is a central division algebra over L whose dimension is strictly less than n2. By
induction assumption, D0 contains a maximal commutative sub�eld L0 separable
over L. Using 2.3., it is easy to see that L0 is a maximal commutative sub�eld of
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D. Further, L0 is separable over K, and the theorem is proved. To exhibit such
an element c 2 D, we take any element � 2 D, � 62 K. The only case to consider
is when �p

m 2 K for some integer m (otherwise take � = c). Let �p
n 2 K and

�p
n�1 62 K. Let � denote the inner automorphism of D given by �p

n�1
. Then �p = 1

so that (� � 1)p = 0 (note that charK = p) and � � 1 6= 0. Let r � 1 be an integer
such that (� � 1)r 6= 0 and (� � 1)r+1 = 0. Let y 2 D be such that (� � 1)r(y) 6= 0.
If a = (� � 1)r�1(y) and b = (� � 1)r(y), then it may be checked that if c = b�1a,
then �c = 1 + c so that c is not purely inseparable over K. �

Corollary 2.9. If A is a central simple algebra over K, there exists a �nite Galois
extension L over K which splits A.

Proof. We assume, without loss of generality, that A is a central division algebra
over K. Let L1 be a maximal commutative sub�eld of A, separable over K. By
2.4., L1 splits A. Since any �eld containing L1 is again a splitting �eld for A, we
may choose L to be the Galois closure of L1 over K. �

x 3. Crossed-Products

Let L be a �nite Galois extension of K with Galois group G(L=K) = G. Then the
action of G on L makes both the additive group L and the multiplicative group
L� = L n f0g into Z[G]-modules, Z[G] denoting the group ring. For any group G
and a Z[G]-module M , we shall de�ne, in a later section, the cohomology groups
Hn(G;M), for each integer n � 0. We shall here give an ad hoc de�nition of
H2(G;L�).

A (normalized) 2-cocycle of G with values in L� is a map f : G�G! L� with the
property f(1; 1) = 1, and for �1; �2; �3 2 G,

�1f(�2; �3)f(�1; �2; �3)
�1f(�1; �2; �3)f(�1; �2)�1 = 1:

If f is a normalized 2-cocycle, it may be veri�ed that f(1; �) = f(�; 1) = 1 for all
� 2 G. The 2-cocycles form an abelian group under the operation

(f + g)(�1; �2) = f(�1; �2)g(�1; �2):

This group is denoted by Z2(G;L�). A (normalized) 2-coboundary is a map Æh :
G � G ! L� of the form (�; �) 7! �(h(�))h(��)�1 where h : G ! L� is a map
with h(1) = 1. Clearly Æh is a 2-cocycle and the 2-coboundaries form a subgroup
denoted by B2(G;L�) of Z2(G;L�). Let H2(G;L�) = Z2(G;L�)=B2(G;L�). We call
H2(G;L�) the second cohomology group of G with coeÆcients in L�.

Let f 2 Z2(G;L�). For each � 2 G, let e� denote a symbol. Let (K;G; f) be the free
left L-vector space on the set fe�g, � 2 G, as a basis. We de�ne a multiplication on
(K;G; f) by setting

(�e�)(�e� ) = ��(�)f(�; �)e�� (�)
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and extending it to (K;G; f) by distributivity. The algebra (K;G; f) so de�ned is
called a crossed-product over L.

Proposition 3.1. The multiplication de�ned above makes (K;G; f) into a central
simple algebra over K. The map L ! (K;G; f), x 7! xe1, is an injection of L
onto a sub�eld of (K;G; f) which is a maximal commutative subring. In particular,
[(K;G; f) : K] = [L : K]2.

Proof. The condition (e�1e�2)e�3 = e�1(e�2e�3) is equivalent to the condition that f
is a 2-cocycle. Thus (K;G; f) is an associative algebra. The fact that f is normalized
implies that e1 is the identity element of (K;G; f). Since (K;G; f) is a (left) vector
space over L of dimension jGj = [L : K], it follows that

[(K;G; f) : K] = [(K;G; f) : L][L : K] = [L : K]2:

Let x =
P

�2G x�, e�, x� 2 L be a central element of (K;G; f). Then, for every
a 2 L�, the condition ax = xa implies x� = 0 for � 6= 1. Thus x = x1e1. The
condition xe� = e�x for all � 2 G implies that �(x1) = x1 for all � 2 G so that
x1 2 K. We next prove that (K;G; f) is simple. Let A be a non-zero two-sided
ideal of (K;G; f). For x 2 A, x 6= 0, if x =

P
�2G x�e�, we de�ne `(x) = the number

of x� 6= 0 in this expression. Let x 2 A be an element with `(x) minimal. Let �o
be such that x�o 6= 0. Multiplying x on the left by x�1�0 and on the right by e�1�o , we
may assume x = 1 � e1 +

P
� 6=1 x�e�. For every d 2 L, `(dx � xd) < `(x), unless

dx � xd = 0. Since dx � xd 2 A, it follows that dx � xd = 0 for every d 2 L,
i.e. x� = 0 for all � 6= 1. Thus x = e1 2 A so that A = (K;G; f). Finally, since
[(K;G; f) : K] = [L : K]2, by 2.3., it follows that L is a maximal commutative
subring of (K;G; f). �

Corollary 3.2. If fe0�g�2G are non-zero elements of (K;G; f) satisfying e0�x =
�(x)e0�, then there exist non-zero elements u� 2 L�, for each � 2 G such that
e0� = u�e�.

Proof. Since e0�e
�1
� commutes with every element of L; L being a maximal commu-

tative subring of (K;G; f); e0�e
�1
� = u� 2 L�. �

The following proposition asserts that the isomorphism class of (K;G; f) is uniquely
determined by the cohomology class [f ] of f in H2(G;L�).

Proposition 3.3. Let f; g 2 Z2(G;L�). Then (K;G; f) and (K;G; g) are isomor-
phic if and only if f � g 2 B2(G;L�).

Proof. Suppose f = g + Æh where h : G ! L� is a map with h(1) = 1. Let fe�g,
fe0�g � 2 G, be bases of (K;G; f) and (K;G; g) respectively, satisfying (�) with
respect to f and g. The map e� 7! h(�)e0�, x 7! x, x 2 L can be veri�ed to induce
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an isomorphism of the K-algebras (K;G; f) onto (K;G; g). Suppose conversely that
' : (K;G; f) ! (K;G; g) is an isomorphism of K-algebras. Since Le01 and '(Le1)
are simple subalgebras of (K;G; g), both isomorphic to L, in view of 2.2., there
exist a unit u 2 (K;G; g) such that '(xe1) = u(xe01)u

�1 for all x 2 L. Replacing
' by Int u�1 Æ ', we may assume that '(xe1) = xe01. Then, since f'(e�)g; � 2 G,
satisfy (�) there exists u� 2 L� such that '(e�) = u�e

0
� with u1 = 1 by 3.2.. Let

h : G! L� be de�ned by h(�) = u�. It is easily veri�ed that f = g + Æh. �

Proposition 3.4. For f 2 Z2(G;L�), the algebra (K;G; f) is isomorphic to a
matrix algebra if and only if f 2 B2(G;L�).

Proof. Let f 2 B2(G;L�). In view of 3.3., it is enough to show that (K;G; f) is a
matrix algebra for f = 1, the trivial cocycle. The assignment '(e�) = �, '(x) = Rx,
x 2 L, Rx denoting multiplication by x, extends to a K-algebra homomorphism
' : (K;G; f)! EndKL, which is indeed an isomorphism. Conversely, if (K;G; f)

��!
Mn(K), n = [L : K], since (K;G; 1)

��! Mn(K), it follows from 3.3. that f 2
B2(G;L�). �

Proposition 3.5. Let f; g 2 Z2(G;L�) then the algebra (K;G; f + g) is Brauer
equivalent to (K;G; f)
K (K;G; g).

Proof. (A sketch of a proof) Let L = K(�) and let f = xn + an�1xn�1 + : : :+ ao 2
K[x] be the minimal polynomial of � over K. Since f is separable, f 0(�) 6= 0. The
element

e = f 0(�)�1
X

1�i�n
ai

X
0�j�n�1

�j 
 �i�1�j

can be veri�ed to be an idempotent of L
K L � (K;G; f)
K (K;G; g) = �. There
exists a map (K;G; f + g)! � given by e� 7! e(e1� 
 e2�), ` 7! e(`
 1) = e(1
 `),
` 2 L, e�, e1�, e2� denoting the de�ning bases of (K;G; f +g); (K;G; f) and (K;G; g)
respectively, which induces an isomorphism of (K;G; f + g) onto e�e. We have
e�e � �, so that the proposition is proved. �

x 4. Thee Brauer group is torsion

Let L be a �nite Galois extension of K with Galois group G(L=K) = G. Let
Br(L=K) be the subset of Br(K) consisting of those Brauer classes which are split
by L. Obviously, Br(L=K) is a subgroup of Br(K). For f 2 Z2(G;L�), the algebra
(K;G; f) is central simple over K and contains L as a maximal commutative subring
by 3.1. and is therefore split by L (2.4.). In view of 3.3., we have a well-de�ned
map c : H2(G;L�) ! Br(L=K) given by [f ] 7! [(K;G; f)], which, by 3.5. is a
homomorphism. The map c is injective, by 3.4.. The map c is also surjective, in
view of the following

Proposition 4.1. Every central simple algebra over K, split by a �nite Galois
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extension L=K is Brauer equivalent to a crossed-product over L.

Proof. Let A be a central simple algebra over K, split by a �nite Galois extension
L of K. In view of 2.6., A � B, where B contains L as a maximal commutative
subring. By 2.2., every � 2 G(L=K) can be extended to an inner automorphism
Int u� of B; u� being a unit of B. We choose u1 = 1. Since Int (u�u�) and Int (u�� )
both extend �� 2 G, it follows that u�u�u�1�� commutes with L and hence belongs
to L�. Let f(�; �) = u�u�u

�1
�� , �; � 2 G. Then f(1; 1) = 1 and the condition

(u�1u�2)u�3 = u�1(u�2u�3) implies that f is a 2-cocycle. The map e� 7! u�; x 7!
x; x 2 L; � 2 G de�nes a homomorphism ' of (K;G; f) onto A. Since (K;G; f) is
simple and [(K;G; f) : K] = [A : K] = n2, ' is indeed an isomorphism. �

Corollary 4.2. Every central simple algebra over K is Brauer equivalent to a
crossed product over some �nite Galois extension of K.

Proof. Immediate from 2.9. and 4.1.. �

Thus, we have the following

Theorem 4.3. Let L be a �nite Galois extension of K with Galois group G. Then
we have an isomorphism c : H2(G;L�)

��! Br(L=K) given by [f ] 7! [(K;G; f)].

Remark. It is not true in general that over a �eld K, every central division alge-
bra isomorphic to a crossed-product (i.e. every central division algebra contains a
maximal commutative sub�eld, Galois over K). There are counterexamples due to
Amitsur (Israel Journal Math., 12 (1972)). However, it is still an open question
whether any central division algebra over K of degree p, p a prime, is a crossed-
product.

For a central simple algebra A over K, we de�ne the exponent of A, abbreviated
expA, to be the order of [A] in Br(K). The following theorem shows that expA is
�nite for every central simple algebra A over K.

Theorem 4.5. The group Br(K) is torsion. In fact, for any central simple algebra
A over K, expA divides indexA; i.e., if indexA = m, A
 A : : :
 A (m-times) is
isomorphic to a matrix algebra over K.

Proof. Since the exponent and index are Brauer class invariants, it suÆces to prove
the theorem for a division algebra D. Let [D : K] = n2 so that indexD = n. In
view of 4.2., D is Brauer-equivalent to a crossed product over some �nite Galois
extension L of K. Let ' : (K;G; f) ! Mm(D) be an isomorphism of K-algebras,
G = G(L=K); m � 1. Since L is a maximal commutative subring of (K;G; f),
[L : K]2 = [(K;G; f) : K] = [Mm(D) : K] = m2n2 so that [L : K] = mn.
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We regard L as a maximal commutative subring of Mm(D) through '. The left
Mm(D)-module Dm may be regarded as a left vector space over L. Let p be its
dimension. Then [Dm : K] = [Dm : L][L : K] so that mn2 = pmn ) p = n.
For any � 2 G, '(e�) 2Mm(D) operates on Dm and '(e�)(�x) = �(�)'(e�)(x), for
� 2 L; x 2 Dm; i.e. '(e�) is �-semilinear. For a choice of basis feig 1 � i � n of Dm

over L, f'(e�)g� 2 G can be represented by matrices T� 2 Mn(L). The condition
e�e� = f(�; �) � e�� translates into the condition T��(T� ) = f(�; �)T�� where the
action of G on Mn(L) is entry-wise. Let h(�) = detT�; � 2 G. Then h : G! L� is
a map with h(1) = 1. We have �(h(�))h(�) = f(�; �)nh(��); i.e. nf 2 B2(G;L�).
In view of 3.4., [(K;G; f)]n is trivial in Br(K). Thus expD = exp(K;G; f) divides
n = degreeD. �

x 5. 2-torsion in the Brauer group - Quaternion algebras

We begin with the following

Lemma 5.1. Let A be a central simple algebra over K. If p is a prime which divides
indexA, then p divides expA.

Proof. Since exponent and index are Brauer class invariants, we assume that A is
a crossed product over a �nite Galois extension L of K. Let G = G(L=K) be the
Galois group. Since L splits A, indexA divides [L : K] by 2.1. so that p divides
[L : K] = order of G. Let H be a p-sylow subgroup of G and let L1 be the �xed �eld
of H, so that [L1 : K] = [G : H] is coprime to p. We �rst claim that L1
KA is not a
matrix algebra over L1. For, otherwise, indexA would divide [L1 : K] by 2.1. so that
p j [L1 : K] leading to a contradiction. Further, L
L1 (L1
KA) ' L
KA ��!Mn(L)
so that index L1 
K A divides [L : L1] = pk; k � 1. Let indexL1 
K A = pr; r � 0.
In fact r � 1 since L1 
K A is not a matrix algebra. Since expL1 
K A divides
indexL1
KA (4.5.), expL1
KA = pr, with r � 1. Since Br(K)! Br(L), induced
by [A] ! [L 
K A] is a homomorphism, expL1(L1 
K A) divides expA so that p
divides expA. �

Let 2 Br(K) denote the 2-torsion subgroup of Br(K), i.e. the subgroup of elements
of order � 2. Let [A] 2 2 Br(K). It follows from 5.1. that indexA is a power of
2. An involution (of the �rst kind) of a central simple algebra A over K is an anti-
automorphism � : A! A such that �2 = identity and � is identity onK. An algebra
A is involutorial if it admits of an involution. If A is involutorial, then A

��! Aop so
that [A] 2 2 Br(K). The next two propositions characterise central simple algebras
over K of exponent � 2 as precisely the involutorial algebras over K.

Lemma 5.2. Let A and B be central simple algebras over K which are Brauer
equivalent. If A has an involution, then B has an involution.

Proof. It is enough th show that if D is a central division algebra over K, then
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D has an involution if and only if Mr(D) has an involution. If D has an involution
�, x 7! �(xt) de�nes an involution of Mr(D), the action of � on Mr(D) being
entry-wise. Suppose Mr(D) has an involution �. Let �(eij) = fji, where feijg,
1 � i, j � r are the matrix units of Mr(D). Since � is an anti-automorphism,
it follows that ffijg, 1 � i, j � r are again matrix units of Mr(D) so that they
generate a K-subalgebra of Mr(D), isomorphic to Mr(K). By 2.2. there exists a
unit u 2Mr(D) such that fij = ueiju

�1, for all i; j. We have fij = �(eji) = ueiju
�1

and eji = �(ueiju
�1) = �u�1uejiu�1�u. Thus v = u�1�u commutes with Mr(K) so

that v belongs to the commutant of Mr(K) in Mr(D), namely D.

Case 1. Let u + �u = 0. Then v = �1 and one veri�es that �0 = Int u�1 Æ � is an
involution ofMr(D). Since �0(eij) = eji; �

0 mapsMr(K) onto itself and hence maps
the commutant of Mr(K), namely D onto itself and provides an involution of D.

Case 2. Let u+ �u 6= 0. Then v 6= �1 and 1+ v 2 D is a unit. Thus u0 = u+ �u =
u(1 + v) is a unit of Mr(D) and �0 = Int (u0�1) Æ � de�nes an involution of Mr(D)
which restricts as in case 1 to an involution of D. �

Lemma 5.3 Let A be an algebra of exponent 2 which is a crossed product over some
L � K. Then A has an involution.

Proof. Let A
��! (K;G; f) with G = G(L=K), 2f 2 B2(G;L�). Let h : G ! L� be

a map with h(1) = 1 and such that for all �; � 2 G; f(�; �)2 = �(h(�))h(��)�1h(�).
It is easily veri�ed that the assignment e� 7! e�1� h(�), ` 7! `; ` 2 L; � 2 G induces
an involution of (K;G; f). �

We thus have proved the following

Theorem 5.4. For a central simple algebra A over K, the following are equivalent:

1) [A] 2 2 Br(K)

2) A admits of an involution over K.

Let D be a central division algebra over K of exponent 2. We have seen that
degreeD is a power of 2 (5.1.) and D admits of an involution. We shall now give
examples of algebras of degree 2 over K, the so-called quaternion algebras over K,
which come equipped with a canonical involution.

An associative K-algebra generated by two elements �; � with relations �2 = � +
a; �2 = b, ��+ �� = � with a; b 2 K; 4a+1 6= 0, b 6= 0 is called a quaternion algebra
over K.

Lemma 5.5 Central simple algebras over K of rank 4 are precisely the quaternion
algebras over K.
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Proof. Let A be a quaternion algebra over K, with generators �; � as above.
Suppose that the polynomial x2 � x� a 2 K[x] has a root � 2 K. Then the map

� 7!
�
� 0
0 1� �

�
; � 7!

�
0 1
b 0

�

de�nes an isomorphism of A with M2(K). If the polynomial x2 � x � a 2 K[x] is
irreducible, since 4a + 1 6= 0, the subring K(�) � A is a quadratic extension of K
which is Galois. Let � be the nontrivial automorphism of K(�) over K, de�ned by
�(�) = 1��. Let f 2 Z2(G;K(�)�) be the 2-cocycle f(�; �) = b, (G = G(K(�)=K)).
Then, the map e� 7! �, ` 7! `, ` 2 K(�) induces an isomorphism of (K;G; f) onto
A. Hence A is a central simple algebra over K, which is in fact a crossed product
over K(�). Let conversely A be any central simple algebra of rank 4 over K. If
A = M2(K), � = (10

0
0), � = (01

1
0) satisfy �2 = �, �2 = 1 and �� + �� = � and

generate M2(K) so that M2(K) is a quaternion algebra. Suppose A is a division
algebra over K of rank 4. Let L be a maximal commutative sub�eld of D, separable
over K (see 2.8.). Let L = K(�) and let �2 = �� + h; �; h 2 K. If charK = 2,
since � is separable, � 6= 0. If charK 6= 2, replacing � by � + 1 if necessary, we
assume that � 6= 0. We again replace � by ��1� and assume that � satis�es the
equation �2 = � + a; a 2 K. The condition that � is separable over K implies that
4a+1 6= 0. Since A contains the Galois extension L=K, A is a crossed product over
L by 5.4.. Let e� = �, where � is the Galois automorphism � 7! 1� � of L. Then
�2 = e2� = f(�; �) � 1 2 L�. Since f(�; �) is a power of e�; f(�; �) commutes with e�
and since it commutes with L; f(�; �) 2 K�. Let b = f(�; �). By the de�nition of
�; ����1 = 1� � so that �� + �� = �. Thus A is a quaternion algebra over K. �

Let A be a quaternion algebra over K with generators �; � as above. Since exp A =
1 or 2, A certainly admits of an involution (see 5.4.). The assignment � 7! 1��; � 7!
�� can be extended to an involution x 7! �x of A. This involution has the property
that for each x 2 A;N(x) = x�x and T (x) = x + �x belong to K.

Any involution on A with this property coincides with the involution x 7! �x. We call
this, the canonical involution of A. The map N : A ! K is multiplicative, called
the reduced norm and the map T : A! K is additive and is called the reduced trace.
Since any central simple algebra of rank 4 is either a matrix algebra or a division
algebra, a quaternion algebra A is isomorphic to a matrix algebra if and only if there
exists a non-zero element x 2A such that Nx = 0.

Proposition 5.6. Let A be a quaternion algebra with generators �; � with �2 = �+a,
�2 = b, ��+ �� = �, 4a+1 6= 0, b 6= 0, a, b 2 K. Then A is a matrix algebra if and
only if there exist �, � 2 K such that b = �2 + ��� a�2.

Proof. Let x 2 A be written, with respect to the basis (1; �; �; ��) of A as a linear
combination �1 + �1� + 
1� + Æ1��, �1, �1, 
1, Æ1 2 K. Then

N(x) = (�21 + �1�1 � a�2
1)� b(
21 + 
1Æ1 � aÆ21):
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Suppose there exist �, � 2 K with b = �2+���a�2. Then x = �+��+� 6= 0 and has
norm 0. Hence A is a matrix algebra over K. Suppose conversely, that A is a matrix
algebra over K. Let x 2 A, x 6= 0 with Nx = 0 and let x = �1 + h1� + 
1� + Æ1��.
If the equation �2 + �� � a�2 = 0 has a nontrivial solution �, � 2 K, then the
algebra K(�)

��! K[x]=(x2 � x � a) is isomorphic to K � K so that the norm
No : K(�) ! K is surjective. In particular, there exists y = � + �� 2 K(�) such
that N(y) = �2+���a�2 = b. On the other hand, if the equation �2+���a�2 = b
has no nontrivial solution in K, then K(�) is a quadratic extension of K. We have
Nx = 0) (�21 + �1�1� a�2

1) = b(
21 + 
1Æ1� aÆ21)) 
21 + 
1Æ1� aÆ21 6= 0; 
1; Æ1 6= 0
and b = (�21 + �1�1 � a�2

1)=(

2
1 + 
1Æ1 � aÆ21) = �2 + �� � a�2 where �� + � =

(�1� + �1)(
1� + Æ1)
�1 2 K(�). �

Proposition 5.7. Let K be a �eld of characteristic 6= 2. Then quaternion algebras
over K are precisely algebras generated by �, � with the relations �2 = a, �2 = b,
��+�� = 0, a, b 2 K�. Such an algebra is a matrix algebra if and only if there exist
�, � 2 K such that b = �2 � a�2.

Proof. Let � 0, �0 be generators of A with � 02 = � 0 + a0, �02 = b0, � 0�0 + �0� 0 = �0,
1 + 4a0, b0 6= 0 in K. Let � = � 0 � 1=2, � = �0, a = a0 + 1=4 and b0 = b. Then �, �
are the required generators for A. The �nal assertion is a consequence of 5.6.. �

Tensor products of quaternion algebras are of degree 2n and involutorial. The fol-
lowing natural question arises:

Q (1) Is every central simple algebra over a �eld K of degree 2n, with an involution,
isomorphic to a tensor product of quaternion algebras?

This question has an aÆrmative answer if n = 2 (Albert). However Amitsur-Rowen-
Tignol (Israel Journal Math. 33, (1979) have constructed �nite dimensional central
simple algebras over �elds of characteristic 6= 2 of degree 2n, n � 3, with involutions,
which are not isomorphic to a tensor product of quaternion algebras.

There is however a weaker question:

Q (2) Is every central simple algebra with an involution, Brauer equivalent to a
tensor product of quaternion algebras? (In other words: Is 2 Br(K) generated by
quaternion algebras?)

If charK = 2, this question has an aÆrmative answer, due to Albert. If charK 6= 2,
it was an open problem, and a consequence of the theorem of Merkurjev is that this
is indeed the case.
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Chapter II: Cohomology of groups

x 1. De�nition of cohomology groups

Let G be a group and Z[G] the integral group ring. By a G-module, we mean a
(left) Z[G]-module. Any abelian group A can be regarded as a G-module by setting
x � a = a for all x 2 G, a 2 A. Such a G-module is called a trivial G-module. In
particular, we shall regard Z as a trivial Z[G]-module. Let H be a subgroup of G
and A any H-module. We de�ne on HomZ[H]

�
Z[G]; A

�
a left G-module structure

through the right G-module structure of Z[G]; i.e., for f 2 HomZ[H]

�
Z[G]; A

�
, x,

y 2 G, we de�ne (xf)(y) = f(yx). A G-module B is said to be co-induced from
H if there exists an H-module A and an isomorphism B

��! HomZ[H]

�
Z[G]; A

�
of

Z[G]-modules. A G-module A is called co-induced if it is co-induced from the trivial
subgroup (e); i.e., A is isomorphic to HomZ

�
Z[G]; B

�
= B� for some abelian group

B. Every G-module A can be embedded in a co-induced module. In fact, we have a
G-homomorphism i : A! A� = HomZ

�
Z[G]; A

�
given by a 7! fa where fa(x) = xa,

x 2 G, which is clearly injective.

For any G-module A, we set AG = HomZ[G](Z; A) (Z being the trivial Z[G]-module).
The inclusion

HomZ[G](Z; A) ,! HomZ(Z; A) = A

identi�es AG with the set fa 2 A j xa = a 8x 2 Gg which is the group of �xed
points of A for the action of G.

The cohomology groups of G with coeÆcients in a G-module A are a sequence of
abelian groups Hq(G;A), q = 0; 1 : : : such that

1) H0(G;A) = AG

2) For any q � 0 the assignment A 7! Hq(G;A) is (covariant) functorial.

2) For any exact sequence

0! A0 ! A! A00 ! 0

of G-modules, there exist connecting homomorphisms

Æq : H
q(G;A00)! Hq+1(G;A0)

such that the sequence

: : :! Hq(G;A0)! Hq(G;A)! Hq(G;A00)
Æq! Hq+1(G;A0)! : : :

is exact. Further, Æ is functorial for exact sequences; i.e., given a commutative
diagram

0 ���! A0 ���! A ���! A00 ���! 0

f 0

??y f

??y f 00

??y
0 ���! B0 ���! B ���! B00 ���! 0
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of exact sequences of G-modules, the diagram

Hq(G;A00)
Æq���! Hq+1(G;A0)

Hq(f 00)

??y Hq+1(f 0)

??y
Hq(G;B00)

Æq���! Hq+1(G;B0)

commutes.

4)/ For any co-induced module A; Hq(G;A) = 0 for q � 1.

Theorem 1.1 For any group G and any G-module A, cohomology groups Hq(G;A)
exist for q � 0 and are unique up to functorial isomorphisms.

Proof. We �rst prove by induction on q the uniqueness up to functorial isomor-
phisms of the groups Hq(G;A). For q = 0, this follows from Property 1). Let A be
a G-module and q � 1. We have the following short exact sequence

0! A
i
,! A� ! A0 ! 0

where i is the embedding of A in the co-induced module A� = HomZ(Z[G]; A) and
A0 = coker i. If

�
Hq(G;A); Æq

�
,
� eHq(G;A); eÆq� are two sequences of groups with

connecting homomorphisms satisfying 1), 2), 3) and 4) above, we have

0 ���! AG ���! A�
G ���! A0G

Æ0���! H1(G;A) ���! H1(G;A�) = 0


 


 


 



0 ���! AG ���! A�

G ���! A0G
eÆ0���! eH1(G;A) ���! eH1(G;A0�) = 0:

From this diagram, it is clear that there exists a map f1 : H1(G;A) ! eH1(G;A)

satisfying f1Æ0(a) = ~Æ0(a) for all a 2 A0G. Since Æ0 and eÆ00 are functorial in A, f1 is
functorial in A. It is easily veri�ed that f1 is in fact an isomorphism. By induction,
we assume that there is a functorial isomorphism fq�1 : Hq�1(G;A)! eHq�1(G;A).
We have the following commutative diagram which de�nes fq:

0 ���! Hq�1(G;A0)
Æq�1���!
�

Hq(G;A) ���! 0??yfq�1 ??yfq
0 ���! eHq�1(G;A0)

eÆq�1���!
�

eHq(G;A) ���! 0

Since Æq�1; ~Æq�1; fq�1 are all functorial in A, fq is again functorial in A.

We de�ne Hq(G;A) = Extq
Z[G](Z; A), the derived functors of the functor

A! HomZ[G](Z; A) = AG:
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It follows from standard results of homological algebra that Hq(G;A) satis�es 1),
2) and 3). The fact that Hq(G;A) satis�es 4) follows (by taking H = (e)) from the
following more general lemma. �

Lemma 1.2. (Shapiro) Let H be a subgroup of a group G and A an H-module.
Then we have isomorphisms sqA : Hq

�
G;HomZ[H]

�
Z[G]; A

�� ��! Hq(H;A), 8q � 0,
which are functorial in A.

Proof. Let P be a Z[G]-free resolution of Z. Since Z[G] is Z[H]-free, P is also a
Z[H]-free resolution of Z. We have an isomorphism

HomZ[H]

�
P;HomZ[H](Z[G]; A)

� ��! HomZ[H](P;A)

of complexes which is functorial in A so that we have induced isomorphisms

Extq
Z[G]

�
Z;HomZ[H]

�
Z[G]; A

�� ��! Extq
Z[H](ZA; )

which are functorial in A. �

x 2. The standard complex

By results of homological algebra, for any G-module A, the cohomology groups
Hn(G;A) = Extn

Z[G](Z; A) can be computed by using any Z[G]-projective resolution
of Z. In this section, we give an explicit resolution of Z as a Z[G]-module. Let Pi
be the free Z-module on Gi+1 = G� : : :�G (i-times). We let G operate on Pi by
setting g(g0; : : : ; gi) = (gg0; : : : ; ggi) for g 2 G, (g0; : : : ; gi) 2 Gi+1. The Z[G]-module
Pi is free with basis f(1; g1; : : : ; gi); gj 2 G; 1 � j � ig. We de�ne homomorphisms
di : Pi ! Pi�1, i � 1 by setting

di(g0; : : : ; gi) =
X
0�j�i

(�1)j(g0; : : : ; ĝj; : : : ; gi);

which are obviously G-linear. We de�ne " : P0 ! Z by "(g) = 1 for all g 2 G. The
sequence

! : : :! Pi ! Pi�1 ! : : :! P0
"! Z! 0

is indeed a Z[G]-resolution for Z. The fact that d Æ d = 0 and that the complex is
exact are consequences of the fact that there exist Z-linear maps hi : Pi ! Pi+1 (for
example, hi(g0; : : : ; gi) = (s; g0; : : : ; gi) for a �xed s 2 G) such that dhi+1 + hid =
identity.

Let A be a G-module. The cohomology groups Hq(G;A) = Extq
Z[G](Z; A) can be

computed as the homology of the complex

�! HomZ[G](Pi; A)
Æi�! HomZ[G](Pi+1; A) �! : : : ;

where Æi(f) = f Æ di+1. An element of HomZ[G](Pi; A) is called an i-cochain and can
be identi�ed with a map f : Gi+1 ! A satisfying the condition

f(xx0; xx1; : : : ; xxi) = x � f(x0; : : : ; x1)
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for all x 2 G. Such a map is uniquely determined by its values on the elements
of the form (1; x1; x2 : : : xi). We de�ne a function ~f : Gi ! A, associated to an
i-cochain f by setting

~f(x1; : : : ; xi) = f(1; x1; x1x2; : : : ; x1x2 � � �xi):

The map f 7! ~f identi�es the group HomZ[G](Pi; A) with Map(Gi; A), elements
of which are called the non-homogeneous cochains. With this identi�cation, the
coboundary Æi : Map(Gi; A)! Map(Gi+1; A) is given by

Æi(g)(x1; : : : ; xi+1) = x1g(x2; : : : ; xi+1)
+
P

1�j�i (�1)jg(x1; : : : ; xjxj+1; : : : ; xi+1)

+(�1)i+1g(x1; : : : ; xi):

Let Zi(G;A) = ker Æi and B
i(G;A) = im Æi�1. Then

H i(G;A)
��! Zi(G;A)=Bi(G;A):

Elements of Zi(G;A) are called non-homogeneous cocycles and those of Bi(G;A)
non-homogeneous coboundaries.

For i = 1, an element of Z1(G;A) is a map f : G! A such that, for x1; x2 2 G,

f(x1x2) = x1f(x2) + f(x1):

Such an f is called a crossed homomorphism. If G acts trivially on A, then crossed
homomorphisms are precisely the usual homomorphisms. An element of B1(G;A)
is a map of the form x 7! xa � a for some a 2 A. A (non-homogeneous) 2-cocycle
with coeÆcients in A is a map f : G�G! A satisfying.

x1f(x2; x3)� f(x1x2; x3) + f(x1; x2x3)� f(x1; x2) = 0:

A 2-coboundary is a map Æh : G�G! A given by

Æh(x1; x2) = x1h(x2)� h(x1x2) + h(x1);

where h : G! A is any map.

Let f be a 2-cocycle. The cocycle condition on f , written for the triple (x; 1; 1) 2 G3

gives xf(1; 1) = f(1; 1). The map f � : G2 ! A given by f �(x1; x2) = f(x1; x2) �
f(1; 1) is veri�ed to be a cocycle with f �(1; 1) = 0. Such a cocycle is called a normal-
ized 2-cocycle. Since f � = f � Æh where h(x) = f(1:1) for all x 2 G, every 2-cocycle
is cohomologous to a normalized 2-cocycle. It is easily veri�ed that any normalized
2-cocycle satis�es f(x; 1) = f(1; x) = 0 8 x 2 G. The normalized 2-cocycles form
a subgroup of Z2(G;A). If f is a normalized cocycle with f = Æh, then h(1) = 0.
We call a 2-coboundary normalized if it is of the form Æh with h(1) = 0. Thus
H2(G;A) is isomorphic to the group of normalized cocycles modulo the subgroup of
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normalized coboundaries.

x 3. Galois cohomology of the additive and multiplicative groups Let L=K

be a �nite Galois extension with Galois group G = G(L=K). Then both L and L�

are G-modules with the action � � a = �(a), for � 2 G; a 2 L.

Proposition 3.1. (Hilbert Theorem 90) H1(G;L�) = (0).

Proof. Let f 2 Z1(G;L�) be a 1-cocycle. Since elements of G are linearly indepen-
dent over L (Dedekind's theorem), there exist a; b 2 L� such that

P
�2G f(�)�(b) =

a: For any x 2 G,

xa =
X
�2G

xf(�) � x�(b) =
X
�2G

f(x�)f(x)�1x�(b) = f(x)�1 � a;

so that f(x) = xa � a�1 for all x 2 G; i.e., f 2 B1(G;L�). �

Corollary 3.2. Let L=K be a �nite cyclic extension and let � be a generator of
G(L=K). Let a be an element of L�. Then NL=K(a) = 1 if and only if there exists
b 2 L� such that a = �b � b�1.

Proof. If a = �b � b�1, then NL=K(a) = a � �(a) : : : �n�1(a) = 1 where n = order
G. Suppose conversely that a 2 L� with NL=K(a) = 1. It is easy to check that the
assignment � 7! a can be extended to a 1-cocycle f : G! L�. By 3.1. above, there
exists b 2 L� such that f(�) = �b � b�1; i.e. a = �b � b�1. �

Proposition Hn(G;L) = 0; for all n � 1, for any �nite Galois extension L=K
with G = G(L=K).

Proof. There exists a normal basis for L=K, i.e., there exists a 2 L such that
f�a j � 2 Gg is a basis of L over K. Any b 2 L can be uniquely written as b =P

�2G b��(a). The map L ! HomZ(Z[G]; K) given by b 7! (� 7! b��1) is an
isomorphism of G-modules where HomZ

�
Z[G]; K

�
is the module co-induced from

K. Hence Hn(G;L) = 0 for all n � 1. �

x 4. In
ation, restriction and corestriction

Let f : G ! G0 be a homomorphism of groups. Let A be a G-module and A0

a G0-module. Then A0 is a G-module through the homomorphism Z[G] ! Z[G0]
induced by f . Let ' : A0 ! A be a homomorphism of G-modules. The pair (f; ')
is called a compatible pair. They induce, in an obvious manner, homomorphisms
Map(G0n; A0) ! Map(Gn; A), n � 0, of complexes and hence homomorphisms
Hn(G0; A0)! Hn(G;A).
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We have the following examples of compatible pairs. Let f : H ,! G be the inclusion
of a subgroup H in G. Let ' : A! A be the identity map of a G-module A. The ho-
momorphismHn(G;A)! Hn(H;A) induced by this compatible pair is called the re-
striction homomorphism, denoted by res. We note that res : H0(G;A)! H0(H;A)
is the inclusion AG ,! AH . Let H be a normal subgroup of G and � : G ! G=H
the canonical map. For any G-module A; AH is a G=H-module. Let ' : AH ,! A
be the inclusion. Then (�; ') is a compatible pair and the induced homomorphism
Hn(G=H;AH) ! Hn(G;A) is called the in
ation denoted by inf. We note that
inf : H0(G=H;AH)! H0(G;A) is the identity: AG ! AG.

The restriction homomorphism is functorial and commutes with the connecting ho-
momorphisms. More precisely, if f : A ! A0 is a homomorphism of G-modules,
then the diagram

Hn(G;A)
Hn(G;f)�����! Hn(G;A0)??yres

??yres

Hn(H;A)
Hn(H;f)�����! Hn(H;A0)

is commutative and if 0! A0 ! A! A00 ! 0 is an exact sequence of G-modules,
the diagram

Hn(G;A00)
Æn���! Hn+1(G;A0)??yres

??yres

Hn(H;A00) Æn���! Hn+1(H;A0)

commutes.

Similarly, the in
ation is functorial and commutes with connecting homomorphisms.
More precisely, if f : A! A0 is a homomorphism of G-modules, then,

Hn(G=H;AH)
Hn(G=H;f)������! Hn(G=H;A0H)??yinf

??yinf

Hn(G;A)
Hn(G;f)�����! Hn(G;A0)

commutes and if 0 ! A0 ! A ! A00 ! 0 is an exact sequence of G-modules such
that the induced sequence 0! A0H ! AH ! A00H ! 0 is exact, then the diagram

Hn(G=H;A00H) Æn���! Hn+1(G=H;A0H)??yinf

??yinf

Hn(G;A00)
�n���! Hn+1(G;A0)

commutes. The proofs of both these statements are by direct veri�cation.
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Let A be a G-module and B = HomZ[H]

�
Z[G]; A

�
the G-module co-induced from

H. We have a homomorphism of G-module f : A ! B given by a ! f(a), a 2 A
where f(a)(x) = xa. We therefore have an induced homomorphism

Hn(f) : Hn(G;A)! Hn(G;B)

for all n � 0. In view of 1.2., we have isomorphisms

snA : Hn(G;B)
��! Hn(H;A)

so that the composite snA ÆHn(f) is a homomorphism Hn(G;A)
��! Hn(H;A). For

n = 0, this map is the inclusion AG ! AH . Since both Hn(f) and sn are functorial
and commute with the appropriate connecting homomorphisms snA ÆHn(f) is func-
torial and commutes with connecting homomorphisms. Since s0A Æ H0(f) = res, it
follows that snA ÆHn(f) = res. We thus have the following

Proposition 4.1. For any G-module A, the homomorphism

Hn(G;A) �! Hn(H;A)

de�ned as the composite snA ÆHn(f) is the restriction homomorphism.

Proposition 4.2. Let H be a normal subgroup of G and A a G-module. If
H i(H;A) = 0 for 1 � i � n � 1 (in particular there is no condition if n = 1)),
then the sequence

0 �! Hn(G=H;AH)
inf�! Hn(G;A)

res�! Hn(H;A)

is exact.

Proof. The proof is by induction on n. Let n = 1 and let [f ] 2 H1(G=H;AH), with
f 2 Z1(G=H;AH) as a representative, such that inf [f ] = 0. The cocycle

f : G
��! G=H

f�! AH
i
,! A

being a coboundary, there exists a 2 A such that f(x) = xa � a for all x 2 G.
Since f j H is zero, a 2 AH is so that f 2 B1(G=H;AH). Thus inf : H1(G=H;A)!
H1(G;A) is injective. The map resÆ inf is zero since the composite H ,! G! G=H
is trivial. Let f 2 Z1(G;A) such that res [f ] = 0. Let a 2 A be such that f(y) =
ya� a for all y 2 H. If fa : G! A is de�ned by x 7! xa� a; f 0 = f � fa vanishes
on H and [f 0] = [f ] in H1(G;A). The map f 0 induces a 1-cocycle f 00 : G=H ! AH

such that inf [f 00] = [f 0] = [f ].

Suppose n � 1 and assume by induction that the proposition has been proved for
n� 1. We have an exact sequence of G-modules

0 �! A
i�! A� �! A0 �! 0; (�)
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where i is the embedding of A in the co-induced module A� = HomZ
�
Z[G]; A

�
. Since

H1(H;A) = 0, we have an induced exact sequence

0 �! H0(H;A) �! H0(H;A�) �! H0(H;A0) �! 0

i.e.,
0 �! AH �! (A�)H �! (A0)H �! 0: (� �)

We note that (�) is also an exact sequence of H-modules and

A� = HomZ
�
Z[G]; A

� ��! HomZ(
L

G=HZ[H]; A)
��! HomZ(Z[H];

Q
G=HA)

so that A� is co-induced as anH-module. We also note that (� �) is an exact sequence
of G=H-modules and (A�)H

��! HomZ(Z[G=H]; A) is co-induced as a G=H-module.
In view of the remarks made earlier in this section on res and inf commuting with
connecting homomorphisms, we have the following commutative diagram

0 ���! Hn�1(G=H;A0H) inf���! Hn�1(G;A0) res���! Hn�1(H;A0)??yÆn�1 ??yÆn�1 ??yÆn�1
0 ���! Hn(G=H;AH)

inf���! Hn(G;A)
res���! Hn(H;A)

The vertical maps are all isomorphisms since n � 2; A� is co-induced both as a G-
and H-module and (A�)H is co-induced as a G=H-module. The top row is exact, by
induction, since H i(H;A0)

��! H i+1(H;A) = 0 for 1 � i � n�2, A� being co-induced
as an H-module. Hence the bottom row is exact and this completes the proof of the
proposition. �

Corollary 4.3. Let L=K be a �nite Galois extension with Galois group G. Let H
be a normal subgroup of G and LH the �xed �eld of H. Then, the sequence

0 �! H2(G=H; (LH)�) inf�! H2(G;L�) res�! H2(H;L�)

is exact.

Proof. Since H is the Galois group of the extension L=LH , in view of 3.1.,
H1(H;L�) = 0 and the corollary is an immediate consequence of the above propo-
sition. �

Let G be a group and H a subgroup of �nite index. Let fxigi2I be a set of right
coset representatives of H in G. We have a G-linear map

' : HomZ[H]

�
Z[G]; A

� �! A

given by f 7!Pi2I x
�1
i f(xi). This map is independent of the choice of representa-

tives. In fact, if x0i = hixi, hi 2 H, then,X
i

(hixi)
�1 f(hixi) =

X
i

x�1i h�1i f(hixi) =
X
i

x�1i h�1i hif(xi) =
X
i

x�1i f(xi);
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f being Z[H]-linear. This homomorphism is functorial in A and induces a functorial
homomorphism

Hn(') : Hn
�
G;HomZ[H](Z[G]; A)

�! Hn(G;A):

Composing this with the functorial isomorphisms

(snA)
�1 : Hn(H;A)! Hn

�
G;HomZ[H](Z[G]; A)

�
de�ned in 1.2., we obtain a functorial homomorphismHn(H;A)! Hn(G;A) for all
n � 0, called the corestriction, denoted by cores. It is easily seen that it commutes
with the connecting homomorphisms. For n = 0, cores : AH ! AG is the averaging
map m!Pi xim, m 2 AH .

Proposition 4.4. Let G be a group and H a subgroup of �nite index in G. Let A
be a G-module. The composite cores Æ res : Hq(G;A)! Hq(G;A) is multiplication
by [G : H] for all q � 0.

Proof. For q = 0, cores Æ res : AG ,! AH ! AG is the map a 7! P
i xia = na

where n = [G : h]; fxig denoting a set of right coset representatives of H in G. Since
both cores Æ res and multiplication by n are functorial and commute with connecting
homomorphisms, it follows that cores Æ res is multiplication by n = [G : H] for all q.

�

Corollary 4.5. If G is a �nite group of order n and A is any G-module, then
n �Hq(G;A) = 0 for q � 1. In particular if A is n-divisible, then Hq(G;A) = 0 for
q � 1.

Proof. We apply Proposition 4.4. above for H = (1) and note that Hq(H;A) = 0
for q � 1. �

x 5. The Cup-product

LetG be a group and A andB twoG-modules. The Z-moduleA
ZB is made into a
G-module through the diagonal action; i.e., x(a
b) = xa
xb; x 2 G; a 2 A; b 2 B.
Throughout this section, unadorned tensor products are taken over Z.

Theorem 5.1. Let A, B be G-modules and A
B the G-module through the diagonal
action of G. Then, for all p, q � 0, there exist unique homomorphisms

[p;q : Hp(G;A)
Hq(G;B)! Hp+q(G;A
B)

satisfying the following conditions: (for a 2 Hp(G;A), b 2 Hq(G;B), [p;q(a
 b) is
denoted by a [ b)

1) [p;q is functorial in A and B.
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2) [0;0 : AG 
 BG ! (A
 B)G is given by a
 b! a
 b.
3) If 0 ! A0 ! A ! A00 ! 0 is an exact sequence of G-modules and B is a

G-module such that the induced sequence

0! A0 
 B ! A
 B ! A00 
 B ! 0

is exact, then the diagram

Hp(G;A00)
Hq(G;B)
[p;q���! Hp+q(G;A00 
 B)??yÆp
1 ??yÆp+q

Hp+1(G;A0)
Hq(G;B)
[p+1;q����! Hp+q+1(G;A0 
B)

(�)

is commutative for all p, q � 0 ; i.e., for a00 2 Hq(G;A00) and b 2 Hq(G;B),

Æp+q(a
00 [ b) = Æp(a

00) [ b:

4) If 0 ! B0 ! B ! B00 ! 0 is an exact sequence of G-modules and A a
G-module such that

0! A
B0 ! A
 B ! A
 B00 ! 0

is exact, then, the diagram

Hp(G;A)
Hq(G;B00)
[p;q���! Hp+q(G;A
B00)??y1
Æq

??y(�1)pÆp+q

Hp(G;A)
Hq+1(G;B0)
[p;q+1����! Hp+q+1(G;A
 B0)

is commutative; i.e.

Æp+q(a [ b00) = (�1)pa [ Æq(b00);
for a 2 Hp(G;A), b00 2 Hq(G;B00), and all p, q � 0.

Proof. We �rst prove the uniqueness. Let [; b[ be two cup-products. By 2),
[0;0 = b[0;0. We shall show that if [p;q = b[p;q for a pair of integers p; q � 0, then
up+1;q = b[p+1;q and [p;q+1 = b[p;q+1. An inductive argument shows that [p;q = b[p;q
for all p; q. Suppose [p;q = b[p;q and A; B a pair of G-modules. The exact sequence

0 �! A
i
,! A� �! A0 �! 0

of G-modules, i being the embedding of A in the co-induced module A�, is Z-split,
the map HomZ

�
Z[G]; A

� ! A given by f 7! f(1) being a left inverse of i. Hence
the sequence

0! A
 B ! A� 
B ! A0 
 B ! 0
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is exact. By 3), the diagram

Hp(G;A0)
Hq(G;B)
[p;q���! Hp+q(G;A0 
 B)??yÆp
1 ??yÆp+q

Hp+1(G;A)
Hq(G;B)
[p+1;q����! Hp+q+1(G;A
 B)

is commutative for [ and b[. For p � 0, Æp : H
p(G;A0) ! Hp+1(G;A) is surjective

since Hp+1(G;A�) = 0, so that Æp
 1 is surjective. The commutativity of the above
diagram for [ and b[ shows that [p+1;q = b[p+1;q. Similarly 4) can be used to show
that [p;q+1 = b[p;q+1.

We next prove the existence of the cup-product. Let a 2 Hp(G;A), b 2 Hq(G;B)
with f 2 Zp(G;A), g 2 Zq(G;B) as representatives, respectively. We de�ne f [ g 2
Cp+q(G;A
 B) by

(f [ g)(x1; : : : ; xp+q) = f(x1; : : : ; xq)
 g(xp+1; : : : ; xp+q)

On can verify that f [ g is a cocycle whose cohomology class is independent of the
representatives f; g of a and b, respectively. We de�ne

a [ b = [f [ g] 2 Hp+q(G;A
 B):
It may be veri�ed that this map satis�es the conditions 1) to 4). �

Proposition 5.2. Let A;B be G-modules. Let H be a subgroup of G. Then, the
diagram

Hp(G;A)
Hq(G;B)
[p;q���! Hp+q(G;A
 B)??yres
 res

??yres

Hp(H;A)
Hq+1(H;B)
[p;q+1����! Hp+q+1(H;A
B)

is commutative; i.e., for a 2 Hp(G;A), b 2 Hq(G;B), we have

res(a [ b) = (resa) [ (resb):

Proof. For p = q = 0, by the de�nition of [0;0 and res, the above diagram is
commutative. It suÆces, by induction, to show that if the above diagram commutes
for a pair (p; q), it also commutes for the pairs (p + 1; q) and (p; q + 1). This is
shown by a \dimension shift" argument, as in the proof of the uniqueness of the
cup-product, by embedding A (resp. B) in a co-induced module. �

Proposition 5.3. Let A;B;G;H be as in the above proposition, with [G : H] �nite.
Then the diagram

Hp(H;A)
Hq(G;B)
1
res���! Hp(H;A)
Hq(H;B)

[p;q���! Hp+q(H;A
 B)??ycores
1
??yres

Hp(G;A)
Hq(G;B) Hp(G;A)
Hq(G;B)
[p;q���! Hp+q+(G;A
B)
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is commutative, i.e., for a 2 Hp(H;A), b 2 Hq(G;B),

cores(a [ res b) = (cores a) [ b:

Proof. For p = q = 0, the above diagram reads as

AH 
 BG 1
res���! AH 
 BH [���! (A
 B)H??ycores
1
??yres

AG 
 BG AG 
 BG [���! (A
 B)G
and

(cores Æ [ Æ1
 res) (a
 b) =
X

xi(a
 b) =
X

xia
 xib = [ (cores
 1)(a
 b)

for a 2 AH , b 2 BG. The general case follows again by dimension shift argument,
embedding A (resp. B) in a co-induced module. �

Proposition 5.4. Let A, B, C be a G-modules and a 2 Hp(G;A), b 2 Hq(G;B)
and c 2 Hq(G;C). If through the canonical identi�cations of A
B with B
A and
(A 
 B) 
 C with A 
 (B 
 C), we identify the groups Hp+q(G;A 
 B) with the
groups Hp+q(G;B
A), resp. Hp+q+v(G; (A
B)
C) with Hp+q+v(G;A
(B
C)),
then, a [ b = (�1)pq(b [ a) and (a [ b) [ c = a [ (b [ c).

Proof. We prove the skew-commutativity of the cup-product, by induction on p+q.
For p = q = 0, the statement is obvious. We assume the result for a pair (p; q) and
prove it for (p+1; q) and (p; q+ 1). Embedding A in a co-induced module A�, with
A0 = A�=A, we have a surjection Æp : Hp(G;A0)! Hp+1(G;A). Let a 2 Hp+1(G;A),
b 2 Hq(G;B). Let a = Æpa

0 with a0 2 Hp(G;A0). Then, by induction, we assume
a0 [ b = (�1)pq(b [ a0). We have a [ b = Æa0 [ b = Æ(a0 [ b) = (�1)pqÆ(b [ a0) =
(�1)pq(�1)q(b[Æa0) = (�1)(p+1)qb[a. Similarly, it can be shown for the pair (p; q+1)
by embedding B in a co-induced module that a [ b = (�1)p(q+1)b [ a. �

x 6. Pro�nite cohomology

A pro�nite group is an inverse limit of �nite groups. Since any �nite group is a
compact topological group for the discrete topology, and since an inverse limit is
a closed subset of the direct product, it follows that a pro�nite group is a com-
pact topological group. We recall the following fact from point set topology: For
a compact Hausdor� space X, the connected component of any x 2 X is the in-
tersection of all compact open subsets of X containing x. The direct product is
totally disconnected since the identity element is the intersection of all the open,
compact subsets containing it. The same property therefore holds for the pro�nite
groups, so that any pro�nite group is a compact totally disconnected topological
group. The next proposition shows that pro�nite groups are precisely the compact
totally disconnected topological groups.

25



Proposition 6.1 Let G be a compact, totally disconnected topological group. Then
G is isomorphic to the inverse limit lim

 �
G=U , where U runs over the family of all

open normal subgroups U of G. (Hence G is pro�nite since G=U is �nite.)

Proof. Since G is compact, the open subgroups of G are precisely the closed
subgroups of �nite index. Let fU�g�2I be the family of all open normal subgroups of
G. Since G is compact and totally disconnected, the compact open neighbourhood of
e form a fundamental system of neighbourhoods of e. Since in a compact group, any
compact open neighbourhood of e contains an open normal subgroup, it follows that
fU�g�2I form a fundamental system of neighbourhoods of e. Since G is Hausdor�,
\�2IU� = (e). The family fG=U�ga2I is an inverse system of �nite groups, the order
on I being the inclusion U� � U� in the family fU�g. This inverse system is directed

since U� \ U� again belongs to the family. Let eG = lim
 �
G=U�. The canonical maps

G! G=U� induce a continuous homomorphism � : G! eG. Since \�2IU� = (e); �
is injective. If (�a�) 2 lim

 �
G=U� with a� 2 G as representatives, then \�2Ja�U� 6=

for any �nite subset J of I. Since G is compact \�2Ia�U� 6=. Let x 2 \�2Ia�U�.
Then �(x) = (�a�) so that � is an isomorphism. �

Corollary 6.2. Let H be a closed subgroup of a pro�nite group G. Then H is
pro�nite. Further, if H is normal in G, G=H is pro�nite.

Proof. Since G is compact, H, being closed in G, is compact. Let fU�g�2I be
the family of open normal subgroups of G. Since fH \ U�g�2I is co�nal in the
family of open normal (compact) subgroups of H and since \�(H \ U�) = (e), H
is totally disconnected and hence pro�nite. Let H be a closed normal subgroup of
G. Then G=H is compact. To show that G=H is pro�nite, it suÆces to show that
G=H is totally disconnected. Let x 62 H. For each h 2 H, there exists a compact
open neighbourhood Oh of h, not containing x, since G is totally disconnected.
Then H � Uh2HOh and H being compact, there exist h1; : : : ; hn 2 H such that
H � Oh1 [ Oh2 : : : [ Ohr = S. Since S is open, compact, containing H, but not
x, it follows that G=H is totally disconnected. �

Example 6.3. Let K be a �eld and L=K a Galois extension, not necessarily
�nite. Let G(L=K) be the Galois group. Let fK�g�2I run through all �nite Galois
extensions of K, contained in L. Then G(L=K) = lim �G(K�=K) where the order in
I is the inclusion K� � K� of �elds. Thus G(L=K) is a pro�nite group. The open
normal subgroups of G are precisely the groups G(L=K�); � 2 I.

Let G be a pro�nite group. A G-module A is called discrete if the map G� A!
A; (x; a) 7! xa is continuous for the discrete topology of A.

Proposition 6.4. A G-module is discrete if and only if A = [ AU ; U running over
open normal subgroups of G. In particular, any trivial G-module is discrete.
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Proof. Let A be a G-module. For a, b 2 A, let Va;b = fx 2 G j xa = bg. Suppose A
is discrete. For any a 2 A, the map G ! A given by x 7! xa is continuous, and A
being discrete, for any b 2 B, Va;b is open. In particular, for every a 2 A; Va;a is open
and hence contains an open normal subgroup Ua and a 2 AUa. Hence A = [a AUa.
Suppose, conversely that A is a G-module satisfying A = [AU ; U running over open
normal subgroups of G. For a 2 A, let Ua denote an open normal subgroup for
which a 2 AUa. For every x 2 Va;b , x � Ua � Va;b so that Va;b is open. Hence the
map G�A! A, (x; a) 7! xa is continuous for the discrete topology of A so that A
is discrete. �

Let G be a pro�nite group and U; U 0 open normal subgroups of G, with U 0 � U .
Let A be a discrete G-module. If �U;U 0 : G=U

0 ! G=U is the canonical map and

�U;U 0 : A
U ,! AU

0

is the inclusion, then, the pair (�U;U 0; �U;U 0) is a compatible pair, in the sense of x 4.
This pair induces a homomorphism

inf (U; U 0) : Hq(G=U;AU)! Hq(G=U 0; AU
0

):

The system fHq(G=U;AU); infg is a direct system of abelian groups. We de�ne the
group Hq

c (G;A) to be the direct limit of the system (Hq(G=U;AU); inf) and call
it the pro�nite cohomology of G with values in the discrete G-module A. Every
�nite group G is also a pro�nite group and any G-module A is discrete. Further,
Hq
c (G;A) = Hq(G;A) if G is �nite.

Let L=K be a Galois extension, not necessarily �nite. The Galois group G(L=K) =
G is a pro�nite group, its open normal subgroups being G(L=L0) where L0 runs
over �nite Galois extensions of K, contained in L. Since L = [ LG(L=L0) = [ L0;
L� = [ L0�; L0 running over �nite Galois extensions of K contained in L; L and L�

are discrete G-modules.

Proposition 6.5. Let L=K be a Galois extension. Then Hq
c

�
G(L=K); L

�
= 0 for

all q � 1 and H1
c

�
G(L=K); L�

�
= 0.

Proof. If L=K is a �nite Galois extension, Hq
c

�
G(L=K); L

�
= Hq

�
G(L=K); L

�
= 0

and H1
c

�
G(L=K); L�

�
= H1

�
G(L=K); L�

�
= 0, in view of 3.1. and 3.3.. The

proposition is now a consequence of the de�nition of pro�nite cohomology. �

Let G be a pro�nite group and H a closed subgroup of G. Let A be a discrete H-
module. Let MapH(G;A) denote the abelian group of all continuous maps f : G! A
satisfying f(yx) = yf(x) for all y 2 H. We make this group into a G-module by
de�ning (x0f)(x) = f(xx0). In view of the following lemma, MapH(G;A) is a discrete
G-module.

Lemma 6.6. Let G be a pro�nite group and A an abelian group with discrete
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topology. Let f : G ! A be a continuous map. Then there exists an open normal
subgroup W of G such that f(xy) = f(x) for all x 2 G, y 2 W .

Proof. Since A is discrete, Ua = f�1(a); a 2 A is an open subset of G. Since G is
compact and totally disconnected, open normal subgroups of G form a fundamental
system of neighbourhoods of G. Hence f�1(a) = f�1(a)Wa for some open normal
subgroup Wa of G. We have an open covering G = [a2AUa and G being compact,
there is a �nite covering G = [1�i�nUai by disjoint open sets. Then \1�i�nWai =W
is an open normal subgroup of G. We have Uai = Uai �Wai � UaiW � Uai , so that
Uai = UaiW; 1 � i � n. Hence f(xy) = f(x) for all x 2 G; y 2 W , (fUaig; 1 � i �
n, being a covering of G). �

Any discrete G-module isomorphic to MapH(G;A) for some discrete H-module A is
said to be co-induced from H. In particular, if H = (e), modules co-induced from
H are called co-induced. We note that if G is a �nite group, the notion of being
co-induced in the pro�nite sense is the same as being co-induced in the usual sense,
since MapH(G;A)

��! HomZ[H]

�
Z[G]; A

�
as G-modules.

Proposition 6.7. Let G be a pro�nite group and A a discrete G-module. Then the
groups Hq

c (G;A) satisfy the following conditions:

1) H0
c (G;A) = [AU , U running over all the open normal subgroups of G.

2) H0
c (G;A) is functorial in A, for all q � 0.

3) for any exact sequence

0 �! A0
f�! A

g�! A00 �! 0

of discrete G-modules, there exist connecting homomorphisms

Æq : H
q
c (G;A

00)! Hq+1
c (G;A0)

such that the sequence

: : : �! Hq
c (G;A

0)
Hq
c (f)�! Hq

c (G;A)
Hq
c (g)�! Hq

c (G;A
00)

Æq�! Hq+1
c (G;A0) �! : : :

is exact. Further, Æq is functorial.

4) For any closed subgroup H of G and any discrete H-module A, there exists a
functorial isomorphism

sq : H
q
c

�
G;MapH(G;A)

� ��! Hq
c (H;A)

for all q � 0. In particular, Hq
c (G;A) = 0 if A is co-induced and q � 1.
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Proof. All the four statements above are valid if G is �nite (see 1.1). Since the
pro�nite cohomology of G is de�ned as the direct limit cohomologies of its �nite
quotients, by functoriality of direct limits and the fact that direct limits commute
with exact sequences, it follows that 1)) 4) above are valid for a pro�nite group G.

�

Let f : G! G0 be a continuous homomorphism of pro�nite groups. Let A (resp. A0)
be a discrete G (resp. G0) module. We regard A0 as a G-module through f . Then A0

is discrete as a G-module. Let � : A0 ! A be a G-homomorphism. The pair (f; �)
is called a compatible pair, in analogy with the case of �nite groups. Such a pair
gives rise to a homomorphism Hn(G;A) ! Hn(G0; A0), which may be de�ned as
the direct limit of the corresponding maps of the cohomology of the �nite quotients,
induced by (f; �).

If H is a closed subgroup of G, then the inclusion H
I
,! G and the identity map

A! A form a compatible pair for any discrete G-module A. The induced homomor-
phism Hq

c (G;A)! Hq
c (H;A) is called the restriction. If H is a closed normal sub-

group of G;G=H is pro�nite (see Corollary6.2.) and AH is a discrete G=H-module.
The canonical map � : G ! G=H and the inclusion AH ,! A form a compatible
pair, giving rise to a homomorphismHq

c (G=H;A
H)! Hq

c (G;A) called the in
ation.

Let H be a closed subgroup of �nite index of a pro�nite group G. One has, as
in the �nite case, a homomorphism cores: Hq

c (H;A) ! Hq
c (G;A) for any discrete

G-module A.

If A;B are discrete A-modules, then A
ZB is again discrete, for the diagonal action
of G. As in the case of �nite groups, we can de�ne the cup-product

Hp
c (G;A)�Hq

c (G;B)
[p;q�! Hp+q

c (G;A
ZB):
With these de�nitions of restriction, corestriction and cup-products, all the state-
ments and proofs of the properties of these maps, given in x 4 and x 5, can be suitably
translated into statements and proofs with pro�nite cohomology replacing the co-
homology. From now onwards, we shall use these results for pro�nite cohomology.

x 7. Brauer groups as a Galois cohomology

In this section, we prove that the Brauer group of a �eld is isomorphic to the pro�nite
cohomology group H2

c (G(Ks=K); K�s ), Ks denoting a separable closure of K. Let
L=K be a �nite Galois extension with Galois group G(L=K) = G. In view of 4.3.
of Ch. I, we have an isomorphism

cL : H2(G;L�)
��! Br(L=K)

given by [f ] 7! [(K;G; f)], (K;G; f) denoting the crossed product over L associated
to the cocycle f . Let K � L0 � L be a tower of Galois extensions of K with
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H = G(L=L0), so that G(L0=K)
��! G=H. Since any central simple algebra over K,

split by L0, is also split by L, Br(L0=K) ,! Br(L=K).

Proposition 7.1. The diagram

H2(G=H;L0�)
cL0���! Br(L0=K)??yinf

??y
H2(G;L�) ���! Br(L=K)

is commutative.

Proof. Let f 2 Z2(G=H;L0�). Then, inf [f ] = [f ], where f 2 Z2(G;L�) is de�ned
as the composite

G�G ����! G=H �G=H f�! L0� � L0� ,! L� � L�:

The commutativity of the above diagram is equivalent to [(K;G; f)] = [(K;G=H; f)]
in Br(K). Let B = (K;G=H; f) and A = Mr(B) where r = [L : L0]. Then A is
Brauer equivalent to B and [A : K] = [L : L0]2[L0 : K]2 = [L : K]2 = [(K;G; f) : K].
We shall show that (K;G; f) is isomorphic to A. Let ftig, 1 � i � r be a basis of
L over L0. For � 2 G, let

�(ti) =
Xr

j=1
hij(�)tj;

hij(�) 2 L0, 1 � i, j � r. Let  (�) = (hij(�)) 2Mr(L
0). For ` 2 L, let

`ti =
Xr

j=1
`ij(`)tj

with `ij(`) 2 L0 (i.e., the regular representation of L over L0. It may be veri�ed that
there is a homomorphism (K;G; f)! A induced by the assignment e� 7!  (�)�1e��,
` 7! (`ij(`)). Since [(K;G; f) : K] = [A;K], this homomorphism is indeed an
isomorphism. �

Let Ks be a separable closure of K. The set of �nite Galois extensions of K inside
Ks is a directed set, for the ordering given by inclusion, since the composite of two
Galois extensions is again Galois. Since Br(K) = [LBr(L=K), L running over all
�nite Galois extensions of K contained in Ks (see 2.9. of Ch. I), it follows that
Br(K) = lim�!L

Br(L=K). The above proposition shows that we have an isomorphism

H2
c (G(Ks=K); K�s ) = lim�!

L

H2
�
G(L=K); L�

�! lim�!
L

Br(L=K) = Br(K)

where the limits are taken over all �nite Galois extensions of K contained in Ks.
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Chapter III: A cohomological formulation of Merkurjev's

theorem

x 1. The K-groups of Milnor

Let K be a �eld and let T (K�) denote the tensor algebra over Z, of the abelian group
K�. Let K�(K) denote the quotient of T (K�) by the two-sided ideal I generated by
all the elements of the form a 
 (1 � a) for all a 2 K�, a 6= 1. Since this ideal is
homogeneous, K�(K) is a graded algebra over Z. We write

K�(K) = K0(K)�K1(K)� : : : :

Since I has homogeneous generators of degree 2; K0(K) = T0(K) = Z and K1(K) =
T1(K) = K�. For n � 2; Kn(K) is the abelian group generated by (K�)n with the
relations

(a1; : : : ; ai; ai+1; : : : ; an) = 0 if ai + ai+1 = 1; 1 � i � n� 1

(a1; : : : ; aia
0
i; : : : ; an) = (a1; : : : ; ai; : : : ; an) + (a1; : : : ; a

0
i; : : : ; an); 1 � i � n:

For a1; : : : ; an 2 K�, the image of a1
 : : :
an in Kn(K) is denoted by ha1; : : : ; ani .
Let L=K be a �eld extension. The inclusion K� ,! L� induces an algebra homo-
morphism K�(K) ! K�(L). In particular, for all integers n � 0, we have ho-
momorphisms ext: Kn(K) ! Kn(L) called the extension homomorphisms, which
are functorial. Let L=K be a �nite extension. Then there exist homomorphisms
tr : Kn(L) ! Kn(K) called the transfer homomorphisms which are functorial and
which satisfy the following

1) \Projection formula"

tr (hx1; : : : ; xni � ext hy1; : : : ; ymi) = tr (hx1; : : : ; xni) � hy1; : : : ; ymi

for xi 2 L�; 1 � i � n; yj 2 K�; 1 � j � m.

2) tr : K0(L) ! K0(K) is multiplication by [L : K] and tr : K1(L) ! K1(K) is
the norm NL=K : L� ! K�. (See Appendix III for the existence of the transfer
homomorphism.)

We note that 2) implies that for any n � 0, the composite homomorphism

tr Æ ext : Kn(K)! Kn(K)

is multiplication by [L : K].

We shall be interested only inK2(K). An element ofK2(K) of the form ha; bi; a; b 2
K� is called a symbol. We list some of the properties of symbols, needed for later
use.
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Proposition 1.1

i) ha; 1i = h1; ai = 0

ii) ha�1; bi = ha; b�1i = �ha; bi
iii) ha;�ai = 0

iv) ha; bi = �hb; ai

Proof. ha; 1i = ha; 1i + ha; 1i ) ha; 1i = 0. Similarly h1; ai = 0. We have
0 = h1; bi = haa�1; bi = ha; bi+ ha�1; bi so that

ha�1; bi = �ha; bi:

Similarly ha; b�1i = �ha; bi. To prove iii) we may assume a 6= 1. We have

0 = ha�1; 1� a�1i = ha�1; (1� a)(�a)�1i
= �ha; 1� ai+ ha;�ai = ha;�ai:

To prove iv), we note that

0 = hab;�abi = ha;�ai+ ha; bi+ hb; ai+ hb;�ai
= ha; bi+ hb; ai:

�

x 2. The norm residue homomorphism

From now onwards, we assume that K is a �eld of characteristic 6= 2. For a pair of
elements a; b 2 K�, we denote by (a;b

K
) the quaternion algebra over K de�ned by the

generators �; � with relations �2 = a; �2 = b; �� + �� = 0.

Proposition 2.1. The map K� �K� ! 2 Br(K) given by (a; b) 7! (a;b
K
) induces a

homomorphism e�K : K2(K)! 2 Br(K).

Proof. We show that in Br(K)

[(
a; bb0

K
)] = [(

a; b

K
)] � [(a; b

0

K
)] (�)

for a; b; b0 2 K�. If
p
a 2 K, then all the three classes above are trivial (5.7. of

Chapter I). Suppose
p
a 62 K. If � is the Galois automorphism

p
a 7! �pa of

K(
p
a) over K, then, for any c 2 K�, the algebra (a;c

K
) is the crossed product over

K(
p
a) corresponding to the cocycle f given by f(�; �) = c. Then (�) follows from

3.5. of Chapter I. The additivity of the mapK��K� ! 2 Br(K) in the �rst variable
can be checked in a similar manner. Since either

p
a 2 K� or 1� a is a norm from
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the extension K(
p
a)=K, it follows from 5.7. of Chapter I that (a;1�a

K
) is a matrix

algebra. We therefore have a homomorphism ~�K : K2(K)! 2 Br(K). �

Let k2(K) = K2(K)=2K2(K). Then ~�K induces a homomorphism

�K : k2(K)! 2 Br(K)

which is called the norm residue homomorphism: Obviously, �K is functorial in K.
The object of these lectures is to prove the following

Theorem 2.2. (Merkurjev) The map �K : k2(K)! 2 Br(K) is an isomorphism.

The surjectivity of the map �K settles in the aÆrmative the classical question
whether the 2-torsion in the Brauer group of a �eld is generated by quaternion
algebras. The fact that �K is an isomorphism yields a presentation of 2 Br(K) in
terms of generators and relations. The injectivity of �K settles in the aÆrmative a
question of P�ster in the theory of quadratic forms. We shall not however discuss
this application of Merkurjev's theorem in these lectures.

x 3. The case of number �elds and �nite �elds

We shall record for further use, the fact that �K is an isomorphism if K is either a
number �eld or a �nite �eld. We begin with

Lemma 3.1. If a; b 2 K� are such that (a;b
K
) is trivial in 2 Br(K), then ha; bi 2

2K2(K).

Proof. Suppose (a;b
K
) = M2(K). In view of 5.7., Chapter I, there exist �; � 2 K�

with b = �2 � a�2. If � = 0, then ha; bi = ha; �2i = 2ha; �i. If � = 0; ha; bi =
ha;�a�2i = ha;�ai + 2ha; �i = 2ha; �i. Suppose �� 6= 0. Then 0 = ha�2��2; 1 �
a�2��2i = ha�2��2; b��2i = ha; bi+ 2h���1; bi � 2ha�2��2; �i. �

The above lemma establishes the injectivity of �K for �elds K for which every
element of k2(K) can be represented by a single symbol ha; bi. This is indeed the
case for number �elds. The diÆculty in the general case is that not every element
of k2(K) can be represented as the class of a single symbol.

Proposition 3.2. Let K be a number �eld. Any element of K2(K) is congruent to
a single symbol ha; bi modulo 2K2(K).

For proving this proposition, we need the following

Lemma 3.3. Let K be any �eld of characteristic 6= 2. If the quadratic form
ax2 + by2 � abz2 represents zero nontrivially, then ha; bi 2 2K2(K). If c 2 K� is
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represented by ax2 + by2 � abz2, then there exists a0 2 K� such that ha; bi � ha0; ci
modulo 2K2(K).

Proof. If
p
a 2 K�, then ha; bi 2 2K2(K) and we may take, for example, a0 = 1.

Let
p
a 62 K�. Let �; �; � 2 K, not all zero, such that a�2 + b�2 � ab�2 = 0. We

note that �2 � a�2 6= 0 since otherwise, either
p
a 2 K or � = � = � = 0. We have

b = �a�2(�2�a�2)�1 so that ha; bi = ha;�ai+ ha; �2i�ha; �2�a�2i � ha; �2�a�2i
mod 2K2(K). Since (a;�

2�a�2
K

) is a matrix algebra, (Chapter I, 5.7.), it follows from
Lemma 3.1. that ha; �2� a�2i 2 2K2(K) and the �rst part of the lemma is proved.
Let �; �; � 2 K be such that a�2+b�2�ab�2 = c 2 K�. Then b(�2�a�2) = c�a�2.
If �2 � a�2 = 0, then c = a�2 and ha; bi � hc; bi = hb�1; ci modulo 2K2(K). Let
�2 � a�2 6= 0. Then c2 � a�2 6= 0 and b = (c � a�2)(�2 � a�2)�1. We have,
ha; bi = ha; c� a�2i � ha; �2 � a�2i � ha; c� a�2i mod 2K2(K), by 3.1.. Further,

ha; c� a�2i = ha; c� a�2i � ha�2c�1; 1� a�2c�1i
� ha; c� a�2i � ha; (c� a�2)c�1i+ hc; (c� a�2)c�1i
= ha; ci � h(c� a�1)c�1; ci = hac(c� a�2)�1; ci:

�

Proof of Proposition 3.2. By induction, it is enough to prove that for a; b; c; d 2
K�; ha; bi + hc; di � he; fi mod 2K2(K), for some e; f 2 K�. The quadratic form
q = (ax2+by2�abz2)�(cu2+dv2�cdw2) has a nontrivial zero at any real completion

of K. In fact, if in a real completion bK; b is positive (resp. d positive), we may take
x =
p
b; y = 0; z = 1; u = v = w = 0 (resp. u =

p
d; v = 0; w = 1; x = y = z = 0),

as a nontrivial zero of q. If b and d are both negative, x = 0; y = (
p�b)�1,

z = 0 = u; v = (
p�d)�1; w = 0 is a nontrivial zero of q. Since q is a form in 6 (

� 5) variables, q has a nontrivial zero in every non-archimedean completion ofK. By
Hasse-Minkowski Theorem, q has a nontrivial zero in K. Let �; �; �; �0; �0; � 0 2 K
not all zero such that a�2+b�2�ab�2 = c�02+d�02�cd�2 = c0. If c0 = 0, by Lemma
3.3., either ha; bi or hc; di belongs to 2K2(K) and hence ha; bi + hc; di reduces to a
single symbol modulo 2K2(K). If c0 6= 0, again by 3.3., ha; bi � ha0; c0i; hc; di �
hc0; c0i modulo 2K2(K) so that ha; bi + hc; di � ha0c0; c0i modulo 2K2(K) and the
proposition is proved. �

Theorem 3.4. Let K be an algebraic number �eld. Then the map

�K : k2(K)! 2 Br(K)

is an isomorphism.

Proof. In view of 3.2. and the remark preceding 3.2., injectivity of �K follows. Let
A be a central simple algebra over K with [A] 2 2 Br(K). By a classical theorem
for number �elds (see Albert, for instance), we have index A = exp A � 2 so that
A is either a matrix algebra over K or a matrix algebra over a quaternion algebra
over K, so that [A] 2 im �K. Thus �K is surjective. �
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Theorem 3.5. Let K be a �nite �eld. Then both K2(K) and Br(K) are trivial so
that �K is an isomorphism.

Proof. The fact that Br(K) is trivial follows from the celebrated theorem of
Wedderburn that every �nite division ring is commutative. We now show that
K2(K) is trivial. Let c be a generator of the cyclic group K�. Then K2 is generated
by hc; ci. Since hc; ci = �hc; ci, it follows that 2hc; ci = 0 and hence 2K2(K) = 0.
If
p
c 2 K, then hc; ci = 2hpc; ci 2 2K2(K) = 0, so that K2(K) = 0. If

p
c 62 K,

then c is a norm from K(
p
c)=K, in view of the following lemma, so that hc; ci = 0

by 3.1. and K2(K) = 0. �

Lemma 3.6. Let K be a �nite �eld and L=K a �nite extension. Then, the norm
map L� ! K� is surjective.

Proof. Consider the sequence

1 �! K� ,! L� 1���! L�
NL=K�! K�

where 1�� : L� ! L� is the map x 7! x(�x)�1; � denoting a generator of the Galois
group G(L=K) (which is cyclic). By Hilbert Theorem 90 (see 3.2., chapter II), the

sequence L�
1���! L�

NL=K�! K� is exact. If � is a generator of G(L=K), it follows that
ker (1 � �) = K�, and hence the above sequence is exact. A counting argument
shows that jNL=K(L

�)j = jK�j so that NL=K is surjective. �

x 4. Norm residue homomorphism via Galois cohomology

Let K be a �eld of characteristic 6= 2. Let Ks denote the separable closure of K.

The squaring map K�s
2!K�s is surjective, with kernel �2 = (�1). Let G = G(Ks=K).

We have an exact sequence

1 �! �2 �! K�s
2�!K�s �! 1

of discrete G-modules. The above exact sequence gives rise to the following long
exact sequence of cohomology groups

1 �! H0
c (G; �2) �! H0

c (G;K
�
s )

2�!H0
c (G;K

�
s ) �! H1

c (G; �2) �! H1
c (G;K

�
s )

�! H1
c (G;K

�
s ) �! H2

c (G; �2) �! H2
c (G;K

�
s ) �! H2

c (G;K
�
s ) �! : : :

Since H1
c (G;K

�
s ) = 1 (Proposition 6.4., Chapter II), the above sequence breaks up

into two exact sequences.

1 �! �2 �! K� 2�!K� Æ0�!H1
c (G; �2) �! 1

1 �! H1
c (G; �2)

Æ1�!H2
c (G;K

�
s )

2�!H2
c (G;K

�
s ):
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The map Æ0 induces an isomorphism K�=K�
2 ��! H1

c (G; �2) = Homc(G; �2) (the
group of continuous homomorphisms of G into �2), which can be described as fol-
lows: For any b 2 K�; Æ0(�b) = �b where �b : G! �2 is given by �b(�) = �(

p
b)=
p
b.

(Note that �b is continuous since it is trivial on H = G(Ks=K(
p
b)). With the

identi�cation of H2
c (G;K

�
s ) with Br(K) (see the end of Chapter II), we see that

H2
c (G; �2) = ker (Br(K)

2!Br(K)) can be identi�ed with 2 Br(K).

We have an isomorphism � : �2
�2
��! �2 given by � (�1
�1) = �1, � (1
�1) =

� (�1
 1) = � (1
 1) = 1, which we regard as an identi�cation of G-modules. The
cup-product induces a map

K� �K� ! K�=K�
2 �K�=K�2 ��! H1

c (G; �2)�H1
c (G; �2)

[�!
H2
c (G; �2 
 �2)

H2(�)
= H2

c (G; �2)
��! 2 Br(K)

which maps (a; b) 2 K� �K� to H2(�) (�a [ �b) = �a [ �b.

Proposition 4.1. For a; b 2 K�, the image of (a; b) in 2 Br(K) under the above
map is the class of the quaternion algebra (a;b

K
).

Proof. For any cohomology class [ ~f ] 2 H2
c (G; �2), there exists a 2-cocycle f 2

Z2(G(L=K); L�) for some �nite Galois extension L of K such that [ ~f ] = inf [f ],
inf : H2(G(L=K); L�) ! H2

c (G;K
�
s ) being the in
ation homomorphism. Then the

isomorphism H2
c (G; �2)

��! 2 Br(K) maps [ ~f ] into the class of the crossed product
(K;G(L=K); f) in Br(K). To prove the proposition, we �rst note that if either a or
b belongs to K�

2
, both �a [ �b and (a;b

K
) are trivial. Thus we assume that a and b

do not belong to K�
2
. Suppose K(

p
a) = K(

p
b) = L. By the explicit description

of the cup-product given in 5.1. of Chapter II, the cocycle �a [ �b is given by

(�a [ �b)(�; �) = �a(�)
 �b(�); �; � 2 G;
i.e.,

(�a [ �b)(�; �) =

8>>><
>>>:
1
 1 if �jL = � jL = identity

1
 (�1) if �j � L = identity; � jL 6= identity

(�1)
 1 if �jL 6= identity; � jL = identity

(�1)
 (�1) if �jL = � jL 6= identity:

Through the identi�cation of �2 
 �2 with �2, the image of �a [ �b in H2
c (G; �2),

denoted again by �a [ �b is in fact inf [f ] where f 2 Z2(G(L=K); L�) is given by
f(�; �) = �1, where � is the non-trivial automorphism of L=K. On the other hand
[(a;b
K
)] = [(K;G(L=K); g)] where g 2 Z2(G(L=K); L�) is given by g(�; �) = b. Let

h : G(L=K) ! L� be the normalized 1-cochain de�ned by h(�) = �(pb)�1. Then
f = g � Æh so that (K;G(L=K); g) ' (K;G(L=K); f) (3.3. of Chapter I). Thus
the class of �a [ �b in 2 Br(K) is [(a;b

K
)]. Suppose now that

p
a and

p
b generate
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distinct quadratic extensions of K. Then L = K(
p
a;
p
b) is a Galois extension of

K of degree 4 whose Galois group is the Klein's four group (1; �a; �b; �a�b) where
�a(
p
a) = �pa, �a(

p
b) =

p
b, �b(

p
a) =

p
a and �b(

p
b) = �pb. For �; � 2 G,

(�a [ �b)(�; �) =

8>>><
>>>:
1
 1 if �jL = �jL = identity

1
�1 if �jL = identity; � jL = �b

�1
 1 if �jL = �a; � jL = identity

�1
�1 if �jL = �a; � jL = �b:

Under the identi�cation of �2 
 �2 with �2, the cohomology class of the image of
�a [ �b in H2

c (G; �2) is the class inf [f ] where f 2 Z2(G; (L=K); L�) is given by
f(�a; �a) = f(�b; �b) = f(�b; �a) = 1, f(�a; �b) = �1. If G = G(K(

p
a)=K), we

know that (a;b
K
) ' (K;G; �g) where �g 2 Z2(G;K(

p
a)�) is given by �g(�a; �a) = b

(denoting by �a, its restriction to K(
p
a)). We claim that [f ] = inf [�g] where inf

stands for the in
ation homomorphism H2(G;K(
p
a)�) ! H2(G(L=K); L�). In

fact inf [�g] = [g] where g(�a; �b) = g(�b; �a) = g(�b; �b) = 1, g(�a; �a) = b. Let
h : G(L=K)! L� be the normalized 1-cochain de�ned by h(�a) = (

p
b)�1; h(�b) =

1, h(�a�b) = �(
p
b)�1. Then f = g � Æh and �a [ �b = inf [�g] = [(a;b

K
)] and this

completes the proof of the proposition. �

In view of the above proposition, the map �K : k2(K) ! H2
c (G; �2) de�ned as the

composite k2(K)
�K�! 2 Br(K)

��! H2
c (G; �2) sends ha; bi to [�a [ �b]. Thus, Merkur-

jev's theorem can be reformulated as follows.

Theorem 4.2. Let K be a �eld of characteristic 6= 2. The homomorphism �K :
k2(K)! H2

c (G; �2) given by ha; bi ! [�a [ �b] is an isomorphism.

x 5. A key commutative diagram

We begin with the following

Proposition 5.1. (Arason) Let G be a group (resp. a pro�nite group). Let
� : G ! �2 be a nontrivial (continuous) character so that � 2 H1(G; �2) (resp.
� 2 H1

c (G; �2)), for the trivial action of G on �2. Let H = ker �, so that H is a
normal subgroup (resp. open normal subgroup) of index 2. We then have an exact
sequence

: : : �! Hn(G; �2)
res�!Hn(H; �2)

cores�!Hn(G; �2)
�[�!Hn+1(G; �2) �! : : :

(resp.

: : : �! Hn
c (G; �2)

res�!Hn
c (H; �2)

cores�!Hn
c (G; �2)

�[�!Hn+1
c (G; �2) �! : : :):

Proof. Let (1; x) be a set of coset representatives of H in G. Let

��2 = HomZ[H](Z[G]; �2)
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(resp. MapH(G; �2)) be the G-module co-induced from H. We then have an exact
sequence of G-modules (resp. discrete G-modules)

1 �! �2
i�! ��2

��! �2 �! 1

where i is the inclusion of �2 in ��2 and � is de�ned by �(f) = f(1) � f(x). The
map � is surjective since �(�) = �1. We have a long exact sequence of (pro�nite)
cohomology groups

: : : �! Hn(G; �2) �! Hn(G; ��2) �! Hn(G; �2)
Æn�! Hn+1(G; �2)

&res o
??ysn�2 % cores

Hn(H; �2)

(resp. Hc replacing H everywhere). The only thing that remains to be shown, to
complete the proof of the proposition is that Æn is precisely �[, identifying �2 
 �2

with �2. To do this, we use the explicit description of the connecting homomor-
phism. Let s : �2 ! ��2 be the Z-linear section to � given by s(1) = 1; s(�1) = �.
Let [f ] 2 Hn(G; �2) (resp, Hn

c (G; �2) ) with f as a representative. We have
Æn(s Æ f)(Gn+1) � i(�2), since � Æ Æn(s Æ f) = Æn(� Æ s Æ f) = 0. By the de�ni-
tion of connecting homomorphism, Æn([f ]) = [i�1Æn(s Æ f)] 2 Hn+1(G; �2) (resp.
Hn+1
c (G; �2) ). Further,

Æn(s Æ f)(x1; : : : ; xn+1) = x1(s Æ f)(x2; : : : ; xn+1)

�
Y

1�i�n
[(s Æ f)(x1; : : : ; xi � xi+1; : : : ; xn+1)]

(�1)i

� [(s Æ f)(x1; : : : ; xn)](�1)n+1
= x1(s Æ f)(x2; : : : ; xn+1) � s(x1f(x2; : : : ; xn+1))

�1

since s is Z-linear and Ænf = 1; f being a cocycle. One can check that for any
r 2 �2 and x 2 G, xs(r) � s(r)�1 = i Æ �(�(x) 
 r), � : �2 
 �2 ! �2 being the
isomorphism described in x 4. Let r = f(x2; : : : ; xn+1). Then Æn(s Æ f)(x1; : : : ; xn+1)
= i Æ �(�(x)
 r) = i Æ (� [ f)(x1; : : : ; xn+1) so that Æn(f) = [� [ f ] = � [ [f ]. This
completes the proof of the proposition. �

From now onwards, we shall abbreviate Hn
c (G; �2) = Hn(K).

Corollary 5.2. Let K be a �eld of characteristic 6= 2 and a 2 K� n K�2. Let
�a 2 H1(K) be the character corresponding to a. If L = K(

p
a), we have the

following exact sequence

: : : �! Hn(K)
res�! Hn(L)

cores�! Hn(K)
�a[�! Hn+1(K) �! : : : :

Proof. We note that �a is a nontrivial character with ker �a = G(Ks=L) =
G(Ls=L). �
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Proposition 5.3. Let K be a �eld of characteristic 6= 2; a 2 K� n K�2 and L =
K(
p
a). Then, the diagram

k1(K)
'���! k2(K)

ext���! k2(L)
tr���! k2(K)??y ??y�K ??y�L ??y�K

H1(K)
�a[���! H2(K)

res���! H2(L)
cores���! H2(K)

(�)

where, for b 2 K�, '(�b) = ha; bi, and the isomorphism k1(K)
��! H1(K) being

�b 7! �b, is commutative.

To prove the proposition, we begin with the following

Lemma 5.4. Let L=K be an extension of degree 2. Then K2(L) is generated by
symbols hb; �i; b 2 K�; � 2 L�.

Proof. Let h�; �i 2 K2(L). If � and � are linearly dependent over K; � = b� for
some b 2 K�. Then h�; �i = hb�; �i = h�b; �i + h��; �i = h�b; �i. Suppose �
and � are linearly independent over K. Then L=K being of degree 2, 1; �; � are
linearly dependent over K and 1 = b �+ c�; b; c 2 K�. Then h�; �i =
langleb�; �i � hb; �i = h1 � c�; �i � hb; �i = h1 � c�; c�i � h1 � c�; ci � hb; �i =
hc; 1� c�i � hb; �i. �

Lemma 5.5. Let L=K be any extension. Then the diagram

k2(K)
ext���! k2(L)??y�K ??y�L

H2(K)
res���! H2(L)

is commutative.

Proof. For a; b 2 K�, res (�a [ �b) = res �a [ res �b (5.2. of Chapter II).
Further, for any c 2 K�, if cL denotes c as an element of L, and if resL=K de-
notes the restriction H(K) �! H(L), then resL=K(�c) = �cL. This is a con-
sequence of the fact that restriction commutes with connecting homomorphisms.
Thus �L ext (ha; bi) = �LhaL; bLi = [�aL[�bL ]=resL=K [�a[�b]=resL=K �K (ha; bi). �

Lemma 5.6. Let L=K be a quadratic extension. Then the diagram

k2(L)
tr���! k2(K)??y�L ??y�K

H2(L)
cores���! H2(K)
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is commutative.

Proof. In view of 5.4. above, it is enough to show that for b 2 K�; � 2 L�,
�K tr (hbL; �i) = cores Æ�L(hbL; �i). By the projection formula,

tr (hbL; �i) = hb; NL=K�i:

Thus �K tr hbL; �i = [�b[�NL=K�]. On the other hand, cores Æ�LhbL; �i = cores [�bL[
��] = cores [res �b [ ��] = [�b [ cores ��] (5.3. of Chapter II). We have cores�� =
�NL=K� since corestriction commutes with connecting homomorphisms, i.e., the dia-
gram

K� = H0
c (G(Ks=K); K�s )

Æ0���! H1
c (G(Ks=K); �2)x??cores=Nl=K

x??cores

L� = H0
c (G(Ls=L); L

�
s)

Æ0���! H1
c (G(Ls=L); �2)

is commutative. �

Proof of 5.3. By the very de�nition of ', the left hand square is commutative. The
commutativity of the middle square is proved in 5.5. and the commutativity of the
right hand square is proved in 5.6.. �

Proposition 5.7. With the notation of 5.3.,

a) the sequence

k1(K)
��! k2(K)

ext�! k2(L)
tr�! k2(K) (� �)

is a complex.

b) If this sequence is exact at k2(K) for all K and for all quadratic extensions L
of K, then �K is injective for all K.

c) If this sequence is exact for all K and all quadratic extensions L of K, then
�K is an isomorphism for all K.

Proof. a): ha; biL = 2hpa; bLi = 0 in k2(L). Further, tr Æ ext is multiplication by
[L : K] = 2 (x1 of chapter III) which is zero in k2(K).

b): Let
P

1�i�n hai; bii 2 k2(K) be such that �L(
P

1�i�n hai; bii) = 0. To show

that
P

1�i�n hai; bii = 0, we proceed by induction on n. If n = 1, �K(ha1; b1i) =
[�a1 [ �b1 ] = 0 implies that (a1;b1

K
) is a matrix algebra (see 4.1.). This implies that

ha1; b1i = 0 by 3.1.. Let n > 1. Let �K(
P

1�i�n hai; bii) = 0. If
p
an 2 K, then

han; bni = 0 and we are through by induction. Let
p
an 62 K and let L = K(

p
an).

We have 0 = res Æ�K(
P

ihai; bii) = �L � ext (
P

ihai; bii) = �L(
P

1�i�n�1 hai; biiL),
since han; bniL = 0; an being a square in L. By induction, �L is injective on (n� 1)
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symbols so that extL=K
Phai; bii = 0. By the assumption of exactness at k2(K),

there exists b 2 K� such that
P

i hai; bii = han; bi. Since �K(han; bi) = 0, it follows

that han; bi = 0.

To prove c) we need the following

Lemma 5.8. Let K be any �eld and x 2 H2
c (G(Ks=K); K�s ). Then there exists a �-

nite Galois extension L=K such that if resL=K denotes the restriction homomorphism
H2
c (G(Ks=K); K�s )! H2

c (G(Ks=L); K
�
s ), then resL=K x = 0.

Proof. By the de�nition of H2
c (G(Ks=K); K�s ), there exists a �nite Galois extension

L=K such that x 2 image of inf : H2(G(L=K); L�) ! H2
c (G(Ks=K); K�s ). Since

res Æinf = 0 (4.2. of Chapter II), we have resL=K x = 0. �

Corollary 5.9. Let K be any �eld of characteristic 6= 2 and x 2 H2(K). Then
there exists a �nite Galois extension L=K such that resL=K x = 0.

Proof. This is immediate from 5.8. and the fact that the diagram

0 ���! H2
c (G(Ks=K); �2) ���! H2

c (G(Ks=K)K�s )??yres

??yres

0 ���! H2
c (G(Ks=L); �2) ���! H2

c (G(Ks=L)K
�
s )

is commutative, with exact rows, for any �nite Galois extension L=K. �

Proof of c) of 5.7. In view of b), it suÆces to show that under the hypothesis, �K is
surjective. Let x 2 H2(K); x 6= 0. Let L=K be a �nite Galois extension such that
res x = 0 in H2(L) (5.9.).

Let [L : K] = 2r � m > 1 with (2; m) = 1. Let L0 be the sub�eld of L �xed
by a 2-sylow subgroup H of G = G(L=K). If r = 0; H = (e) and L = L0 and
resL0=K(x) = 0 2 H2(L0) and hence resL0=K(x) is in the image of �L0 . Suppose
r > 0. Let (e) = H0 � H1 � : : : � Hr = H be such that Hi=Hi�1 is of order
2; 1 � i � r. Let Li be the �xed �eld of Hr�i; 1 � i � r. We then have a tower
of �elds L0 � L1 � : : : � Lr = L of successive quadratic extensions. We denote by
resLi=K the restriction homomorphism H2(K)! H2(Li). The diagram

k1(Li�1)
'���! k2(Li�1)

ext���! k2(Li)
tr���! k2(Li�1)??yo ??y�Li�1 ??y�Li ??y�Li�1

H1(Li�1) ���! H2(Li�1)
res���! H2(Li)

cores���! H2(Li�1)

is commutative with exact rows (by hypothesis and 5.3. of Chapter III). We have
that resLr=K(x) = resL=K(x) = 0 trivially belongs to im�Lr . We show that if
resLi=K(x) is in the image of �Li, then, resLi�1=K(x) belongs to the image of �Li�1 .
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This would prove that resL0=K(x) belongs to im�L0. Let resLi=L(x) = �Li(y) for
y 2 k2(Li). Then we have 0 = cores Æ resLi=Li�1 Æ resLi�1=K(x) = cores ÆresLi=K(x) =
cores �Li(y) = �Li�1 tr(y). Since �Li�1 is injective (in view of b)), tr y = 0. The top
row being exact, y = ext z, for some z 2 k2(Li�1). Since �Li�1z and resLi�1=K x have
the same image resLi=K (x) in H2(Li); �Li�1(z)� resLi=K (x) comes from H1(Li�1) '
k1(Li�1). Thus there exists ~z 2 k2(Li�1) such that �Li�1(~z) = �Li�1(z)�resLi�1=K (x)
so that resLi�1=K (x) 2 Im�Li�1 . Thus resL0=K(x) = �L0(z) for some z 2 k2(L0).
The diagram

k2(K)
ext���! k2(Lo)

tr���! k2(K)??y�K ??y�L0 ??y�K
H2(K)

res���! H2(L0)
cores���! H2(K)

is commutative. The left hand side square commutes by 5.5.. The right hand side
square commutes, in view of a theorem of Rosset-Tate (cf. Appendix IV).

Also coresL0=K Æ resL0=K = multiplication by [L0 : K] = identity since H2(K) is 2-
torsion and [L0 : K] is coprime to 2. Thus x = cores Æ resL0=K(x) = cores �L0(z) =
�K tr(z) so that �K is surjective. �

Thus, to prove Merkurjev's theorem, one needs to establish the exactness of the
sequence (� �) of 5.7. for all �elds K and all quadratic extensions L of K. The
exactness at k2(L) can be derived from the following Hilbert Theorem 90 for K2.

Theorem 5.10. (Suslin-Merkurjev) Let K be a �eld of characteristic 6= 2 and
L = L(

p
a) a quadratic extension of K. Let � be a generator of G(L=K). Then the

sequence

K2(L)
1���! K2(L)

tr�! K2(K)

is exact, where (1� �)(hb; ci) = hb; ci � h�b; �ci.

Corollary 5.11. The sequence K2(K)
ext�!k2(L) tr�!k2(K) is exact.

Proof. Let �r 2 k2(L) with r 2 K2(L) as a representative such that tr(�r) = 0. Let
tr r = 2�; � 2 K2(K). We have tr Æ ext � = 2�. Thus tr(r� ext �) = 0. Replacing r
by r � ext �, we may assume that tr r = 0. By 3.1., r = (1� �)(�); � 2 K2(L). In
view of 5.4. of Chapter III, � may be written as a sum

Pn
i=1hbi; �ii; bi 2 K�, �i 2 L�.

Thus r =
Pn

i=1fhbi; �ii + hbi; ��ii � 2hbi; ��iig �
Pn

i=1hbi; NL=K�iimod 2K2(L);=
extL=K

Pn
i=1 hbi; NL=K�ii. �

In the next two chapters, we prove Theorem 5.10. above and the exactness at k2(K)
of the sequence (� �) of 5.7.. This would complete the proof of Merkurjev's theorem.
�
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Chapter IV: \Hilbert Theorem 90" for K2

x 1. Function �eld of a conic

In this section, K denotes a �eld of characteristic 6= 2. For a; b 2 K�, the projective
conic C = Ca;b de�ned over K is the set of zeros of aX2 + bY 2 � Z2 in P2( �K), �K
denoting the algebraic closure of K. The polynomial aX2 + bY 2 � 1 2 K[X; Y ] is
irreducible in ~K[X; Y ] for any �eld extension ~K of K, so that if

R = K[X; Y ]=(aX2 + bY 2 � 1)

is the coordinate ring of the aÆne conic aX2 + bY 2 � 1, then

~K 
K R
v! ~K[X; Y ]=(aX2 + bY 2 � 1)

is a domain.

The function �eld of C is, by de�nition, the quotient �eld of R and is denoted
by K(C). Let x; y 2 R denote the images of X; Y respectively. Then K(C) is a
quadratic extension generated by y of the �eld K(x) of rational functions in x so
that K(C) is an algebraic function �eld in one variable over K.

Proposition 1.1. The following conditions are equivalent:

i) K(C) is a purely transcendental extension of K.

ii) C has a K-rational point, i.e., there exist �; �; � 2 K not all zero such that
a�2 + b�2 � �2 = 0.

iii) The quaternion algebra (a;b
K
) is a matrix algebra.

Proof. The fact that i) and ii) are equivalent is a consequence of 5.7. of Chapter I.

iii) )i): Let (a;b
K
) be a matrix algebra. Then by 5.7., b = �2 � a�2; �; � 2 K. Let

t = 1+�y
x+�y

. It is easily veri�ed that K(C) = K(t).

i) ) iii): Let K(C) be a rational function �eld in one variable over K. Since in
K(C); a = ( 1

x
)2� b(Y

x
)2, it follows by 5.7. of Chapter I that ( a;b

K(C)
) = (a;b

K
)
KK(C)

is a matrix algebra. Then (a;b
K
) is a matrix algebra by 1.7. of Chapter I. �

We say that a conic C = Ca;b is split over K if any one of the equivalent conditions

of the above proposition is satis�ed. An extension eK of K is said to split C if C is
split over eK.

Lemma 1.2. The ring R = K[x; y] is the integral closure of K[x] in K(C).

Proof. Since y is integral over K[x], R is integral over K[x]. Let � + �y 2 K(C),
�; � 2 K(x), be integral over K[x]. Then �� �y is also integral over K[x], so that
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2� and (�2 � b�1�2)(1 � ax2) 2 K(x) and are integral over K[x]. Since K[x] is
integrally closed in K(x), 2� and (�2� b�1�2)(1� ax2) belong to K[x]. Thus � and
�2(1 � ax2) belong to K[x]. Since 1 � ax2 has distinct roots in �K, it follows that
�2 2 K[x] and hence � 2 K[x]. Thus �+ �y 2 R. �

Lemma 1.3. The �eld K is algebraically closed in K(C).

Proof. Let � = f0(x) + f1(x)y 2 K(C) be algebraic over K with f0(x); f1(x) 2
K(x). Then f0(x) � f1(x)y is also algebraic over K so that 2f0(x) and (f0(x))

2 �
(f1(x))

2 b�1(1� ax2) are algebraic over K. It follows that f0(x) 2 K and f1(x) = 0
so that � 2 K. �

x 2. Discrete valuations of function �elds

Let K be any �eld. A discrete valuation v of K is a surjective homomorphism
v : K� ! Z such that for a; b; a + b 2 K�, v(a + b) � min(v(a); v(b)). If v is a
discrete valuation of K, the valuation ring Ov of v is the set

O = fx 2 K� j v(x) � 0g [ f0g;

which in fact is a subring of K since for a; b 2 Ov, either a + b = 0 or v(a + b) �
min (v(a); v(b)) � 0, so that a + b 2 Ov. The ring Ov has a unique non-zero prime
ideal pv de�ned by pv = fx 2 K� j v(x) > 0g [ f0g. If � is any element of K� with
v(�) = 1, then pv = Ov � � so that pv is a principal ideal. Such an element � is
called a uniformising parameter for v. The group Ov n pv = fx 2 K� j v(x) = 0g
is precisely the group of invertible elements of Ov, called the units of v. The ring
Ov is a local principal ideal domain and every nonzero element of K can be written
as u�n; u 2 Ov n pv and � a parameter for v. The �eld Kv = Ov=pv is called the
residue class �eld of the valuation v.

Let K be a �eld with a discrete valuation v. Let L be any extension of K. If w is
a discrete valuation of L such that Ow \K = Ov, then w is called an extension of
v (denoted w=v). If w is an extension of v, then pw \K = pv. If �v is a parameter
for v and w(�v) = e; e is called the rami�cation index of w over v and denoted by
e(w=v). We note that e is independent of the choice of the parameter and for any
x 2 K�; w(x) = ev(x).

Proposition 2.1. Let A be a Dedekind domain and K its quotient �eld. If v is
a discrete valuation of K, such that A � Ov, then there exists a unique non-zero
prime ideal p of A such that Ap = Ov. Conversely, any nonzero prime ideal p
of A de�nes a discrete valuation vp of K whose valuation ring is Ap. In fact, if
x 2 K� and xA =

Q
pnp(x); p running over the set of all the prime ideals of A,

then, x 7! np(x) = vp(x) is the required valuation. The assignment p 7! vp is in
fact a bijection between the set of non-zero prime ideals of A and the set of discrete
valuations of K such that v(x) � 0 for all x 2 A:
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Proposition 2.2. Let A be a Dedekind domain with quotient �eld K. Let L=K
be a �nite separable extension. If B is the integral closure of A in L, then, B is a
Dedekind domain whose quotient �eld is L. If p is any non-zero prime ideal of A,
then pB 6= B and if pB =

Q
Pep, the valuations of L extending vp are precisely

the valuations wP corresponding to those prime ideals P of B with eP > 0. We
have e(wP=vp) = eP. If fP = [B=P : A=p], then, [L : K] =

P
eP>0 eP � fP. If

L=K is Galois, then G(L=K) operates on B and operates transitively on the set
fP j eP > 0g. If �Pi = Pj, then, wPj

Æ � = wPi
and OwPj

= �(OwPi
). For any

x 2 B; NL=K(x) 2 A and

NL=K(x) =
Y
eP>0

NB=P=A=p(x)
eP

where bar denotes `reduction modulo p' on the left hand side and `reduction modulo
P' on the right hand side.

The proof of 2.1. is straightforward and the proof of 2.2. may be found in `Com-
mutative Algebra' vol. I, Chapter V, by Zariski and Samuel (see also Appendix I).

Proposition 2.3. Let K(x) denote the �eld of rational function in one variable
over K. The only discrete valuations v of K(x) which are trivial on K (i.e. v(�) =
0 8 � 2 K�) are the valuations vp for each prime p 2 K[x] and v1 de�ned as follows:

vp(f) = n; f 2 K[x]; pnjf; pn+1 6 jf; v1(f) = � deg f; f 2 K[x]:

Proof. The �eld K(x) is the quotient �eld of the Dedekind domain K[x]. Let v be
any discrete valuation of K(x) trivial on K. If v(x) � 0, then Ov � K[x] so that by
(2.1), v = vp de�ned as above for some prime p of K[x]. If v(x) < 0, then v(1=x) > 0
and Ov � K[1=x]. Since 1=x is a prime in K[1=x], it follows that v = v1=x = v1,
de�ned as above. �

We note that Ovp = K[x](p); pv(p) = p �K[x](p) so that K(x)vp = K[x](p)=p �K[x](p) '
K[x]=(p). Thus [K(x)vp : K] = deg p which is called the degree of the valuation vp.
We have Ov1 = K[1=x](1=x) and pv1 = 1=x �K[1=x](1=x) so that [K(x)v1 : K] (which
is called the degree of v1) = 1.

Let C = Ca;b be a conic de�ned over K. Then K(C) is a quadratic extension of K(x)
and the integral closure of K[x] in K(C) is R = K[x; y] = K[X; Y ]=(aX2+bY 2�1).
The only discrete valuations of K(C) trivial on K are extensions of the valuations
vp or v1 of K(x). In view of 2.2. above, there are at the most two valuations of
K(C) extending any valuation of K(x). For any valuation w of K(C), we de�ne

degw = [Ow=pw : K] = [Ow=pw : Ov=pv] � [Ov=pv : K]
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(where w extends v). Thus deg v j degw. We denote by PK(C) the set of discrete
valuations of K(C) trivial on K and by PK the set of discrete valuations of K(x)
trivial on K.

Proposition 2.4. Let K(C) be the function �eld of a conic C = Ca;b de�ned over
K and L=K a quadratic extension. For any v 2 PK(C), if w is an extension of v
to L(C), then e(w=v) = 1. The inclusions L ,! L(C)w; K(C)v ,! L(C)w induce an
isomorphism L
K K(C)v

v!`w=v L(C)w. If v has two distinct extensions to L(C)

and if � 2 G(L=K) is the nontrivial element, then, � 
 1 on L
K(C)v transports
under this isomorphism into the map (�x; �y) 7! (�y; �x), x; y 2 L(C) belonging to
the corresponding valuation rings.

Proof. Let v be a discrete valuation of K(C) trivial on K. We take R =
K[X; Y ]=(aX2 + bY 2 � 1), S = L[X; Y ]=(aX2 + bY 2 � 1) if v is an extension of
a valuation vp of K(X) where p is a prime in k[X] and

R = K[1=X; Y=X]=(a+ b(Y=X)2 � (1=X)2);
S = L[1=X; Y=X]=(a+ b(Y=X)2 � (1=X)2 � (1=X)2)

if v is an extension of v1 of K(X). Then S is the integral closure of R in L(C). Let
v de�ne the prime ideal p of R, and let pS =

Q
P�pP

eP. Then L
K R=p ' S=pS 'Q
P�p S=P

eP. Since L is a separable extension of K, L 
 R=p has no nilpotent
elements so that eP = e(wP=vp) = 1 and we have the isomorphism L 
 K(C)v =
L 
 R=p ' QP�p S=P =

Q
w=v L(C)w. The e�ect of the transport of � 
 1 onQ

w=v L(C)w can be easily computed to be that given in the proposition. �

Proposition 2.5. Let C = Ca;b be a conic de�ned over K. For any f 2 K(C)�,
the set fv 2 PK(C) j v(f) 6= 0g is �nite. If f 2 K(C)� is such that v(f) � 0 for all
valuations v 2 PK(C), then, f 2 K�.

Proof. We know in view of 2.2. above that every v 2 PK(C) is either an
extension of the valuation v1 of K(x) or corresponds to a non-zero prime ideal
P of K[X; Y ]=(aX2+ bY 2�1) = R. Let fR =

Q
PvP(f). Then the set of valuations

v 2 PK(C) such that v(f) 6= 0 is contained in the set fvP j P 3 fg[ extensions of
v1, which is �nite. For any v 2 PK(C) extending vp of K(x), Ov � K[x; y] and for
any v 2 PK(C) extending v1 of K(x), Ov � K[1=x; y=x]. Since every v 2 PK(C)
is given by a prime ideal of K[x; y] or a prime ideal of K[1=x; y=x] and since for any
Dedekind domain A; \ Ap; p running over the set of all the non-zero prime ideals
of A, coincides with A, \v2PK (C) Ov = K[x; y] \K[1=x; y=x] = K. �

Proposition 2.6. Let C = Ca;b be a conic de�ned over K. For any valuation v of
K(C), the residue �eld K(C)v splits C. Further, if C is non-split over K, degree v
is even, for any v 2 PK(C).

Proof. IfOv � K[x; y] and �x; �y denote the images of x; y inK(C)v, then a�x2+b�y2 =
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1 so that ( a;b
K(C)v

) is trivial, by 5.7. of Chapter I, and in view of 1.1. of Chapter III,

K(C)v splits C. If Ov � K(1=x; y=x]; v is an extension of v1, and if ~x; ~y are the
images of 1=x; y=x in K(C)v, then ~x = 0 and ~y2 = �a=b, so that ( a;b

K(C)v
) is again

trivial.

Suppose C is non-split over K. Then
p
a 62 K and K(C)v 6= K, in view of the

above. Since K(C)v splits C, b = NK(C)v(
p
a)=K(C)v(�) for some � 2 K(C)v(

p
a)

so that NK(C)v(
p
a)=K� = NK(C)v=K(b) = = bdegw = NK(

p
a)=K(NK(C)v(

p
a)=K(

p
a)(�)).

Thus bdegw is a norm from K(
p
a). On the other hand, b2 is a norm from K(

p
a).

If deg w were odd, this would imply that b is a norm from K(
p
a) so that C is split

over K, contradicting our assumption that C is non-split. Thus deg w is even. �

x 3. Divisors on a conic

Let K be a �eld of char 6= 2 and C = Ca;b a conic de�ned over K. A divisor
of K(C) is a formal linear combination

P
v2PK(C) nvv; nv 2 Z being zero for all

but a �nitely many v. The divisors form an abelian group Div(K(C)) which is
in fact the free abelian group on PK(C). For any divisor D =

P
nvv, we de�ne

the support of D, denoted by supp D, to be the set fv 2 PK(C) j nv 6= 0g. The
divisor D is said to be non-negative (notation D � 0) if nv � 0 for all v 2 PK(C).
The degree of a divisor D, denoted degD, is

P
nv deg v. The map D 7! degD is

obviously a homomorphism Div(K(C))! Z. Let Div0(K(C)) denote the kernel of
this homomorphism. For any f 2 K(C)�, we de�ne the divisor of f , denoted by
div(f), as

P
v2PK (C) v(f) � f . The fact that div(f) is a divisor follows from (2.5)

above. The map K(C)�
div! Div(K(C)) given by f 7! div(f) is a homomorphism.

Proposition 3.1. The image div(K(C)�) is contained in Div0(K(C)).

To prove the proposition, we need the following

Lemma 3.2. Let C = Ca;b be a conic de�ned over K and L=K a quadratic ex-
tension. Then, the map PK(C) ! Div(L(C)) given by v 7! P

w=v w induces a

homomorphism Div(K(C))
ext�! Div(L(C)) which satis�es deg(extD) = degD for

all D 2 Div(K(C)).

Proof. It is obviously enough to check that for any valuation v of the �eld K(C),
deg(

P
w=v w) = deg v. We have [L : K]

P
w=v degw =

P
w=v [L : K][L(C)w : L] =P

w=v [L(C)w : K] =
P

w=v [L(C)w : K(C)v][K(C)v : K] = (
P

w=v f(w=v)) deg v =

[L : K] deg v in view of 2.2, since by 2.4. e(w=v) = 1. Thus
P

w=v degw = deg v.
�

Proof of Proposition 3.1. Let L be a quadratic extension of K which splits C. In
view of the above lemma, we replace K(C) by L(C) and assume that K(C) = K(t)
the rational function �eld in one variable t over K. For f; g 2 K(t); f; g 6= 0, it is
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easy to verify that
P
vp(f=g) = �v1(f=g), so that deg(div(f=g)) = 0. �

Let D =
P
nvv be a divisor and let

L(D) = ff 2 K(C)� j div f +D � 0g [ f0g:

Using the fact that v(f +g) � min(v(f); v(g)) for f; g; f +g 2 K(C)�, and v(�f) =
v(f) for � 2 K�; f 2 K(C)�, for any v 2 PK(C), it follows that L(D) is a K-vector
space.

Lemma 3.3 Let L=K be any quadratic extension. Then for any D 2 Div(K(C)),
dimL L(extD) = dimK L(D).

Proof. Since for any f 2 K(C) and valuations v 2 PK(C), w 2 PL(C), w extending
v; w(f) = v(f) (cf. 2.4. above), the inclusion K(C) ,! L(C) induces a K-linear
map L(D) ! L(extD). Since L and K(C) are linearly disjoint over K, any set of
elements of L(D) linearly independent over K is linearly independent over L so that
dimL L (extD) � dimK L(D). We shall show that L(D) generates L(extD) as a
vector space over L and this will complete the proof of the lemma. Let fejg 1 � j � 2
be a K-basis for L and let f 2 L(extD). We write f = f1e1 + f2e2; f1; f2 2 K(C).
Then, if gj = trL=K(fej) =

P
i fi trL=K(eiej), we can write fi =

P
bijgj; bij 2 K

since the matrix (tr(eiej)) is invertible (L=K being separable). We have v(fi) �
minj v(gj) � minj;w=v w(gj) � minw=v w(f) (since gj = fej + �f � �ej; � denoting
the nontrivial element of G(L=K)), minw=v w(f) � �nv where D =

P
nvv. Thus

fi 2 L(D). �

Lemma 3.4. For any divisor D of K(C); L(D) is a �nite dimensional vector space
over K.

Proof. We �rst show that the dimension of L(0) is 1. Let f 2 K(C)� with
div f � 0, i.e. v(f) � 0 for every v 2 PK(C). By 2.5. f 2 K�, so that L(0) = K.
To prove the lemma, it is suÆcient to show that L(D) is �nite dimensional if and
only if L(D + w) is �nite dimensional for w 2 PK(C). We have a homomorphism
L(D + w) ! K(C)w given by sending f 2 L(D + w) to the class of f � �nw+1 in
K(C)w, where D =

P
nvv. Let E denote the image of this map. Then E is �nite

dimensional and the kernel of this map is L(D) so that we have an exact sequence
of K-vector spaces

0! L(D)! L(D + w)! E ! 0:

This shows that L(D) is �nite dimensional if and only if L(D + w) is �nite dimen-
sional. �

Lemma 3.5. Let D;D0 be two divisors of K(t) which are \linearly equivalent" (i.e.
D �D0 = div g for some g 2 K(t)�). Then L(D)

��! L(D0).
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Proof. Let D = D0 + div g; g 2 K(t)�. Then the map K(C) ! K(C) given by
f 7! fg induces an isomorphism L(D)

��! L(D0). �

Lemma 3.6 Let D be a divisor of degree 0 of the rational function �eld K(t). Then
D = div f for some f 2 K(t)�.

Proof. Let D =
P

p npvp+n1v1; vp; v1 2 PK de�ned as in 2.3.. Since degD = 0,P
np deg p + n1 = 0. Let f =

Qnp
p . By de�nition vp(f) = np and v1(f) =

�Pnp deg p = n1. Thus D = div(f). �

Proposition 3.7. Let D be a divisor of the rational function �eld K(t) of degree
� 0. Then dimL(D) = 1 + degD.

Proof. Let degD = n � 0. Then D � nvt has degree 0 and hence is the divisor of
a function (see 3.6.). Thus L(D)

��! L(nvt), by 3.5. above. We need only to show
that dimL(nvt) = 1 + n. Every element of L(nvt) is of the form f=ti; 0 � i � n,
with deg f � i. This K-subspace of K(t) has dimension 1 + n. �

Theorem 3.8. Let C = Ca;b be a conic de�ned over K. Then, for any divisor D
of C, we have dimL(D) = 1 + degD if degD � 0 and dimL(D) = 0 if degD < 0.

Proof. Let L=K be a quadratic extension of K which splits C. By 3.2. and
3.3. above, we may replace K by L and assume that K(C) = K(t), the �eld of
rational functions in one variable. The �rst claim follows from 3.6. above. Let
D =

P
nvv be a divisor with degD < 0. If f 2 L(D), f 6= 0; v(f) � �nv so that

deg div(f) =
P
v(f) � deg v � �Pnv deg v = � degD > 0, a contradiction. Thus

L(D) = 0. �

Corollary 3.9. Let C = Ca;b be a conic de�ned over K. Then any divisor of degree
zero is the divisor div g for some g 2 K(C)�.

Proof. If D is a divisor with degD = 0, then dimL(D) = 1. Let f 2 L(D)
with f 6= 0. Then div f + D � 0. Since deg(div f) = degD = 0, it follows that
div f +D = 0 i.e. D = � div(f) = div(1=f). �

x 4. Proof of Hilbert Theorem 90 for K2

Proposition 4.1. Let K be any �eld of characteristic 6= 2 and L=K any quadratic

extension. The sequence K2(L)
1���! K2(L)

tr�! K2(K) is a complex.

Proof. Since K2(L) is generated by elements of the form hb; �i; b 2 K�; � 2 L� (see
5.4. of Chapter III), it is enough to prove that tr Æ(1 � �)(hb; �i) = 0. We have
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tr Æ(1� �)(hb; �i) = trhb; �(��)�1i = hb; N(�(��)�1)i = hb; 1i = 1. �

Proposition 4.2. The sequence K2(L)
1���! K2(L)

tr�! K2(K) is exact if the map
NL=K : L� �! K� is surjective.

Proof. By 4.1. above, we have an induced homomorphism

etr : K2(L)=(1� �)K2(L)! K2(K)

induced by transfer. Let NL=K : L� ! K� be surjective. We construct an inverse toetr. We de�ne ' : K��K� ! K2(L)=(1��)K2(L) by (b; c) 7! h�; ci where � 2 L� is
such that NL=K(�) = b. We note that ' is well-de�ned. In fact NL=K(�) = NL=K(�

0)
implies that NL=K(��

0�1) = 1 so that by the classical Hilbert Theorem 90 (3.2. of

Chapter II), there exists � 2 L� such that ��0�1 = �(��)�1. Then h�; ci � h�0; ci =
h��0�1; ci = h�(��)�1; ci = (1� �)h�; ci 2 (1� �)K2(L). Obviously ' is biadditive
so that we have an induced homomorphism

' : K� 
ZK� ! K2(L)=(1� �)K2(L):

We claim that for any b 2 K�; b 6= 1, '(b 
 (1 � b)) = 0; i.e. the symbol h�; 1 �
bi 2 (1 � �)K2(L) if � 2 L� is such that NL=K(�) = b. Let

p
b 2 K�. Then

h�; 1� bi = h�; 1 +pbi + h�; 1�pbi = h�=�pb; 1 +pbi + h�=pb; 1�pbi. Since
NL=K(�= �

p
b) = 1, �=�pb = �(��)�1; �=

p
b = �(��)�1. Thus h�; 1 � bi =

(1� �)h�; 1 +pbi+ (1� �)h�; 1�pbi 2 (1� �)K2(L).

Suppose
p
b 2 L�;pb 62 K�. Then h�; 1� bi = h�; 1 +pbi + h�; 1�pbi = h�; 1 +p

bi� h��; 1�pbi+ h��; 1�pbi+ h�; 1�pbi = (1��)h�; 1+pbi+ h���; 1�pbi
= (1��)h�; 1+pbi+2hpb; 1�pbi = (1��)h�; 1+pbi 2 (1��)K2(L). Suppose

p
b 62

L�. Then L = K(
p
a) and K(

p
b) are both Galois over L and are linearly disjoint

over K. Let eL = K(
p
a;
p
b). Then eL=K is Galois and the Galois group is generated

by the automorphisms �a; �b where �a(
p
a) = �pa; �a(

p
b) =

p
b; �b(

p
a) =

p
a,

�b(
p
b) = �pb so that �ajL = �. By Hilbert Theorem 90 for the extension eL=K(

p
b),

we have �=�pb = �a(e�)e��1 for some e� 2 eL�. By the projection formula for transfer
(x 1 of Chapter III), we have h�; 1 � bi = h�;NL=L(1 +

p
b)i = treL=Lh�; 1 +

p
bi =

treL=Lh�a(e�); 1 +pbi � treL=Lhe�; 1 +pbi = treL=L Æ�ahe�; 1 +pbi � treL=Lhe�; 1 +pbi =
� Æ treL=Lhe�; 1+pbi� treL=Lhe�; 1+pbi 2 (1� �)K2(L), the last equality being valid

since for � 2 L�, e� 2 eL�,
treL=L Æ�ah�; e�i = treL=Lh��; �ae�i

h��;NeL=L�ae�i
h��; �ae� � �b�ae�i
h��; �ae� � �a�be�i
h��; �aNeL=L(e�)i
� Æ treL=Lh�; e�i:

This completes the proof of Proposition 4.2. �
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For any �eld K of characteristic 6= 2 and a quadratic extension L=K, we de�ne

V (K) = ker tr = im(1� �);

where tr : K2(L)! K2(K) and (1� �) : K2(L)! K2(L) are as de�ned earlier. Let
E=K be any extension such that L 6� E so that EL=E is a quadratic extension of E.
We denote by � the automorphism of EL=E induced by the nontrivial automorphism
of � of L=K. We obtain a complex

K2(EL)
1���! K2(EL)

tr�! K2(E)

and the following diagram is commutative.

K2(EL)
1�����! K2(EL)

tr���! K2(E)x??ext

x??ext

x??ext

K2(L)
1�����! K2(L)

tr���! K2(K):

We therefore have an induced homomorphism V (K) ! V (E). The strategy for
proving Hilbert Theorem 90 for K2 is to construct an extension E=K such that
L 6� E and such that

1) V (K)! V (E) is injective,

2) NEL=E : (EL)� ! E� is surjective.

Then, by 4.2. above, V (E) = 0 so that V (K) = 0.

To construct such a �eld E, we begin with the following

Theorem 5.4. Let K be a �eld of characteristic 6= 2 and L a quadratic extension
of K. Let C = Ca;b be a conic de�ned over K, split by L. Then L is not contained
in K(C) and the map V (K)! V (K(C)) is injective.

We postpone the proof of this theorem to x 5 and x 6 and complete the proof of
Hilbert Theorem 90 for K2. We begin with the following

Lemma 4.4. Let C = Ca;b be a conic de�ned over K and eK any extension of K.

Then eK
KK(C) is an integral domain whose quotient �eld is isomorphic to eK(C).

Proof. Since aX2+bY 2�1 is irreducible over any extension of K; eK[X; Y ]=(aX2+

bY 2 � 1) is an integral domain with quotient �eld eK(C). We have homomorphismseK[X; Y ]=(aX2+ bY 2� 1) = eK
K[X; Y ]= (aX2+ bY 2� 1)! eK
K(C)! eK(C),

the composite being the inclusion of eK[X; Y ]=aX2 + bY 2 � 1) in its quotient �eld.

Thus all the maps above are injections so that eK
K(C) is a domain with quotient

�eld eK(C). �
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Proof of Theorem 5.10. Let K(
p
a). For any �nite subset I = fb1; b2; : : : ; bng of K�,

we have, by iterated applications of 4.10. above, that 
1�j�nK(Ca;bj) is an integral
domain whose quotient �eld is denoted by KI . (We note that if I 0 = fb1; : : : ; bn�1g,
then, KI is the function �eld of the conic Ca;bn over KI0). The set J of �nite
subsets of K� is directed with inclusion of subsets as ordering. We note that if
I1 � I2; KI1 � KI2. Let K1 = lim�!I2JKI. We have an inclusion KI � K1. Since

L splits Ca;bi , the map V (K) ! V (K(Ca;bi)) is injective, by 4.3. above. Since L
is not contained in K(Ca;bi), L 6� K1. Thus the map V (K) ! V (K1) is de�ned
and is injective since K1 is a direct limit of successive function �elds. Further, any
b 2 K� is a norm in the extension LK(Ca;b)=K(Ca;b) since L splits Ca;b, so that
K� is contained in NLK1=K1

(K�1 ) and V (K) ! V (K1) is injective. Replacing K by
K1, we construct a �eld K2 such that L 6� K2; V (K1) ! V (K2) is injective and
K�1 � NLK2=K2

(K�2). Iterating this procedure, we get a sequence of �elds K = K0 �
K1 � : : : . Let E = lim�!n

Kn. Then L 6� E and V (K) ! V (E) is injective since
V (K) ! V (Kn) is injective for all n. Further, if � 2 E, then � 2 Kn for some n.
By the very construction of Kn+1, � 2 NLKn+1=Kn+1

(LKn+1) � NLE=E(LE). Thus
N : (LE)� ! E� is surjective and V (E) = 0 by 4.3.. Hence V (K) = 0 and this
completes the proof of the theorem. �

x 5. An analogue of an exact sequence of Bass-Tate for conics

Let K be a �eld with a discrete valuation v. We have a map ' : K� � K� ! K�v
(Kv denoting the residue �eld Ov=pv of v) given by (a; b) 7! (�1)v(a)v(b)(av(b))bv(a))
where bar denotes reduction modulo the maximal ideal pv of O. We note that
f(�1)v(a)v(b)a�v(b)bv(a)g = 0 so that the map is indeed de�ned. It is easily veri�ed
that ' is biadditive and that '(a; 1 � a) = 1 for a 2 K�, a 6= 1. Thus we have an
induced homomorphism Tv : K2(K) ! K1(Kv) = K�v called the tame symbol. We
record the following two properties of the tame symbol.

5.1. If � is a parameter for v, u; u0 units of v, then

a) Tv(< �; u >) = u

b) Tv(< u; u0 >) = 1.

Let C = Ca;b be a conic de�ned over K. We shall assume, from now on that
CharK 6= 2. For each v 2 PK(C), we have a homomorphism Tv : K2(K(C)) !
K1(K(C)v). These homomorphisms give rise to a homomorphism

T = (Tv) : K2(K(C))!
Y
v

K1(K(C)v):

The image of T is, in view of 2.5., contained in
`

vK1(K(C)v).

If C is a split conic, so that K(C) = K(t) is the rational function �eld in one
variable, we have the following
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Theorem 5.2. The sequence

0! K2(K)! K2(K(t))
T�!
a
v2PK

K1(K(t)v)
N�! K1(K)! 0

is split exact, where N =
�
NK(C)v=K

�
.

See Appendix II for a proof of this theorem. The aim of this section is to prove
a partial analogue of the above exact sequence for any conic, not necessarily split.
More precisely we prove the following

Theorem 5.3. Let C = Ca;b be a conic de�ned over K. The sequence

K2(K(C))
T�!

a
v2PK(C)

K1(K(C)v)
N�! K1(K) (�)

is exact.

Proposition 5.4 The sequence (�) is a complex.

To prove this proposition, we need the following

Lemma 5.5. Let `=k be a quadratic extension with 2 invertible in k. If v is any
discrete valuation of k, the following diagram is commutative.

K2(`)
(Tw)���! `

w=v `
�
w??ytr

??y�N`w=kv

�
= N

K2(k)
Tv���! k�v

Proof.
Case 1. Suppose there is only one extension w of v to ` with e(w=v) = 2. Then
kv = `w by 2.2.. Let B be the integral closure of Ow in `. Then there exists a
parameter �w of w in B, since Ow = B. Let �2

w+a�w+b = 0 be the integral equation
satis�ed by �w over Ov. If a = 0, then �2

w = �b 2 k and �b = �v is a parameter for
v. If a 6= 0, it may be checked that �w+a=2 2 Ow is a parameter for w whose square
�b + a2=4 belongs to k and is a parameter for v. Thus we assume, without loss of
generality, that �w is a parameter for w with �2

w = �v 2 k a parameter for v. Since
K2(`) is generated by ha; bi; a 2 l; b 2 k, it is suÆcient to check the commutativity
of the above diagram for elements of the form hu; u0i; hu; �vi; h�w; u0i; h�w; �vi where
u is a unit of w and u0 2 k is a unit of v.
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N Æ Tw(hu; u0i) = 0
Tv Æ tr(hu; u0i) = Tv(hN`=ku; u

0i) (projection formula)
= 0 since N`=ku is a unit for v:

N Æ Tw(hu; �vi) = N`w=kv(u
�2) = u�2

Tv Æ tr(hu; �vi) = Tv(hN`=ku; �vi) = N`=ku�1
= N`w=kv(u)

�2 = u �2 (in view of 2.2.)

N Æ Tw(h�w; u0i) = N`w=kv(u
0) = u 0

Tv Æ tr(h�w; u0i) = Tv(hN`=k�w; u
0i)

= Tv(h��v; u0i)
= u0:

We have h�w; �vi = h�w; (��w)2i = 2h�w;��wi = 0.

Case 2. Suppose there is only one extension w of v to ` with e(w=v) = 1. Then
[`w : kv] = 2 and if � is a parameter for v in k , � is also a parameter for w. If
suÆces to check the commutativity of the above diagram for elements h�; ui where
u 2 `� is a unit for w.

N Æ Tw(h�; ui) = N`w=kv(u)
Tv Æ tr(h�; ui) = Tv(h�;N`=kui)

= N`=ku = N`w=kv(u) (see 2.2.):

Case 3. Let w1; w2 be distinct extensions of v to `. Then e(wi=v) = 1 and [`wi :
kv] = 1. Let � 2 G(`=k) be a generator so that w2 = w1 Æ � (see 2.2). Let � be a
parameter for v in k. Then � is a parameter for both w1 and w2. It suÆces to check
the commutativity of the diagram for elements of K2(`) of the form hu; bi; h�; bi
where u 2 k� is a unit for v and b 2 `� any element.

N Æ Tw(hu; bi) = N
�
u�w1(b); u�w2(b)

�
=
�
u�w1(b); u�w2(b)

��
u�w2(b); u�w1(b)

�
(see 2.4.)

= u�(w1(b)+w2(b)) 2 k�v
= u�vNb:

Tv Æ tr(hu; bi) = Tv(hu;Nbi) = u�vNb:

N Æ Tw(h�; bi) = N
�
(�1)w1(b)��w1(b)b); (�1)w2(b)��w2(b)b�

= (�1)vNb��vNbNb (see 2:4:)
Tv Æ tr(h�; bi = Tv(h�;Nbi)

= (�1)vNb��vNbNb:

�

Proof of 5.4. Let t 2 K(C) be such that K(C) is a quadratic extension of K(t). For
any v 2 PK , there are at the most two valuations w in PK(C) extending v. We
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claim that the following diagram is commutative:

K2(K(C))
(Tw)���! `

w=v K1(K(C)w)
N���! K1(K)??ytr

??yN 



K2(K(t))

Tv���! K1(K(t)v)
N���! K1(K)

The right hand side diagram commutes since norm is transitive. The commutativity
of the left hand square is a consequence of 5.5. above. The bottom row is exact by
5.2.. Hence the top row is a complex. Hence the sequence (�) of 5.3. is a complex.

�

Proof of Theorem 5.3. If C is a conic split over K, then exactness of (�) follows
from 5.2.. We therefore assume that C is non-split. Let � = (�v)v2PK(C) , be an
element of

`
v2 PK(C)K1(K(C)v) with

Q
vNK(C)v=K(�v) = 1. We need to show that

� 2 imT . Let

A(K(C)) =
a

v2PK(C)

K1(K(C)v):

We say that for �; �0 2 A(K(C)), � � �0 if and only if ��0�1 2 imT . For any
� 2 A(K(C)), we de�ne

supp � = fv 2 PK(C) j �v 6= 1g;

so that if � = 1, supp � = ;. We de�ne rk � = (d; k) where d = maxv2supp �fdeg vg,
and k is the number of v in supp � with degree v = d. If � = 1, we set rk � = (0; 0).
We introduce the lexicographic ordering on the set of pairs (d; k), i.e., (d; ; k) <
(d0; k0) if d < d0 or if d = d0, k < k0. The proof of 5.3. is immediate if we prove the
following:

Step 1. If � 2 A(K(C)) with rk � � (2; 2), then
Q

vNK(C)v=K(�) = 1 implies that
� � 1.

Step 2. For any � 2 A(K(C)), there exists �0 2 A(K(C)) such that � � �0 and
rk �0 � (2; 2).

To prove Step 1, we need the following lemma which is of independent interest.

Lemma 5.6. Let K1; K2 be quadratic extensions of a �eld K. If �i 2 Ki are such
that NK1=K(�1) = NK2=K(�2), then, there exists 
 2 (K1 
K K2)

� and � 2 K� such
that NK1
K2=K1(
) = ��1; NK1
K2=K2(
) = ��2.

Proof. Suppose K1 
K K2 is a �eld. Then K1 
K K2 is a Galois extension of K
which is the composite of K1 and K2 whose Galois group is generated by �1
 1 and
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1
 �2 where �i 2 G(Ki=K) are the generators, i = 1; 2. Let eK be the �xed �eld of
�1 
 �2. We have

NK1
K2= ~K
(�1 
 ��12 ) = (�1 
 ��12 )(�1�1 
 �2��12 ) = NK1=K(�1)
NK2=K(�

�1
2 ) = 1;

by hypothesis. By Hilbert Theorem 90 forK1
K2= eK (3.2., Chapter III) there exists
Æ 2 (K1 
K2)

� with �1 
 ��12 = Æ � (�1 
 �2)(Æ�1). Let 
 = (�1 
 1) � (�1 
 �2)(Æ) =
(1
 �2)Æ and � = NK1
K2=K1(
)(�

�1
1 
 1). Then (1
 �2)(�) = �. Since K1 and K2

are respectively the �xed �elds of K1 
 K2 under �1 
 1 and 1
 �2, we get, using
the expressions for 
 that:

� = NK1
K2=K1((�1 
 �2)(Æ)) � (�1 
 1) (2 K1 
 1)
= (�1 
 �2)(Æ) � (1
 �2)(�1 
 �2)(Æ) � (�1 
 1)
= (�1 
 �2)(Æ) � (�1 
 1)(�1 
 1)(Æ)
= (1
 �2) � Æ(�1 
 1)(Æ)
= (1
 ��12 ) �NK1
K2=K2

(
) (2 
K2)�
Thus � 2 K1 
 1 \ 1
K2 = K. We have

NK1
K2=K1(
) = (�1 
 1)�
NK1
K2=K1

(
) = (1
 �2)�:
This proves the lemma if K1
KK2 is a �eld. If K1
KK2 is not a �eld, K1
KK2 '
K1 � K1 (K1 being isomorphic to K2 over K) and the automorphism � : (x; y) 7!
(y; x) of K1 �K1 has for its �xed �eld eK1 = f(x; x) j x 2 K1g � K1 �K1 which is
isomorphic to K1. It is trivially checked that any element of K1 � K1 which is of
norm 1 over ~K1 is of the form �(��)�1 for some � 2 (K1 �K1)

�. The proof of the
lemma in this case is on the same lines as before. �

Proof of Step 2. Let v1; v2 2 PK(C) be such that v1 6= v2; deg vi = 2 and supp � �
fv1; v2g. (Note that K being in�nite, there are in�nitely many valuations of K(x)
of degree 1 and C being nonsplit over K, every extension to K(C) of a valuation of
degree one of K(x) of degree 2). Let K1 = K(C)v1 , K2 = K(C)v2 . Then K1 splits C
(2.6.) and we have the following diagram which is commutative in view of Lemma
5.5. above.

K2(K1(C))
T���! `

v2Pk(C)(K1 
K(C)v)
� N���! K1??ytr

??yN ??yN
K2(K(C))

T���! `
v2Pk(C)(K(C)v)

� ���! K

(We note that K1
KK(C)v '
`

w=v K1(C)w in view of 2.4. and A(K1(C)) is thus

indexed by PK(C).)

Since � 2 A(K(C)) is such that N(�) = 1, NK1=K(�
�1
v1 ) = NK1=K(�v2). By the above

lemma 5.6. on norms, there exist � 2 K�, � 2 K1 
K2 such that NK1
K2=K1(�) =
� ��1v1 , NK1
K2=K2(�) = � �v2 . We de�ne e� 2 A(K1(C)) as follows: the component of
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e� inK1
K(C)v1 ' K1
K1 is (�
�1; �v1), the component of e� inK1
K(C)v2 ' K1�

K2 is � and every other component of e� is 1. Then N(e�) = ��1�v1 �NK1
K2=K1(�) = 1.
Since the top row is exact by 5.2., C being split by K1, there exists Æ 2 K2(K1(C))
such that T (Æ) = e�. We have T Æ tr(Æ) = N Æ T (Æ) = N(e�) 2 A(K(C)) where
N(e�)v1 = ��1 �v1 ; N(e�)v2 = � e�v2 and N(e�)v = 1 if v 6= v1; v2. On the other hand,
since v1 � v2 2 Div(K(C)) has degree zero, in view of 3.9., there exists a function
g 2 K(C)� such that div g = v1 � v2. Then T (hg; �i) has component � in K, and
��1 in K2. Thus T (tr(Æ)� hg:�i) = � and this proves Step 2. �

To prove Step 1, we begin with the following

Lemma 5.7. Let C be a conic de�ned over K and v 2 PK(C), D 2 Div(K(C))
are such that degD = deg v and v 62 SuppD. Then, the map L(D)! K(C)v given
by f 7! f , the class of f modulo pv, is a surjective homomorphism whose kernel is
L(D � v).

Proof. Since v 62 SuppD, for any f 2 L(D); v(f) � 0 so that there is a well-de�ned
map ' : L(D) ! K(Cv) which is obviously a homomorphism of K-vector spaces.
We have ker' = ff 2 L(D) j v(f) � 1g [ f0g = L(D � v). By 3.8., dimK L(D) =
1+degD (since degD = deg v � 1) and dimK L(D� v) = 1; deg(D� v) being zero.
Hence dim(im') = degD = deg v = [K(C)v : K]. Thus ' is surjective. �

Lemma 5.8. Let � 2 A(K(C)) be such that rank � = (2n; k); n � 1. Then there
exists g 2 K(C)� such that v1(g) = 0 and the image of g in K(C)v1 is �v1 and such
that Supp(div g) consists of valuations of degrees < 2n� 1.

Proof. We have already remarked that there are an in�nity of v 2 PK(C) with
deg v = 2. Choose w1; w2 2 PK(C) with w1 6= w2 and degwi = 2; i = 1; 2. We
have v1 6= w1 since n > 1 and deg nw1 = deg v1 = 2n. Since v1 62 Supp(nw1), the
map ' : L(nw1) ! K(C)v1 de�ned as in 5.7. above is surjective. Since v1 6= w1,
for any h 2 L(w1) h 6= 0 v1(h) � 0 and the map  : L(w1) ! K(C)v1 de�ned by
h 7! �v1�h is a well-de�ned homomorphism of k-vector spaces. We claim that  is
injective. In fact, if h 2 L(w1) ; h 6= 0 ; �vi

�h = 0 implies that �h = 0, i.e., v1(h) � 1.
Thus ker = L(w1�v1). Since deg(w1�v1) = 2�2n < 0 , by 3.8., ker = 0. Thus
dimK( (L(w1))) = dimK(L(w1)) = 1 + degw1 = 3. Since ' is surjective, we have
dimK '

�1( (L(w1))) � 3. We have two subspaces '�1 (L(w1)) and L(nw1�w2) of
l(nw1) which is of dimension 1 + 2n over K such that dimK '

�1 (L(w1)) � 3 and
dimK L(nw1�w2) = 2n� 1. These two subspaces necessarily intersect nontrivially.
Let g 6= 0 be in this intersection. We claim that '(eg) 6= 0. Indeed, if '(eg) = 0 , theneg 2 L(nw1 � v2) and since eg 2 L(nw1 � w2) by choice, wide~g 2 L(nw1 � w2 � v1).
Since deg(nw1�w2� v1) = �2 < 0 , it follows by 3.8. that eg = 0 , a contradiction.

Thus 0 6= 'eg) = �v1eh for some eh 2 L(w1); eh 6= 0. Let g = eg � eh�1 2 K(C). Then

�v1 = �g 2 K(C)v1 and Supp(div g) = Supp(div eg�diveh) � Supp(div eg[Supp(diveh.
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Since eg 2 L(nw1�w2) , we have w1(eg)�degw1 � �2n. Since by 3.1., deg(div eg) = 0,

it follows that Supp(div eg) contains no valuation of degree > 2n. Since eh 2 L(w1)

with degw1 = 2 , and by 3.1., deg(diveh) = 0; Suppeh contains at the most one other
valuation of degree 2. It follows that Supp(div g) contains valuations of degree at
the most 2n� 2. This proves the lemma. �

Proposition 5.9. Let C be any conic, non split, over K, and let � = (�v) 2
A(K(C)) be such that rk � = (d; k) with d > 2. Then there exists �0 2 A(K(C))
such that �0 � � and rk �0 < rk �.

Proof. Let v1 2 PK(C) with deg v1 = d = 2n (n > 1) and v1 2 Supp �. Let
v2 2 PK(C) be such that deg v2 = 2. Since deg(v1 � nv2) = 0, there exists by (3.9)
f 2 K(C)? such that v1 � nv2 = div f . Let g 2 K(C)? be chosen as in (5.8) above
with respect to v1. Since operatornameSuppT (hf; gi) � Supp(div g) [ Supp(div g),
it follows that Supp T (hf; gi) consists of valuations of degree at the most d � 2.
We have v1(f) = 1 and v1(g) = 0 with �g = nv1 , so that Tv1(hf; gi) = �v1 . Let
�0 = � � T (hf; gi). Then rk�0 < rk� and �0 � �. This proves the proposition. �

Proposition 5.10 Let C be a non-split conic over K. Let � 2 A(K(C)) be such
that rk� = (2; k) with k � 3. Then there exists �0 2 A(K(C)) with � � �0 and such
that rk �0 < rk �.

Proof. We choose v1; v2; w 2 PK(C) contained in Supp � such that deg v1 =
deg v2 = degw = 2 and v1; v2; w distinct. Since deg(vi � w) = 0; i = 1; 2 , by 3.9.,
it follows that vi � w = div fi for fi 2 K(C)�. Thus fi 2 L(w); i = 1; 2. By 5.7.
above, the map f 7! �f of L(w)! K(C)vi is surjective for i = 1; 2. Thus there exist
gi 2 L(wi); gi 6= 0 such that gi = �vi ; i = 1; 2 in K(C)vi . We note that f1 and g1
(resp. f2 and g2) are linearly independent overK. In fact, if �f1+�g1 = 0; �; � 2 K,
then v1(f1) = 0 so that � � g1(v1) = ��v1 = 0, i.e., � = 0. (For any v 2 PK(C) and
f 2 Ov � K(C)�; f(v) denotes �f , the image of f in K(C)v). Since f1(v2) 6= 0 , and
� � fi(v2) = 0; � = 0.

Since by (3.8) dimK L(w) = 1 + degw = 3, the 2-dimensional subspaces generated
by f1; g1 and f2; g2 intersect nontrivially. Let h 6= 0 be in this intersection. Let
h = �1f1 + �1g1 = �2f2 + �2g2; �i; �i 2 K:

Case 1. �1 = 0. Then �2 6= 0 since otherwise div f1 = div f1, a contradiction. Since
v2(f1) = 0; v2(f2) = 1, we have

Tv2(hf2; �1=�2 � f1i) = �1=�2 � f1(v2) = h(v2)=�2
= �2=�2 � f2(v2) + g2(v2)
= g2(v2)
= �v2 �

Further, SuppT (hf2; �1=�2 �f1i) � (Supp(div f1)[Supp(div f2) = fv1; v2; wg. Thus
�0 = � � T (hf2; �1=�2 � f1i)1 has the property � � �0 and rk �0 < rk �.
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Case 2. �2 = 0. The argument is similar to Case 1.

Case 3. �1�2 6= 0. We �rst note that Supp(div fi) = fw; vig. Since fi(vi) = 0 and
gi(vi) = �gi = nvi ; h(vi) is de�ned and equals �ifi(vi) + �igi(vi) = �i�vi 6= 0, so that
vi(h) = 0; i = 1; 2. Thus vi =2 Supp(div h). Since h 2 L(w); div h + w = D � 0,
i.e., div h = D � w so that D is a positive divisor with degD = degw = 2. Thus
D = w0 2 PK(C) with degw

0 = 2. (Note that w0 may be equal to w.) Thus Supp h =
fw;w0g. Consider hfi=h; h=�ii 2 K2(K(C)); i = 1; 2. Then SuppT (hfi=h; h=�ii) �
Supp(div fi=h)[ Supp(div h) � fv1; v2; w; w0g and Tvihfi=h; h=�ii = h(vi)=�i = �vi ,
fi=h being a parameter for vi, since vi(h) = 0 and div fi = vi � w. Let �0 =
� � T (hf1=h; h=�1i + hf2=h; h=�2i)�1. Then Supp �0 � (Supp � n fv1; v2g) [ fw0g.
Since degw0 = 2, we get rk �0 < rk � and the proposition is proved. �

Proof of Step 1. Immediate from 5.9. and 5.10. above. �

x 6. Injectivity of the map V (K)! V (K(Ca;b))V (K)! V (K(Ca;b))V (K)! V (K(Ca;b))

Let C = Ca;b be a conic de�ned over K and L=K a quadratic extension which
splits C . Since by 1.3., K is algebraically closed in K(C) , L is not contained
in K(C) and L(C) is a quadratic extension of K(C) . Let � 2 G(L=K) be a
generator. Then � also generates G(L(C)=K(C)) . Since L splits C ; L(C) is
isomorphic to L(t) , the �eld of rational functions in one variable t .

Proposition 6.1. The diagram

1??y
K2(K(C))

T���! `
v2P(C)K(C)�v

N���! K�??yext (3)

??yext (5)

??yext

0 ���! K2(L)
ext���! K2(L(C))

T���! `
v2P(C)(L
K(C)v)

� N���! K�??y1�� (1)

??y1�� (4)

??y1��

0 ���! K2(L)
ext���! K2(L(C))

T���! `
v2P(C)(L
K(C)v)

�??ytr (2)

??ytr

K2(K)
ext���! K2(K(C))

is commutative where T is the tame symbol (Tw), (identifying L 
 K(C)v with`
w=v L(C)w as in the proof of Step 2 of (5.3) of this chapter). Further, the rows

are exact, the �rst two columns are complexes and the last two columns are exact.

Proof. The exactness of the top row is a consequence of 5.3. and the exactness
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of the second and the third rows follows from 5.2. since L(C) = L(t). The �rst
column on the left is a complex, in view of 4.1. To show the exactness of the third
column from the left, we note that if L
K(C)v is a �eld, then � 
 1 is the Galois
automorphism of L
K(C)v over K(C)v so that the �xed �eld for � 
 1 is K(C)v.
If L 
 K(C)v is not a �eld, then K(C)v ,! L 
 K(C)v ' K(C)v � K(C)v, the
inclusion being x ! (x; x) and � 
 1 on L 
 K(C)v acts as (x; y) ! (y; x) on this
product so that the �xed set for � 
 1 is again K(C)v. This shows that the third
column is exact: the exactness of the right most column is trivial.

Commutativity of (1) is clear. To check the commutativity of (2) we need only
to observe that K2(L) is generated by ha; bi ; a 2 L� ; b 2 K� and NL=K(a) =
NL(C)=K(C)(a). The square (3) is commutative since L(C)=K(C) is such that e(w=v)
= 1 for w=v (see 2.4.). The commutativity of (5) is a consequence of the fact that
the norm commutes with base change. Finally, we check that the square (4) is
commutative. Suppose v 2 PK(C) has a unique extension w in PL(C). It is enough
to check that the diagram

K2(L(C))
Tw���! L(C)�w??y� ??y�

K2(L(C))
Tw���! L(C)�w

commutes. Let � be a parameter for w. Then �� is again a parameter for w. We
use that K2(L(C)) is generated by h�; ui ; hu0; ui where u; u0 are units for w. We
have

� Æ Tw(h�; ui) = �(u) ;

Tw Æ �(h�; ui) = Tw(h��; �ui) = �u = �u ;

� Æ Tw(hu0; ui)) = 0 = Tw((h�u0; �ui)) = Tw Æ �(hu0ui) :
Suppose w1; w2 2 PL(C) are two distinct extensions of v 2 P(C). We need to check
that the diagram

K2(L(C))
(Twi )���! L(C)�w1 � L(C)�w2??y� ??y�
1

K2(L(C))
(Twi )���! L(C)�w1 � L(C)�w2

commutes, where � 
 1 is the isomorphism (x; y) ! (�y; �x) (see (2.4)). Let � 2
K(C) be a parameter for v. Then � is a parameter for w1 and w2. We have
K2(K(C)) generated by h�; ai and hu; ai where a 2 L(C)� and u 2 K(C) is a unit
for v. We have

(� 
 1) Æ (Twi)(h�; ai) = (� 
 1)((�1)w1(a)���w1(a)�a ; (�1)w2(a)���w2(a)�a)

= ((�1)w2(a)���w2(a)��a ; (�1)w1(a)���w1(a)��a) :
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(Twi) Æ �(h�; ai) = (Twi)h�; �ai

= ((�1)w1�a���w1�a��a ; (�1)w2�a���w2�a��a);
= (� 
 1)�(Twi)(h�; ai) ;

since w1 Æ � = w2 ; w2 Æ � = w1.

(� 
 1) Æ (Twi)(hu; ai) = (� 
 1)(u�w1(a) ; u�w2(a))

= (u�w2(a) ; u�w1(a)) :

(Twi) Æ (� 
 1)(hu; ai) = (Twi)(hu; �ai)

= (u�w1�a ; u�w2�a)

= (u�w2�a ; u�w1�a) :

This shows that the square (4) is commutative and completes the proof of the
proposition. �

Proof of Theorem 4.3. As we remarked earlier, K being algebraically closed in
K(C) ; L 6� K(C) so that the map V (K) ! V (K(C)) is de�ned. The method of
proof involves diagram{chasing in the diagram 6.1.. Let x1 2 V (K) = ker tr = im(1�
�) with x1 2 K2(L) as a representative, i.e. tr x1 = 0. Suppose the image of x1 in
V (K(C)) is zero, i.e. ext x1 = x2 2 K2(L(C)) belongs to (1 � �)�K2(L(C)). We
need to show that x1 2 (1� �)�K2(L), in order to check the injectivity of the map
V (K)! V (K(C)). Let x3 2 K2(L(C)) be such that (1��)x3 = x2. Let x4 = T (x3).
Then (1 � �)x4 = (1 � �)T (x3) = T�(1 � �)(x3) = T (x2) = T Æ ext x1 = 0. The
third column being exact, there exists x5 2

`
vK(C)�v such that ext x5 = x4. We

have Nx4 = N
circTx3 = 0. Thus ext ÆNx5 = N Æ ext x5 = Nx4 = 0. Thus Nx5 = 0. The top row
being exact, there exists x6 2 K2(K(C)) such that Tx6 = x5. Let ext x6 = x7. Then
Tx7 = T Æ ext x6 = ext Æ Tx6 = ext x5 = x4 and hence T (x3 � x7) = 0. Thus there
exists x8 2 K2(L) such that ext x8 = x3�x7. We have (1��)x7 = (1��)ext x6 = 0
and hence (1 � �)ext x8 = (1 � �)(x3) = x2. Thus ext(1 � �)(x8) = ext x1. Since
ext : K2(L)! K2(L(C)) is injective, (1��)(x8) = x1 so that x1 = 0 in V (K). This
completes the proof of the theorem. �
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Chapter V: Kernel of ext : k2(K)! k2(K(
p
a))ext : k2(K)! k2(K(
p
a))ext : k2(K)! k2(K(
p
a))

x 1. An analogue of the tame symbol for cohomology

The aim of this section is to prove the following

Proposition 1.1. Let K be a �eld with a discrete valuation v. Suppose K and Kv

are of characteristic 6= 2. Then there exists a homomorphism @v : H
2(K)! H1(Kv)

(see x 5 of Ch. III for notation) satisfying the following properties:

(1) @v(�� [ �u) = �u

(2) @v(�u [ �u0) = 0

for any uniformising parameter � for v and units u; u0 for v; u denoting the residue
class of u modulo pv.

Remark. The existence of @v would have been immediate if Merkurjev's theorem
had been granted. In fact, then, @v is the transport of the tame symbol Tv under
the isomorphism �K : k2(K)

��! H2(K). We prove 1.1. directly, since we need it
in the proof of Merkurjev's theorem.

For the proof of 1.1., we need some generalities on complete discrete valuated �elds.

Let K be a �eld with a discrete valuation v. The map K ! R+ given by x 7!
(1=2)v(x); x 6= 0 and 0 7! 0 de�nes a norm on K and hence a metric. We say that
K is complete with respect to vvv if K is complete with respect to this norm. Given
a �eld K with a discrete valuation v, there exists an extension �eld bK of K with a
discrete valuation bv such that bv is an extension of v and bK is complete with respect
to bv and such that K is dense in bK. The pair ( bK; bv) is called the completion of

(K; v). We shall abbreviate ( bK; bv) by bK. We recall that if bK is the completion of
K for the discrete valuation v; Ov ,! Obv; pv ,! pbv; pObv = pbv (and hence a parame-
ter of v is a parameter for bv). The canonical mapOv=pv ! Obv=pbv is an isomorphism.

Let K be a �eld which is complete with respect to a discrete valuation v and L=K a
�nite extension. Then it is well{known (Zariski{Samuel, Commutative Algebra Vol.
II) that there is a unique extension w of v to L. We say that L=K is unrami�ed
if e(w=v) = 1 and Lw=Kv is separable. We need the following two theorems whose
proofs can be found in the Appendix I.

Theorem 1.2. Let K be a �eld, complete with respect to a discrete valuation v and
Ks a separable closure of K. Then there exists a sub�eld Knr of Ks containing K
(called the maximal unrami�ed extension of K) such that any �nite extension L=K,
contained in Ks and unrami�ed over K is contained in Knr. If L=K is a �nite
Galois unrami�ed extension and w the extension of v to L then Lw=Kv is Galois
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and the natural map G(L=K) ! G(Lw=Kv) is an isomorphism. Thus we have an
isomorphism G(Knr=K)

��! G((Kv)s=Kv) of pro�nite groups.

Theorem 1.3. Let K be a �eld, complete with respect to a discrete valuation v
and D a central division algebra over K, with [D : K] = n2; (n; char Kv) = 1.
Then D contains a maximal commutative sub�eld L unrami�ed over K. In par-
ticular, if char Kv 6= 2, and if we identify Br(K) with H2

c (G(Ks=K); K�s ) and
H2
c (G(Knr=K); K�nr) as a subgroup of H2

c (G(Ks=K); K�s ), under in
ation, then
2Br(K) is contained in H2

c (G(Knr=K); K�nr).

Proof of 1.1. We �rst assume that K is complete with respect to v. The valuation
v : K� ! Z extends to a surjective homomorphism v : K�nr ! Z, induced by the
unique valuations L� ! Z; L=K being a �nite extension contained in Knrwhich
are extensions of v. This homomorphism v is a continuous G(Knr=K){morphism, Z
being regarded as a trivialG(Knr=K){module. From now on, we write G(Knr=K) =
Gnr. We have a homomorphism v : H2

c (Gnr; K
�
nr)! H2

c (Gnr;Z) induced by v. The
exact sequence

0! Z! Q! Q=Z! 0

of trivial Gnr{modules gives rise to the exact sequence

H1
c (Gnr;Q) �! H1

c (Gnr;Q=Z)
Æ�!H2

c (Gnr;Z) �! H2
c (Gnr;Q=Z) :

In view of 4.5. of Ch. II extended to pro�nite cohomology, H1
c (Gnr;Q) = 0 =

H2
c (Gnr;Q), so that Æ is an isomorphism. We de�ne

e@v = Æ�1 Æ v : H2
c (Gnr; K

�
nr) �! H1

c (Gnr;Q=Z):

Since char K 6= 2; 2Br(K)
��! H2(K) ,! H2

c (G(Ks=K); K�s ) and since, further,

char Kv 6= 2; H2(K) ,! H2
c (Gnr; K

�
nr) (1.3. above). We restrict e@v to e@v : H2(K)!

H1
c (Gnr;Q=Z). The isomorphism c : Gnr

��! G((Kv)s=Kv) of 1.3. yields an

isomorphism ec : H1
c (Gnr;Q=Z)

��! H1
c (G(Kv=K);Q=Z). The image of ec Æ e@v is

contained in the 2{torsion of H1
c (G((Kv)s=Kv);Q=Z). We have an exact sequence

1 �! �2 �! Q=Z 2�!Q=Z �! 0; �1 7! [1=2]

of trivialG((Kv)s=Kv){modules with Q=Z divisible. Hence H1(Kv) can be identi�ed
with the 2{torsion subgroup of H1

c (G((Kv)s=Kv);Q=Z). Through this identi�cation,
we have a map ec Æ e@v : H2(K)! H1(Kv) which we call @v. We verify that @v satis�es
(1) and (2).

Let � be a uniformizer for v and u a unit of v. We �rst show that the extension
K(
p
u)=K is unrami�ed. Since char Kv 6= 2 and K is complete, by Hensel's lemma,

roots of the polynomial x2�u in Kv can be lifted to Ov. Let x
2�u be irreducible in

K[x]. Then x2�u is irreducible in Kv[x]. The integral closure of Ov in the quadratic
extensionK(

p
u) of K is O[

p
u] and is the valuation ring of the extension of v to

K(
p
u). The corresponding residue �eld is O[

p
u]=pvO[

p
u]

��! Kv(
p
u) which is
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a separable quadratic extension of Kv, 2 being invertible in Kv. Thus K(
p
u)=K is

unrami�ed.

The quaternion algebra (�;u
K
) corresponding to the element �� [ �u in H2(K) has

K(
p
u)=K as an unrami�ed splitting �eld and its cohomology class in H2(Gnr; K

�
nr)

is (see proof of 5.5., Ch. I) inf[f ], where f 2 Z2(G(K(
p
u)=K); K(

p
u)�) is the

cocycle f(�; �) = �; � 2 G(K(
p
u)=K) being the generator. The diagram

H2(Gnr; K
�
nr)

v���! H2(Gnr;Z)x??inf

x??inf

H2(G(K(
p
u)=K); K(

p
u)�) v���! H2(G(K(

p
u)=K);Z)

is commutative since inf is functorial. Thus v Æ inf[f ] = inf Æ v[f ] = inf [ ef ]; ef 2
Z2(G(K(

p
u)=K;Z) being the cocycle ef(�; �) = v(�) = 1. Ifeg 2 Z1(G(K(
p
u)=K);Q=Z) is given by eg(�) = [1=2] 2 Q=Z, it is easily veri�ed that

Æ inf[eg] = inf[ ef ] = v Æ inf[f ]. Under the isomorphism c : Gnr
��! G((Kv)s=Kv), �

corresponds to the nontrivial automorphism � of Kv(
p
u) over Kv and ec(inf [eg]) =

inf([h]) 2 H1(Kv) where h 2 Z1(G((Kv)s=Kv); �2) is the cocycle h(e�) = �1, i.e.,
inf([h]) = �u. Thus @v(�� [ �u) = @v(inf[f ]) = �u, which proves (1). One similarly
veri�es (2).

If K is not complete with respect to v, let bK denote the completion of K with
respect to v. The inclusion K ,! bK induces a homomorphism s : Br(K) ! Br( bK)

which, in turn, induces a homomorphism s : H2(K)! H2( bK). Since s(a;b
K
) = (a;bbK ),

we have, s(�a[�b) = �a [�b 2 H2( bK). With the canonical identi�cation Kv = bKv,

we de�ne @v : H
2( bK)! H1(Kv) as the composite @bv Æ s. Since a parameter (resp.

unit) for v remains a parameter (resp. unit) for bv, it follows that @v satis�es (1) and
(2). �

x 2. A weak form of a theorem of Bloch

Proposition 2.1. Let K be a �eld of characteristic 6= 2. If �K : k2(K) ! H2(K)
is injective, and if K(X1; : : : ; Xn) the rational function �eld in n variables, then,
�K(X1;:::;Xn) is injective.

Proof. By induction on n, it is enough to show that if �K is injective, then �K(X)

is injective, K(X) denoting the rational function �eld in one variable over K. By
5.2. of Ch. IV, we have a split exact sequence

0 �! K2(K)
ext�!K2(K(X))

T�!
a
v2PK

K1(K(X)v)
N�!K1(K) �! 0 :

Since tensor product commutes with split exact sequences, tensoring the above se-
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quence with Z=2Z we get an exact sequence

0 �! k2(K) �! k2(K(X))
T�!
a
v2PK

k1(K(X)v)
N�! k1(K) �! 0 :

In the diagram

0 ���! k2(K)
ext���! k2(K(X))

T���! `
v2PK

k1(K(X)v)

�K

??y ??y�K(X)

??y�=(�v)

0 ���! H2(K)
ext���! H2(K(X))

@=(@v)����! `
v2PK

H1(K(X)v)

the map H2(K)
ext�!H2(K(X)) is de�ned by the commutativity of the diagram

H2(K)
ext���! H2(K(X))??yo ??yo

2Br(K)
ext���! 2Br(K(X))

where the map on the last line is induced by [A] 7! [K(X) 
 A] and � is induced
by the isomorphisms �v : k1(K(X)v)

��! H1(K(X)v); �v(x) = �x. The right hand
side square is commutative in view of 1.1.. The left hand side square is clearly
commutative. The map ext : H2(K) ! H2(K(X)) is injective, in view of 1.7.
of Chapter I. Let x 2 k2(K(X)) be such that �K(X)(x) = 0. Then � Æ T (x) =
@ Æ �K(X)(x) = 0. Since � is injective, T (x) = 0. Since the top row is exact, there
exists y 2 k2(K) such that ext y = x. We have ext Æ �K(y) = �K(X) Æ ext(y) = 0.
Since ext is injective, �K(y) = 0 and �K being injective, y = 0. Thus x = ext y = 0.
�

Remark 2.2. The above proposition is only a part of theorem of Bloch which asserts
that the kernel and cokernel of �K map isomorphically onto the kernel and cokernel
of �K(X).

x 3. A criterion for the vanishing of a sum of symbols

Proposition 3.1. Let K be a �eld of characteristic 6= 2. Let fb1; : : : ; bng � K�

be such that fb1; : : : ; bng � K�=K�2 are linearly independent over Z=2Z. Let ci 2
K�; 1 � i � n. Then the following conditions are equivalent.

1)
P

1�1�n
hbi; cii = 0 in k2(K), bar denoting modulo 2K2(K).

2) There exists an integer m � n and elements bn+1; : : : ; bm in K� such that

a) fb1; : : : ; bmg are linearly independent over Z=2Z.
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b) Setting cn+1 = � � � = cm = 1 and bS =
Q

i2S bi, for each non{empty subset
S of f1; : : : ; mg, there exists a �S 2 K� which is a norm from K(

p
bS)

and such that
ci =

Y
i2S

�S; 1 � i � m :

3) Same statement as 2) with the last condition replaced by

ci =
Y
i2S

�S; 1 � i � m ;

bar denoting modulo K�2.

Proof. Trivially 2) ) 3). We show that 3) ) 2). Let ci =
Q

i2S �S��2
i ; �i 2

K�; 1 � i � m. We set � 0S = �S if jSj � 2; � 0fig = �i�
2
i ; 1 � i � n. Then ci =

Q
i2S

� 0S

and � 0S is obviously a norm from K(
p
bS).

2) ) 1). Since cn+1 = � � � = cm = 1, we haveP
1�i�n hbi; cii =

P
1�i�m

hbi; cii

=
P

1�i�m
P

i2S hbi; �Si

=
P

S hbS ; �Si
= 0 ;

since �S is a norm from K(
p
bS) (see 3.1. of Ch. III).

1) ) 3). Let
P

1�i�n hbi; cii = 0. ThenX
1�i�n

bi 
 ci =
X
i�j�r

�j 
 (1� �j)

for some r � 1 and �j 2 K�; �j 6= 1 and �j non squares in K�. We extend
fb1; : : : ; bng to the set fb1; : : : ; bmg; m � n, of linearly independent elements in
K�=K�2 over Z=2Z generating a subspace containing f�1; : : : ; �rg. We de�ne Sj as
the set of the indices i, i � m, such that bi occurs in the expression for �j in terms of

the basis fb1; : : : ; bmg. Then �j = bSj , i.e. �j = bSj ��2j ; �j 2 K�. For any nonempty
subset S � f1; : : : ; mg, we de�ne �S = 1 if S 6= Sj for every j; 1 � j � r and

�S =
Y

k2f1;:::;rg
Sk=Sj

(1� �k);

if S = Sj for some j; 1 � j � r. Then �S 2 NK(
p
bS)=K

(K(
p
bS)
�). We set ci = 1 for

n+ 1 � i � m. We verify that ci =
Q

i2S �S; 1 � i � m. To do this, it is enough to
check that X

1�i�m
(bi 
 ci) =

X
1�i�m

(bi 

Y
i2S

�S)
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(with the convention that the product over an empty set is 1), since fbig are linearly
independent over Z=2Z. HoweverX

1�i�m
(bi 
 ci) =

P
1�j�r �j 
 (1� �j)

=
P

1�j�r bSj 
 (1� �j)

=
P

S(bS 

Q

j2f1;:::;rg
S=Sj

(1� �j)

=
P

S(bS 
 �S)

=
P

1�i�m bi 
 (
Q

i2S �S) :

�

Remark 3.2. We note that any element x 2 k2(K) has a representative x 2 K2(K)
with x =

P
1�i�m hbi; cii where fbig1�i�m in K�=K�2 are linearly independent over

Z=2Z. Thus the above proposition is indeed a criterion for the vanishing of an
element of K2(K).

x 4. Construction of a universal �eld

Theorem 4.1. Let K be a �eld of characteristic 6= 2. Let L = K(
p
a) be a

quadratic extension of K. Let fbi; cig; 1 � i � n be elements of K� such that the
images of fb1; : : : ; bng in K�=K�2 and L�=L�2 are linearly independent over Z=2Z.
Let ext

P
1�i�n hbi; cii = 0 in k2(L). Then there exists a �eld E obtained from

the prime �eld of K by successive purely transcendental and quadratic extensions,
an element A 2 E with

p
A =2 E, elements fBi; Cig; 1 � i � n in E such that

ext
P hBi; Cii = 0 in k2(E(

p
A)), homomorphisms 'i : ki(E) ! ki(K); i = 1; 2

such that '1(A) = a; '2(
P hBi; Cii) =

P hbi; cii and such that the diagram

k1(E) ���! k2(E) B 7�! hA;Bi??y'1 ??y'2
k1(K) ���! k2(K); b 7�! ha; bi

is commutative.

Before proving the theorem, we record some facts on the theory of places.

A place of a �eld K into a �eld F is a ring homomorphism ' : O! F where Ois a
subring of K such that for x 2 K, either x 2 O or x�1 2 O and '(x�1) = 0. We
introduce a symbol 1 and write '(x) = 1 if x 2 K; x =2 O and denote a place
by ' : K ! F [ 1. The ring O is a local ring whose unique maximal ideal p is
ker '. We call O the valuation ring of the place. The homomorphism ' induces
an isomorphism of O=p onto a sub�eld of F . The group K�=U , where U is the
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group of invertible elements of O, is an ordered abelian group and the canonical
map K� ! K�=U is in fact a valuation (not necessarily discrete). Conversely, any
valuation of a �eld into an ordered abelian group gives rise to a place, so that the
notions of places and valuations are equivalent. We shall not go into details of this
correspondence. We record, however, the following facts which will be needed in the
sequel.

The valuation ring O of a place ' : K ! F [1 has K as its quotient �eld and is
integrally closed in K. If v is a discrete valuation of a �eld K, the canonical map
Ov ! Kv de�nes a place on K. Let ' : K ! F [1 be a place and K 0 � K; F 0 � F .
A place '0 : K 0 ! F 0 [1 is called an extension of ' if '0jK = '.

Lemma 4.2.1 Let '1 : K ! K1 [ 1; '2 : K1 ! K2 [ 1 be two places. Then
there exists a place ' : K ! K2[1 satisfying '(x) = '2('1(x)) whenever the right
hand side is de�ned. The place ' is called the composition of '1 and '2, denoted
by '2 Æ '1.

Proof. Let O1 be the valuation ring '1 and O2 the valuation ring of '2. Let
'�11 (O2) = O. Then O � O1 is a subring which contains p = '�11 (p2) � '�11 (0) = p1
where pi are the maximal ideals ofOi. We show that the homomorphism ' : O! K2

de�ned by '(x) = '2('1(x)) is a place of K. Let x 2 K; x =2 O. If x =2 O1, then
x�1 2 O1 and '1(x

�1) = 0, so that x�1 2 p1 � O and '(x�1) = '2('1(x
�1)) = 0.

If x 2 O1; x =2 p1, since p1 � O. Thus x�1 2 O1 and '1(x
�1) = '1(x)

�1. Since
x =2 O; '1(x) =2 O2 so that '1(x)

�1 2 O2 and '2('1(x)
�1) = 0. Thus x�1 2 O and

'(x�1) = 0. Thus ' is indeed a place with ker ' = p. Further, if x 2 K is such that
'2('1(x)) is de�ned, then x 2 O, so that ' has properties required by the lemma.
�

Proposition 4.3. Let ' : K ! F [1 be a place and �1; : : : ; �n 2 F . Then there
exists a place '0 : K(X1; : : : ; Xn) ! F [ 1 (where K(X1; : : : ; Xn) is the rational
function �eld) extending ' such that '(Xi) = �i.

Proof. We suppose, by induction on n, that there is a place

'1 : K(X1; : : : ; Xn�1)! F [1

extending ' such that '1(Xi) = �i; 1 � i � n� 1. We de�ne the place

'2 : K(X1; : : : ; Xn�1)(Xn)! K(X1; : : : ; Xn�1) [1

to be the place associated to the discrete valuation v(Xn��n) of the function �eld
K(X1; : : : ; Xn�1)(Xn) over K(X1; : : : ; Xn�1), i.e., '2 is given by the map
K(X1; : : : ; Xn�1)[Xn](Xn��n) ! K(X1; : : : ; Xn�1); Xn 7! �n and identity on

1We thank Prof. A. Rosenberg for drawing our attention to this lemma.
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K(X1; : : : ; Xn�1). Let '0 = '1 Æ '2 as in 4.2. above. Then '
0 : K(X1; : : : ; Xn)!

F [1 has the required properties. �

Lemma 4.4. Let ' : K ! F [ 1 be a place. Let char F 6= 2 and A 2 K� an
element with '(A) = a 2 F �. Suppose

p
A =2 K. If

p
a denotes a square root of

a in Fs, then, there exists a place '0 : K(
p
A) ! F (

p
a) [ 1 extending ' with

'0(
p
A) =

p
a.

Proof. The integral closure of O in K(
p
A) contains O[

p
A]. In fact, it is equal to

O[
p
A] since 2 is a unit of O and O is integrally closed in K. For, if � + �

p
A 2

K(
p
A) is integral over O, with �; � 2 K, then 2� and �2 � �2A belong to O and

hence �; � 2 O. Let p = ker ' andO = O=p. Then ' can be viewed as the canonical
map O ! O composed with an inclusion '1 : O! F . Since O[

p
A] is free over O

with (1;
p
A) as a basis, we have an isomorphism

� : O[
p
A]=pO[

p
A]

��! O=p
O[
p
A]

��! O[X]=(X2 � a):

If
p
a =2 O; X2�a is irreducible inO[X] and the mapX 7! pa yields an isomorphism

� : O[X]=(x2 � a) ��! O(
p
a) which is a quadratic extension of O. Thus pO[

p
A] is

a maximal ideal of O[
p
A] and the composite map

'0 : O[
p
A]

��! O[
p
A]=pO[

p
A]

� Æ��! O(
p
a)

'1�! F (
p
a)

(� being the canonical map), can be veri�ed to be a place extending ' which maps
p
A to

p
a. If

p
a 2 F , then O[X]=(X2 � a)

�
��! O � O. Let (� Æ �)�1(O; 0) =

p1; (� Æ �)�1(0;O) = p2. Let �i : O�O! O be two projections. Then fpig; i = 1; 2,
are maximal ideals of O[

p
A] containing p�O[pA] and the maps

O[
p
A]

�! O[
p
A]=pO[

p
A]

(�i Æ� Æ�)�! O
'1! F

yield places of K(
p
A) extending ', mapping

p
A to

p
a, respectively. �

Proposition 4.5. Let ' : K ! F [1 be a place. Then there exist homomorphisms
'i : ki(K) ! ki(F ); i = 1; 2 satisfying '1(b) = '(b); '2(hb1; b2i) = h'(b1); '(b2)i,
whenever b; b1; b2 2 O n p; O being the valuation ring of ' and p = ker('jO).

Proof. Let f�jgj2J be a family of elements of K� whose images in
(K�=U)=(K�=U)2 form a Z=2Z{basis. Clearly, every element b 2 K� can be written
as a product b = u��j1 � : : : ��jk �c2 where u 2 U = O n p and c 2 K�. In this
expression, u is uniquely determined modulo U2, and the subset fj1; : : : ; jkg � J is
unique (uniqueness of u modulo U2 is a consequence of the fact that O is integrally
closed in K). We de�ne '1 : k1(K)! k1(F ) by '1(b) = '(u), bar denoting modulo

squares. We note that if b 2 U , then '1(b) = '(b). If b
0
= b and b0 = u0�i1 � : : : ��ik �c02,

then u = u0d2; d 2 U so that '(u) = '(u0)'(d)2 = '(u0). Thus '1 is well{de�ned
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and is clearly a homomorphism. We de�ne a map '2 : k2(K) ! k2(F ) as follows:
Let b = u�j1� : : : ��jk �c2; b0 = u0�i1 � : : : ��i` �c02. The map r : K� �K� ! k2(F ) given

by (b; b0) 7! h'(u); '(u0)i is well{de�ned and biadditive. We show that r(b; 1�b) = 0
if b 2 K�; b 6= 1.

Case 1. Let b 2 O so that '(b) 2 F . If '(b) = 0, then 1� b 2 U and '(1� b) = 1.
Then r(b; 1 � b) = h'(u); '(1� b)i = h'(u); 1i = 0. If '(b) = 1, then b 2 U
and r(b; 1 � b) = h'(b); '(u0)i = h1; '(u0)i = 0 where 1 � b = u0��j1 � : : : ��jk �c2. If
'(b) 6= 0; 1, then '(1� b) 6= 0; 1 and b; 1� b both belong to U so that r(b; 1� b) =
h'(b); 1� '(b)i = 0.

Case 2. Let b 2 K n O. Then b�1 2 O and '(b�1) = 0. Thus 1 � b�1 2 U . If
b = u��j1 � : : : ��jk �c2, then 1� b = �u�(1� b�1)��j1� : : : ��jk �c2 with u�(1� b�1) 2 U .
Thus r(b; 1 � b) = h'(u); '(�u(1� b�1))i = h'(u);�'(u)i+ h'(u); '(1� b�1))i =
0 + h'(u); 1i = 0.

Thus we have a homomorphism K2(K) ! k2(F ) which vanishes on 2k2(K) and
induces a homomorphism '2 : k2(K)! k2(F ). �

Proof of 4.1. By 3.1., there exist elements bn+1; : : : ; bm 2 L� such that fb1; : : : ; bmg
in L�=L�2 are linearly independent over Z=2Z and for each subset S � f1; : : : ; mg,
an element

�S = (xS +
p
ayS)

2 � bS �(zS +
p
awS)

2;

xS; yS; zS; wS 2 K and such that

ci =
Y
i2S

�S; 1 � i � m;

where bS =
Q

i2S bi and ci = 1; n + 1 � i � m. Let bi = ui +
p
a vi; n + 1 �

i � m; ui; vi 2 K. Let K0 be the prime �eld of K. Let K1 be the rational
function �eld obtained from K0 by adjoining the variables A; fBi; Cig; 1 � i �
n; fUi; Vig; n + 1 � i � m; fXS; YS; ZS; WSg; S running over non{empty subsets
of f1; : : : ; mg. By 4.3., the inclusion K0 ,! K can be extended to a place  1 : K1 !
K [1 with  1(A) = a;  1(Bi) = bi;  1(Ci) = ci; 1 � i � n;  1(Ui) = ui;  1(Vi) =
vi; n + 1 � i � m;  1(XS) = xS;  1(YS) = yS;  1(ZS) = zS ;  1(WS) = wS; S
running over non{empty subset of f1; : : : ; mg. By 4.4.,  1 can be extended to a
place  2 : K1(

p
A )! L [1 with  2(

p
A ) =

p
a. (We note that since

p
a =2 L, we

may choose  2(
p
A ) =

p
a.)

In K1(
p
A ), we de�ne Bi = Ui +

p
AVi; n + 1 � i � m; BS =

Q
i2S Bi; NS =

(XS +
p
AYS)

2�BS(ZS +
p
AWS)

2, for S � f1; : : : ; mg; S 6= ;. We shall construct
an extension E of K1 such that

p
A =2 E and such that

P
1�i�n hBi; Cii = 0 in

k2(E(
p
A )). In view of 3.1., it is suÆcient to construct an extension E of K1 withp

A =2 E such that fB1; : : : ; Bmg � E(
p
A )�=E(

p
A )�2 are linearly independent

over Z=2Z and such that Ci =
Q

i2S NS�D2 for some D 2 E(pA )�; 1 � i � m. The
construction of such an E is as follows.
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We write
Q

i2S NS = Ri +
p
AT1, with Ri; Ti 2 K1. Since Ri; Ti are polynomials

in XS; YS; ZS;WS; Ui and Vi;  1(Ri);  1(Ti) 2 K. Since  2(Bi) = bi; 1 � i �
m;  2(BS) = bs and  2(NS) = �S for every S � f1; : : : ; mg; S 6= ;. We have
ci =

Q
i2S �S =  2(

Q
i2S NS) =  2(Ri +

p
ATi) =  1(Ri) +

p
a 1(Ti). Since ci 2 K

and
p
a =2 K, it follows that  1(Ri) = ci;  1(Ti) = 0. Let Mi = R2

i � AT 2
i .

We denote by E, the �eld obtained from K1 by adjoining
p
M 1; : : : ;

p
Mm andq

R1+
p
M1

2C1
; ::;
q

Rm+
p
Mm

2Cm
. Since  2(Mi) =  2(R

2
i�AT 2

i ) = c2i , we can extend in view

of (4.4)  2 to a place  3 : K1(
p
M 1; : : : ;

p
Mm)! K [1 such that  3(

p
M i) = ci.

Then  3(
Ri+
p
M i

2Ci
) = 2ci

2ci
= 1 and once again  3 can be extended in view of 4.4. to

a place  4 : E ! K [1. We claim that
p
A =2 E. Otherwise, pA would belong

to the valuation ring of  4 and hence  4(
p
A ) 2 K would be a square root of a,

contradicting the assumption
p
a =2 K. The place  4 can be extended in view of

(4.4) to a place  5 : E(
p
A ) ! L [ 1. Since  5(Bi) = bi and fbig; 1 � i � m

are linearly independent in L�=L�2 over Z=2Z, it follows that fB1; : : : ; Bmg are

linearly independent over Z=2Z in E(
p
A )�=E(

p
A )�2. Further, if �i =

q
Ri+
p
M i

Ci
,

then (
Q
i2S

NS)=Ci = (Ri +
p
ATi)=Ci = (�i +

p
ATi

2�iCi
)2 so that Ci =

Q
i2S NS in

E(
p
A )�=E(

p
A )�2. Thus

P
1�i�n hBi; Cii = 0 in k2(E(

p
A )). The place  4 :

E ! K [ 1 which maps A to a gives rise, in view of 4.5., to a homomorphism
'i : ki(E)! ki(K) such that '1(A) = a; '2(

P
1�i�n hBi; Cii) =

P
1�i�n hbi; cii and

obviously the diagram in 4.1. This completes the proof of 4.1.. �

x 5. Proof of the exactness of k1(K) �! k2(K) �! k2(K(
p
a))k1(K) �! k2(K) �! k2(K(
p
a))k1(K) �! k2(K) �! k2(K(
p
a))

We have the following commutative diagram

k1(K)
'���! k2(K)

ext���! k2(L)
tr���! k2(K)

o
??y� ??y�K ??y�L ??y�K

H1(K)
�a[���! H2(K)

res���! H2(L)
cores���! H2(K)

with the bottom row exact (5.3. of Ch. III), where L = K(
p
a).

Lemma 5.1. If �K is injective, then �L is injective for any quadratic extension L
of K.

Proof. Let x1 2 K2(L) be such that �L(x1) = 0. Then �K Æ tr(x1) =
cores Æ �L(x1) = 0. Since �K is injective, tr(x1) = 0. By 5.11. of Ch. III, there
exists x2 2 k2(K) such that ext x2 = x1. We have res Æ �K(x2) = �L Æ ext(x2) =
�L(x1) = 0. Since the bottom row is exact, there exists x3 2 H1(K) such that
�a [ x3 = �K(x2). Let �x4 = x3. Then �K(x2 � 'x4) = 0. Since �K is injective,
x2 = '(x4) and x1 = ext x2 = ext 'x4 = 0. Thus �L is injective. �

Lemma 5.2. If �K is injective, then, for any quadratic extension L of K, the top
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row of the diagram above is exact.

Proof. Since exactness at k2(L) is already proved in 5.11. of Ch. III, it is enough to
check the exactness at k2(K). Let x1 2 k2(K) with ext x1 = 0. Then res Æ �K(x1) =
�L Æ ext x1 = 0. Since the bottom row is exact, there exists x2 2 H1(K) such that
�K(x1) = �a [ x2. Let �(x3) = x2. Then �K(x1 � '(x3)) = 0. Since �K is injective,
x1 = '(x3). �

Theorem 5.3. Let K be a �eld of characteristic 6= 2 and L = K(
p
a) any quadratic

extension. Then the sequence k1(K)
'�! k2(K)

ext�! k2(L) is exact.

Proof. Let x 2 k2(K) with ext(x) = 0. Let
P

1�i�n hbi; cii 2 K2(K) be a represen-

tative of x. We may assume that fb1: : : : ; bng � K�=K�2 are linearly independent
over Z=2Z. In fact, if bk = �2�b"11 � : : : �b"kk � : : : �b"nn ; � 2 K�; "i = 0 or 1; "k = 0, thenP

1�i�n hbi; cii =
P

1�i�n; i6=k hbi; c"ik cii. We may also assume that fb1; : : : ; bng �
L�=L�2 are linearly independent over Z=2Z. If, for example,

b1 = (�+ �
p
a)2b"22 � : : : �b"nn ;

"i = 0 or 1 and �; � 2 K, then �� = 0. If � = 0; b1 = �2b"22 � : : : �b"nn contradicting
the linear independence of fb1; : : : ; bng � K�=K�2 over Z=2Z. Thus � = 0, and b1 =
a��2�b"22 � : : : �b"nn and

P
1�i�n hbi; cii = ha; c1i +

P
1�i�n hbi; c"i1 �cii. Since ext ha; c1i =

0; ext
P

2�i�n hbi; c"i1 �cii = 0 and
P

2�i�n hbi; c"i1 �cii is of the form ha; bi if and only ifP
1�i�n hbi; cii is of the form ha; b0i.

Thus we assume, without loss of generality that x =
P

1�i�n hbi; cii with the images
of fb1; � � �ng in K�=K�2 and in L�=L�2 linearly independent over Z=2Z. Let E be
an extension of the prime �eld K0 of K constructed by successive quadratic and
purely transcendental extensions as in 4.1. with respect to

P hbi; cii 2 K2(K) and
the quadratic extension L=K. Since �K0 is injective (3.4. or 3.5. of Ch. IV) �E is
injective, in view of 5.1. and 2.1.. Hence by 5.2., the sequence

k1(E)
'�! k2(E)

ext�! k2(E(
p
A )

is exact. Let y 2 k1(E) be such that '(y) =
P

1�i�n hBi; Cii. Since the diagram

k1(E)
'���! k2(E)

'1

??y ??y'2
k1(K)

'���! k2(K)

is commutative, '2 Æ '(y) = '2(
P

1�i�n hBi; Cii) =
P

1�i�n hbi; cii = ' Æ '1(y) =

ha; zi where z = '1(y) and the theorem is proved. �
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Appendix I: Existence of unrami�ed splitting �elds

x 1. Some generalities on integral extensions

Let A � B be commutative rings. An element b 2 B is said to be integral over A
if b satis�es a monic polynomial bn + a1b

n�1 + � � �+ an = 0; ai 2 A. The extension
B=A is said to be an integral extension if every element of B is integral over A. If
B=A is any extension, the set of all elements of B integral over A is a subring of B
called the integral closure of A in B. If A � B � C with B an integral extension
of A and C an integral extension of B, then C is an integral extension of A (see
Zariski{Samuel, Commutative Algebra Vol. 1). An integral domain A is said to be
integrally closed if its integral closure in its quotient �eld coincides with A. (For
example, a unique factorization domain is integrally closed.)

A discrete valuation ring is an integrally closed Noetherian domain which has a
unique non{zero prime ideal. We record the following (see Zariski{Samuel, Com-
mutative Algebra Vol. 1).

Proposition 1.1. For a Noetherian domain A, the following conditions are equiv-
alent.

1. A is a discrete valuation ring.

2. A is a local ring with its maximal ideal principal.

2. A is a local principal ideal domain.

Let A be a discrete valuation ring and � a generator of its maximal ideal. Then
every element of A can be written uniquely as u�n where u a unit of A. If K is the
quotient �eld of A, the map v : K� ! Z given by v(a) = n where a = u��n; u a
unit of A, is a discrete valuation of K whose valuation ring is A. Conversely, the
valuation ring of any discrete valuation of a �eld is a discrete valuation ring, whose
maximal ideal is generated by any parameter of the valuation. We note that if A is
a discrete valuation ring with quotient �eld K; A is a maximal subring of K; i.e.
A � B � K; B a ring implies that A = B or K = B.

A Dedekind domain is a Noetherian integrally closed domain in which every non{
zero prime ideal is maximal. We have the following equivalent characterizations of
a Dedekind domain.

Proposition 1.2. For a noetherian domain A, the following are equivalent:

1) A is a Dedekind domain.

2) For any non{zero prime ideal p of A; Ap is a discrete valuation ring.
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3) The non{zero fractionary ideals of A (i.e. �nitely generated A{submodules of
the quotient �eld of A) form a group under multiplication.

Corollary. If A is a Dedekind domain, any non{zero ideal of A can be uniquely
written as a �nite product

Q
peii of prime ideals of A.

For proofs of 1.2., see, for instance, Zariski{Samuel, Commutative Algebra Vol. 1.

Proposition 1.3. Let A be a Dedekind domain with quotient �eld K. For any non{
zero prime ideal p of A let v denote the discrete valuation of K whose valuation ring
is Ap. The map p 7! vp is a bijection between the set of non{zero prime ideals of A
and the set of discrete valuations of K which are non{negative on A.

Proof. The assignment p 7! vp is clearly injective. Let v be a discrete valuation
of K, non{negative on A. Let p = fx 2 A j v(x) > 0g. Then p = pv \ A, where
pv is the maximal ideal of the valuation ring Ov. Since v is non{trivial, p 6= 0 and
Ap � Ov so that Ap = Ov. �

Lemma 1.4. Let A be a Dedekind domain with quotient �eld K. Let L=K be a
�nite extension and let B be the integral closure of A in L. Then L is the quotient
�eld of B. If B is of �nite type over A, then B is a Dedekind domain.

Proof. Let b 2 L and let bn + �1b
n�1 + � � �+ �n = 0 with �i 2 K; �n 6= 0. Clearing

the denominators of �i, we see that there exists a � 2 A; � 6= 0 such that �b is
integral over A so that �b 2 B. Thus L is the quotient �eld of B. If B0 is the
integral closure of B in L; B0 is integral over B and B integral over A so that B0

is integral over A which implies that B0 = B. Thus B is integrally closed. Suppose
B is of �nite type over A. If A1 � A2 � � � � � An � : : : is a chain of ideals in B,
since B is noetherian as an A{module and Ai are A{submodules of B, the chain
terminates at a �nite stage. Thus B is noetherian. Finally we show that every
non{zero prime ideal of B is maximal. This is a consequence of the following three
lemmas and the fact that every non{zero prime ideal of A is maximal. �

Lemma 1.5. Let A � B be commutative rings with B integral over A. If m is any
maximal ideal of B, then m \ A is a maximal ideal of A.

Proof. We have an inclusion A=m \A ,! B=m and B=m is integral over A=m \A.
Replacing A by A=m \ A and B by B=m, it is enough to prove that if B is a �eld
integral over a subring A, then A is a �eld. Let a 2 A; a 6= 0. The element a�1 2 B
satis�es a monic polynomial

(a�1)n + a1(a
�1)n�1 + � � �+ an = 0

with ai 2 A, so that a�1 = �(anan�1 + � � �+ a1) 2 A. Thus A is a �eld. �

74



Lemma 1.6. Let A ,! B be integral domains with B integral over A. Then the
intersection of every non{zero prime ideal of B with A is non{zero.

Proof. Let P be a non{zero prime ideal of B. Let b 2 P; b 6= 0. Let bn+an�1bn�1+
� � � + an = 0 be the monic polynomial satis�ed by b over A. Since B is a domain,
we may assume that an 6= 0. Then an = �(bn + a1b

n�1 + � � �+ an�1) 2 P \ A. �

Lemma 1.7. Let A ,! B be an integral extension. Let p $ q be prime ideals of
B.Then p \ A and q \ A are prime ideals of A with p \ A $ q \ A.

Proof. For any prime ideal of B, its intersection with A is clearly a prime ideal
of A. Replacing A by A=p \ A and B by B=p, it is suÆcient to prove that for any
non{zero prime ideal q of B; q \ A is non{zero. This is a consequence of 1.6.. �

Proposition 1.8. Let A be a Dedekind domain with quotient �eld K. Let L=K be
a separable extension and B the integral closure of A in L. Then B is a module of
�nite type over A and hence a Dedekind domain.

Proof. In view of 1.4., L is the quotient �eld of B. Let fb1; : : : ; bng � B be a
K{basis of L. For any � 2 B, the conjugates of � in an algebraic closure of L
are integral over A so that trL=K � is integral over A (tr denoting the trace) and
hence belongs to A, A being integrally closed. Let b 2 B with b =

P
i �ibi; �i 2 K.

Then trL=K bbj =
P

i �i trL=K bibj. The elements trL=K bibj; trL=K bbj belong to A.
Let Æ = det(trL=K bibj). Since L=K is separable, Æ 6= 0 and �i 2 1=Æ�A, for all i.
Thus B is contained in

P
iAbi=Æ. Since A is noetherian, B is �nitely generated as

an A{module. �

Proposition 1.9. Let A be a Dedekind domain with quotient �eld K. Let L=K
be a �nite extension and B the integral closure of A in L. Suppose B is a �nitely
generated A{module. Then B is a Dedekind domain. If p is a non{zero prime ideal
of A, pB 6= B and the valuations of L extending vp are precisely given by fvPg
where P runs over the prime ideals of B containing p. Let pB =

Q
P�pP

eP. Then
eP = e(vP=vp) and if fP is the degree �eld extension, then [L : K] =

P
P�p ePfP.

Proof. In view of 1.4., B is a Dedekind domain. To prove the proposition, we may
localize A at p, replace B by S�1B where S = A n p and assume that A is a discrete
valuation ring. Since A is an A{module of �nite type, by Nakayama lemma pB 6= B.
IfP is any non{zero prime ideal of B, P\A is a maximal ideal of A (1.5.) and hence
is equal to p. Thus BP � A and vP is an extension of the valuation vp of K. If w is
any extension of vp to L, Ow � A and since Ow is integrally closed in L; Ow � B.
Thus w is a valuation of L, non{negative on B so that by 1.3., w = vP for some
prime ideal P of B. Since pBP = PePBP, we have e(vP=vp) = ep. The residue class
�eld of vp is BP=PBP ' B=P. Since A is a (local) principal ideal domain and B
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a torsion free A{module of �nite type, B is free as an A{module and its rank is
[L : K]. Thus [L : K] = [B : A] = [B=pB : A=p] =

P
P6=0[B=P

eP : A=p], since, by
chinese reminder theorem, B=pB ' QP6=0B=P

eP, as A=p{vector spaces. We have

a composition series B=PeP � P=PeP � � � � � PeP�1=PeP � 0 whose successive
quotients Pi=Pi+1 are isomorphic to B=P, (since P2 � A � Pi+1 ) A = Pi or
A = Pi+1). Thus

[B=PeP : A=p] = eP[B=P : A=p] = ePfP and [L : K] =
X
P6=0

ePfP :

�

Corollary 1.10. With the notations of 1.9., for x 2 B, NL=K(x) 2 A and

NL=K(x) =
Y
P�p

NB=P=A=p(x)
eP ;

bar denoting reduction modulo p on the left hand side and reduction modulo P on
the right hand side.

Proof. We may assume as before that A is a discrete valuation ring so that B is
free over A of rank [L : K]. Since any A{basis of B is a K{basis for L, for any
x 2 B,

NL=K(x) = NB=A(x) = NB=pB=A=p(x) =
Q
P 6=0NB=P

eP=A=p(x)

=
Q
P6=0NB=P=A=p(x)

eP

since the factors of the composition series

B=PeP � P=PeP � � � � � 0

are invariant under multiplication by x. �

Proposition 1.11. Let A be a Dedekind domain with quotient �eld K and L=K
a �nite Galois extension. Let B be the integral closure of A in L. The group
G(L=K) operates on B and acts transitively on the set of prime ideals P of B
containing a given non{zero prime ideal p of A. If P; P0 are prime ideals containing
p; eP = eP0 ; fP = fP0, and [L : K] = epfpgp where ep = eP; fp = fP for any P � p
and gp = number of prime ideals of B containing p.

Proof. If x 2 B and � 2 G(L=K); �x is integral over A and hence belongs
to B. Thus G(L=K) operates on B and hence on the set of prime ideals of B
containing p. Let P;P0 be prime ideals of B containing p. Suppose P 6� �P0 for
every � 2 G(L=K). Then P 6� [�2G(L=K) �P

0 (any ideal contained in the union of
prime ideals is contained in one of them). Let x 2 P such that �x =2 P0 for every
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� 2 G(L=K). Then NL=Kx =
Q

�2G(L=K) �(x) 2 P \ A = p � P0 so that �x 2 P0
for some �, leading to a contradiction. Thus P = �P0 for some � 2 G(L=K). The
rest of the assertions is clear, in view of 1.9.. �

x 2. Complete valuated �elds

Let K be a �eld, complete with respect to a discrete valuation v. As remarked
in Ch. V, this means that K is complete with respect to the norm de�ned by
kxk = (1=2)v(x); x 6= 0 and k0k = 0. Clearly, the valuation ring Ov is closed in K
and hence is complete.

Let L=K be a �nite extension. The map v0 : L� ! Z given by v0(x) = v(NL=K(x)) is
a homomorphism. If x 2 K�; v0(x) = n�v(x) where n = [L : K], so that v0(L�) � nZ.
Let d be a positive generator of v0(L�). Then djn and the map w : L� ! Z de�ned
by w(x) = 1=d�v(NL=K(x)) is a surjective homomorphism. We shall in fact show
that w is the unique discrete valuation of L which extends v and d = [L : K], bar
denoting the corresponding residue �elds.

Lemma 2.1. Let L=K be a �nite extension. Then there exists a unique discrete
valuation w of L which extends v and L is complete with respect to w.

Proof. Let K � L0 � L be such that L0=K is separable and L=L0 purely in-
separable. In view of 1.9., there exists a discrete valuation v0 of L0 extending v.
Let [L : L0] = pn = q where char K = p. Then for any x 2 K; xq 2 L0 and
the map v1 : L� ! Z given by v1(x) = v0(x

q) is a homomorphism which satis�es
v1(x+y) � min(v1(x); v1(y)). If v1(L

�) = dZ, then d 6= 0 and w = 1
jdj �v1 is a discrete

valuation of L extending v0 and hence v. The uniqueness of w is a consequence of
the following lemma, noting that K is complete and that any two discrete valuations
w1; w2 of L (extending v) giving rise to equivalent norms are equal. �

Lemma 2.2. Let K be a �eld complete for a discrete valuation v. Let v be a
�nite dimensional vector space over K. If k k1; k k2 are two norms on V such that
k�xki = k�k kxki; i = 1; 2, for x 2 V; � 2 K, then k k1 and k k2 are equivalent, k k
denoting the norm on K induced by the valuation v.

Lemma 2.3. Let K be a �eld complete for a discrete valuation v. Let L=K be a
�nite extension and let w be the unique extension of v to L. Then Ow is the integral
closure of Ov in L. Further Ow is a free Ov{module of rank equal to [L : K] and
[L : K] = ef where e = e(w=v) and f = [L : K] bar denoting the corresponding
residue �elds.

Proof. Let B be the integral closure of A in L. Let � be a uniformizing parameter
for v and let fbigi2I by elements of B whose images in B=�B form a basis of B=�B
over Ov=(�) = K. We shall show that fbigi2I form a basis of B over Ov. Let
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P
i aibi = 0; ai 2 Ov. Multiplying this equation by a suitable power of �, we may

assume that ai 6= 0 for some i (bar denotes \modulo �"). Reducing modulo �, there
is a relation of linear dependence of fbig over K, leading to a contradiction. Thus
fbigi2I are linearly independent over Ov and hence over K so that jIj � [L : K] = n.
We write I = f1; 2; : : : ; rg. Let B0 be theOv{submodule of B generated by fbig. Let
b 2 B. Then b =P aibi; ai 2 K. Then b�P aibi = �b(1); b(1) 2 B; ai denoting lifts
in Ov of ai. Repeating the same argument, replacing b by b(1), and using induction,
we have

b =
X
1�i�r

A
(n)
i bi + �n�b(n)

where b(n) 2 B and fA(m)
i g is a Cauchy sequence in Ov. Since Ov is complete, there

exists eai 2 Ov with eai = limA
(m)
i . Then b =

Peaiba 2 B0 so that B = B0. Thus
B is �nitely generated over Ov and hence by 1.4., B is a Dedekind domain. Every
prime ideal p of B gives rise to a discrete valuation vp of B (see 1.3.) with valuation
ring Bp � Ov and vp lies over v. Since there is a unique extension of v to L, B is
local and hence by (1.2., 2)), B is a discrete valuation ring, so that B = Ow. The
rest of the assertions of Lemma 2.3. follows from 1.9.. �

Proposition 2.4. Let K be a �eld, complete with respect to a discrete valuation
v and L=K a �nite extension. If w denotes the unique extension of v to L, then,
w = (1=f)v(NL=K(x)) where f = [L : K], bar denoting the corresponding residue
�elds.

Proof. We �rst assume that L=K is normal. If � is any K{automorphism
of L; w = w Æ � since w Æ � is again an extension of v. Thus, for any x 2
L; w(x) = 1

[L:K]
w(NL=Kx) =

e(w=v)
[L:K]

v(NL=K(x)) = (1=f)�v(NL=K(x)) where f = [L :

K], since e(w=v)f = [L : K], by 2.3.. Suppose L=K is not necessarily normal
and let L0=K be the normal closure of L=K. Let w0 be the extension of v to L0.
For any �nite extension M 0=M of complete discrete valuated �elds, let e(M 0=M)
denote the rami�cation and f(M 0=M) the degree of the residue �eld extension.
Then e(L0=K) = e(L0=L)�e(L=K) and f(L0=K) = f(L0=L)�f(L=K). Further, by
the previous case, w0(x) = (1=f(L0=K))�v(NL0=K(x)) for x 2 L0. For x 2 L,
we have e(L0=L)w(x) = w0(x) = 1

f(L0=K)
v(NL0=K(x)) = 1

f(L0=K)
v(NL=K(x

[L0:L])) =
[L0:L]
f(L0=K)

v(NL=K(x)) =
e(L0=L)�f(L0=L)
f(L0=L)�f(L=K)

�v(NL=K(x)). It follows that w(x) =

(1=f(L=K))�v(NL=K(x)) and this proves the proposition. �

x 3. Existence of maximal unrami�ed extensions of complete �elds

Let K be a �eld, complete for a discrete valuation v and L=K a �nite extension.
We say that L=K is unrami�ed if e(w=v) = 1 and [L : K] separable, L=K denoting
the corresponding residue �elds.

We shall show that any �nite extension ` of K corresponds to an unrami�ed exten-
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sion L=K, unique up to K{isomorphisms, such that L is K{isomorphic to `. We
begin with the following

Lemma 3.1. (Hensel) Let K be a �eld complete with respect to a discrete valuation
v and let K denote the residue �eld Ov=(�). Let f 2 Ov[x] such that f 2 K[x] has
a simple root � 2 K. Then there exists a unique x 2 Ov such that f(x) = 0 and
x = �.

Proof. We �rst prove the uniqueness. Let x; x0 2 Ov be such that x = x0 = � and
f(x) = f(x0) = 0. Let f(X) = (X � x)g(X); g(X) 2 Ov[X] and g(�) 6= 0. Then
f(x0) = (x0 � x)g(x0) = 0. Since g(x0) = g(x0) = g(�) 6= 0; g(x0) is a unit of Ov so
that x� x0 = 0. We now prove the existence of a root of f whose reduction modulo
� is �. Let x1 2 Ov be any lift of � so that f(x1) 2 ��Ov. Suppose, by induction,
that xn is chosen in Ov so that xn = � and f(xn) 2 �n�Ov. We shall show that xn+1

can be chosen in Ov so that xn+1 = � and f(xn+1) 2 �n+1Ov. Let f
0(x) denote the

derivative of f . Since � is a simple root of f; f 0(�) 6= 0 so that f 0(xn) is a unit of Ov.
Let h = �f(xn)�(f 0(xn))�1. Then h 2 �nOv and f(xn+h) = f(xn)+hf

0(xn)+h2��
where � 2 Ov. Since f(xn) + hf 0(xn) = 0; f(xn + h) = h2� 2 �n+1Ov. We take
xn+1 = xn + h. The sequence fxng is a Cauchy sequence in Ov for the metric
induced by v and hence converges to an element x in Ov; Ov being closed in K.
Then f(x) = limn f(xn) = 0 and x = x� xn + xn = �. This proves the lemma. �

Lemma 3.2. Let O be a discrete valuation ring with maximal ideal p and residue
class �eld O = O=p. If f 2 O[X] is monic and such that f 2 O[X] is irreducible,
then O[X]=(f) is a discrete valuation ring.

Proof. Let K be the quotient �eld of O. Since f is irreducible , f , being monic,
is irreducible in O[X]. Since O is a principal ideal domain, O[X] is a u.f.d. so that
f is a prime and O[X]=(f) is a domain. Since O[X]=(f) is integral over O, if m is
any maximal ideal of O[X]=(f), by 1.5., m \O is a maximal ideal of O and hence

m\O = p. Thus the image ](p; f) of (p; f) in O[X]=(f) is contained in m. We have

O[X]=(p; f) ' O[X]((f) which is a �eld and hence ](p; f) is maximal in O[X]=(f).

Thus m = ](p; f) is generated by �, a generator of p in O. Thus O[X]=(f) is a local
noetherian domain whose maximal ideal is principal and hence by 1.1. is a discrete
valuation ring. �

Proposition 3.3. Let K be a complete discrete valuated �eld with residue �eld
K. Let k0=K be a �nite separable extension. Then there exists a �nite unrami�ed

extension K 0=K such that K
0
is K{isomorphic to k0.

Proof. Let k0 = K(x) and let f 2 O[X] be a monic lift of the minimal polynomial
of x over K, O being the valuation ring of K. Let K 0 be the quotient �eld of
O[X]=(f). By 3.2., O[X]=(f) is a discrete valuation ring such that its maximal
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ideal is generated by a parameter in K. Since O[X]=(f) is of �nite type over O
and is integrally closed in K 0; O[X]=(f) is the integral closure of O in K 0. Since
every valuation of K 0 extending the valuation of K is given by the prime ideals
of O[X]=(f) containing p, the maximal ideal of O, (1.9.), it follows that there is
a unique extension of the valuation of K to K 0 whose valuation ring is O[X]=(f).
Since a parameter of K generates the maximal ideal of O[X]=(f), e(K 0=K) = 1.

Further, O[X]=(f)=(̂m; f) = O=m[X]=(f) = K[X]=(f) = k0 which is separable over
K so that K 0=K is unrami�ed, whose residue �eld is K{isomorphic to k0. �

Lemma 3.4. Let K 0=K be a �nite unrami�ed extension with residue �eld k0=K,
constructed in 3.3.. If K 00=K is any �nite extension with k00 as the residue �eld, the
set of K{isomorphisms of K 0 into K 00 is in bijection with the set of K{isomorphisms
of k0 into k00.

Proof. Let A be the valuation ring of K; A0 = A[X]=(f) the valuation ring of
K 0 and A00 the valuation ring of K 00. Since K is complete, by 2.3., A0 and A00

are, respectively, the integral closures of A in K 0 and K 00 and HomK�alg(K 0; K 00) =
HomA�alg(A0; A00). If p is the maximal ideal of A and m0; m00 the maximal ideals of
A0 and A00, respectively, since f(pA0) � pA00; f(m0) � m00 and we have a canonical
homomorphism � : HomA�alg(A0; A00) ! HomK�alg(k

0; k00). Every A-algebra homo-
morphism A0 ! A00 determines, and is determined by an element y 2 A00 with
f(y) = 0. Since k0 = k[X]=(f), every K{isomorphism of k0 into k00 determines and
is determined by an y 2 k00 with f(y) = 0. Since f is separable, by 3.2., K 00 being
complete, every root of f can be lifted to a root of f in A00. Thus � is a bijection.
�

Corollary 3.5. Let K be a complete discrete valuated �eld with residue �eld K.
Let k0=K be a �nite separable extension. Then there exists an unrami�ed extension
K 0=K, unique up to K{isomorphism, with residue �eld K-isomorphic to k0. In fact,
K 0=K is Galois if and only if k0=K is Galois and in this case G(K 0=K)

��! G(k0=K)
canonically.

Proof. Immediate from 3.3. and 3.4.. �

Let K be a complete discrete valuated �eld. Let Ks denote a separable closure of
K. If L; L0, contained in Ks are �nite unrami�ed extensions of K, the composite
LL0 in Ks is unrami�ed over K. In fact, if L; L

0
are the residue �elds of L and L0,

respectively, LL
0
is separable over K. If L00=K is the unrami�ed extension whose

residue �eld is LL
0
, the K{injections L ,! LL

0
and L

0
,! LL

0
yield K{injections

L ,! L0 and L0 ,! L00 and hence LL0 ,! L00. Since L00=K is unrami�ed, e(L00=K) =

e(L00=LL0)�e(LL0=K) = 1 and hence e(LL0=K) = 1. Further LL
0 � L

00
= LL

0
is

separable over K. Thus LL0 is unrami�ed over K. Let Knr denote the union of
all �nite unrami�ed extensions of K contained in Ks. The canonical isomorphisms
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G(L(K) ! G(L=K) where L=K is a �nite Galois unrami�ed extension of K yield
an isomorphism G(Knr=K) ' G(Ks=K) of pro�nite groups. We thus have the
following

Theorem 3.6. Let K be a �eld, complete with respect to a discrete valuation v and
Ks a separable closure of K. Then there exists a sub�eld Knr of Ks containing K
(called the maximal unrami�ed extension of KKK) such that every �nite unrami�ed
extension L=K contained in Ks is contained in Knr. Further if L=K is a �nite
Galois unrami�ed extension of K contained in Ks, there is a canonical isomorphism
G(L=K)! G(L=K), bar denoting the residue �elds. We thus have an isomorphism
G(Knr=K)

��! G(Ks=K) of pro�nite groups.

x 4. Unrami�ed splitting �elds for division algebras

Let K be a �eld and A a central simple algebra over K. We de�ne a map Nrd :
A ! K, called the reduced norm, as follows. Let L be a splitting �eld of A and
let ' : L
KA ��! Mn(L), an isomorphism of L{algebras. For x 2 A, we de�ne
Nrd x = det '(1 
 x). If '0 : L 
 A ��! Mn(L) is another isomorphism, '0 Æ '�1
is an automorphism of Mn(L) which is inner (Ch. I, 2.2.) and if '0 Æ '�1 =
Int �; � 2 GLn(L); det '(1 
 x) = det(��1'0(1 
 x)�) = det '0(1 
 x), so that
Nrd x is independent of the isomorphism '. Since the determinant map is invariant
under base change, it is easy to verify that Nrd x is independent of the splitting �eld
L chosen. Let L=K be a Galois splitting �eld for A and let ' : L
KA 'Mn(L) be an
isomorphism of L{algebras. Then, for any � 2 G(L(K); ' Æ (�
1) Æ'�1 Æ ��1 is an
L{algebra automorphism ofMn(L) and hence ' Æ (�
1) Æ '�1 Æ ��1 = Int ��; �� 2
GLn(L). Then �(det '(1
x)) = det �'(1
x) = det ��'(1
x)��1� = det '(1
x),
so that det '(1
 x) 2 K. Thus we have a well{de�ned map Nrd : A! K which is
multiplicative; i.e., Nrd(xy) = Nrd x�Nrd y. We may verify the following properties
of the reduced norm.

(1) If a 2Mn(K); Nrd a = det a.

(2) If x 2 D; D a central division algebra over K, Nrd x = (NK(x)=K(x))
` where

` = n=[K(x) : K], where n2 = [D : K]. In particular, if L is a maximal
commutative sub�eld of D containing x; Nrd x = NL=Kx.

(3) Nrd(�x) = �nNrd x; � 2 K; x 2 D where [D : K] = n2.

Let K be a �eld complete for a discrete valuation v. Let D be a central division
algebra of dimension n2 over K. We de�ne a map v0 : D� ! Z by v0(x) = v(Nrd x).
Clearly, v0 is a homomorphism and for x 2 K�; v0(x) = n�v(x) so that v0(K�) � nZ.
Let v0(D�) = dZ with d positive. Then the map w : D� ! Z de�ned by w(x) =
(1=d)v(Nrd x) is a surjective homomorphism. For x 2 K�; w(x) = (n=d)v(x).

Lemma 4.1. For x; y 2 D� with x+ y 2 D�; w(x+ y) � min(w(x); w(y)).
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Proof. For any x 2 D; Nrd x = NL=Kx where L is a maximal commutative
sub�eld of D containing x. If w0 denotes the unique extension of v to L; w0(x) =
(1=f)v(NL=K(x)) = (1=f)v( Nrd x) = (d=f)w(x); f = [L : K]. For x; y 2 D, let
L be a maximal commutative sub�eld of D containing x�1y. Then w(1 + x�1y) =
(f=d)w0(1+ x�1y) � min((f=d)w0(1); (f=d)w0(x�1y)) = min(w(1); w(x�1y)) so that
w(x + y) = w(x) + w(1 + x�1y) � w(x) + min(w(1); w(x�1y)) � min(w(x); w(y)).

�

Lemma 4.2. Let OD = fx 2 D j w(x) � 0g[f0g. Then OD is a subring of D. Let
� 2 OD be such that w(�) = 1. Then �OD = OD� and every left{ or right{ideal
of OD is a two-sided ideal generated by a power of �. Every element of OD not in
�OD is a unit of OD.

Proof. Let x 2 D� and let w0 be the extension of v to K(x). Then w(x) =
n0�w0(x) for some n0 2 Z; n0 � 0. Thus OD \ K(x =) = Ow0. Since Ow0 is the
integral closure of Ov in K(x), (see 2.3.) it follows that OD consists of precisely
the elements of D integral over Ov. The fact that OD is a subring of D follows from
the formal properties of valuations, satis�ed by w. For � 2 OD; �� = (����1)�
with w(����1) = w(�) � 0 so that �OD = OD�. The rest of the assertions of the
lemma is trivial. �

We call w the extension of V to D. We de�ne a map k k : D! R+, by x 7! (1=2)w(x)

if x 6= 0 and 0 7! 0. It is easily checked that k k is a norm. Since K is complete, the
topology on Dde�ned by this norm is in fact the product topology on Kn2 , where
[D : K] = n2. If K � L � D where L is a commutative sub�eld, then L is closed in
D and the restriction of the norm k k to L is equivalent to the norm on L induced
by the unique extension of v to a valuation of L.

Lemma 4.3. Let K be a complete discrete valuated �eld with residue �eld K and
let char K = p. Let D be a �nite dimensional central division algebra over K such
that [D : K] = n2 with n > 1 and (n; p) = 1 (no condition on n if char K = 0).
Then D contains a sub�eld L % K, unrami�ed over K.

Proof. Suppose such a �eld L does not exist. Then for every commutative sub�eld
K � L � D, the residue �eld L of L for the unique extension of the valuation of K
coincides with K. For, if L % K, since [L : K] divides [L : K] (see 2.3.) which is
coprime with char K; L=K is separable and can be lifted (see 3.3.) to an unrami�ed
extension L0=K contained in L, with [L0 : K] = [L : K]. Let w be an extension of
v to D and let � 2 D be such that w(�) = 1. Let b 2 OD and L = K(b). If w0 is
the extension of v to K(b), since v(NL=K(x)) = v( Nrd x); e =

p
[D : K]=[L : K],

it follows, in view of 2.4., that w0(b) � 0. Since the residue �eld of K(b) coincides
with K, there exists a 2 Ov such that w0(b � a) � 0. Hence w(b � a) > 0 so that
there exists b1 2 OD such that b� a = �b1. Repeating the argument, replacing b by
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b1, for each integer N , one has

b = a+ �a1 + �2a2 + � � �+ �N�1�aN�1 + �N �bN
with ai 2 Ov; bN 2 OD. Since the sub�eld K(�) of D is complete and w00(�) > 0
where w00 is the extension of v to K(�), the Cauchy sequence fANg, where AN =
a + �a1 + � � � + �NaN , converges to an element of K(�) so that b 2 K(�). Thus
OD � K(�) and D � K(�) contradicting the hypothesis that n > 1. �

Proposition 4.4. With the same hypothesis as in (4.3), D contains a maximal
commutative sub�eld, unrami�ed over K.

Proof. By 4.3., there exists K $ K 0 � D such that K 0=K is unrami�ed. Let D0 =
commutant of K 0 in D. Then [D : K] = [D0 : K][K 0 : K] (Ch. I, 2.1.) and hence D0

is a central division algebra over K 0 of dimension [D : K]=[K 0 : K]2. By induction
on [D : K]; D0 contains a maximal commutative sub�eld L0 unrami�ed over K 0. We
have [L0 : K]2 = [L0 : K 0]2[K 0 : K]2 = [D0 : K 0][K 0 : K]2 = [D : K] so that L0 is a
maximal commutative sub�eld of D. Further L0=K is unrami�ed since L0=K 0 and
K 0=K are unrami�ed. �
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Appendix II: A theorem of Bass{Tate

Let K be a �eld. The Milnor ring K�(K) is, by de�nition, the quotient T (K�)=I
where I is the two{sided ideal of the tensor algebra T (K�) of the Z{module K�

generated by all elements of the form a 
 (1 � a), for all a 2 K� ; a 6= 1. Since
T (K�) is graded and I is homogeneous, K�(K) is graded. Let Kn(K) denote the
image of Tn(K

�) inK�(K). Then K�(K) = K0(K)�K1(K)�: : : . We haveK0(K) '
Z ; K1(K) ' K� andK2(K) is the group de�ned in Chapter III. We denote the image
of (a1
 � � �
 an) in Kn(K) by ha1; : : : ; ani. The multiplication in K�(K) is induced
by the maps Kn(K)�Km(K)! Kn+m(K) given by (ha1; : : : ; ani ; hb1; : : : ; bmi) 7!
ha1; : : : ; an; b1; : : : ; bmi. We note that for a; b 2 K�; hai+ hbi = ha�bi ; �hai = ha�1i
and hai�hbi = ha; bi. The ring K�(K) is generated by all elements of of the form
ha1; : : : ; ani. We have hai; : : : ; ani = 0 whenever ai + ai+1 = 1, for some i, since
hai; ai+1i = hai; 1� aii = 0 and ha1; : : : ; ani = ha1; : : : ; ai�1ihai; ai+1ihai+2; : : : ; ani.

Lemma 1. 1) For � 2 Kn(K); � 2 Km(K); �� = (�1)mn��; i.e. K�(F ) is a graded
commutative algebra.

2) ha1; : : : ; ani = 0 whenever a1 + a2 + � � �+ an = 0 or 1.

Proof. 1) is a consequence of the fact that ha; bi = �hb; ai in K2(K) (1.1. of
Ch. III). The claim 2) is true for n � 2 since h1i = 0; ha;�ai = 0 for a 2 K�

and ha; 1 � ai = 0 for a 2 K�; a 6= 1. We prove 2) by induction on n; n �
3. If a1 + a2 = 0; ha1; : : : ; ani = ha1; a2i�ha3; : : : ; ani = 0. If a1 + a2 6= 0, then
a1(a1 + a2)

�1 + a2(a1 + a2)
�1 = 1 and hence ha1(a1 + a2)

�1; a2(a1 + a2)
�1i = 0,

i.e. ha1; a2i + ha1 + a2; a1 + a2i � ha1; a1 + a2i � ha1 + a2; a2i = 0. Multiplying this
equation by ha3; : : : ; ani, and noting that ha1 + a2; a3; : : : ; ani = 0, by induction,
we have ha1; : : : ; ani = �ha1 + a2i�ha1 + a2; a3; : : : ; ani+ ha1i�ha1 + a2; a3; : : : ; ani �
ha2i�ha1 + a2; a3; : : : ; ani = 0. �

Lemma 2. Let K be a �eld with a discrete valuation v. Let � be a parameter for v.
Then Kn(K) is generated by elements of the form h�; u2; : : : ; uni and hu1; : : : ; uni
where ui; 1 � i � n are units for the valuation.

Proof. Every element ofK� can be written as u�n where u is a unit for the valuation
and n 2 Z. We have the switching rule ha; bi = �hb; ai in K2(K). Further, h�; �i =
h�;��i + h�;�1i = h�;�1i. Since ha1; : : : ; ani is additive in each component, the
lemma is immediate. �

Theorem 3. (Existence of the \tame symbol") Let K be a �eld with a discrete
valuation v. There exists a unique homomorphism Tv : Kn(K)! Kn�1(Kv);
n � 1 satisfying

Tvh�; u2; : : : ; uni = hu2; : : : ; uni;
where � is a parameter for v and ui; 2 � i � n are units of v. Further,
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Tvhu1; : : : ; uni = 0 if ui are units of v for 1 � i � n.

Proof. We �rst prove the uniqueness of Tv. Let � be a parameter of v and
u1; u2; : : : ; un units of v. Then �u1 is again a parameter of v so that
Tvh�u1; u2; : : : ; uni = hu2; : : : ; uni. Since h�u1; u2; : : : ; uni =
h�; u2; : : : ; uni + hu1; : : : ; uni, Tvh�u1; u2; : : : ; uni = hu2; : : : ; uni + Tvhu1; : : : ; uni so
that Tvhu1; : : : ; uni = 0. Since h�; u2; : : : ; uni and hu1; : : : ; uni generate Kn(F ), the
uniqueness of Tv follows.

To show the existence of Tv, it is enough to de�ne a Z{multilinear map

' : K� � � � � �K� ! Kn�1(Kv);

such that '(a1; : : : ; an) = 0 whenever ai + ai+1 = 1 for some i; 1 � i � n � 1 and
'(�; u2; : : : ; un) = hu2; : : : ; uni, whenever � is a parameter for v and u2; : : : ; un units
of v. Let K�(Kv)hXi denote the graded polynomial ring over K�(Kv) in the variable
X; i.e., X� = (�1)m�X; � 2 Km(Kv) and X

m�Xn = Xm+n. To any element

(�r1u1; : : : ; �
rnun) 2 K� � � � � �K�;

we associate the element
Q

1�i�n(Xri + huii) 2 K�(Kv)hXi. LetY
1�i�n

(Xri + huii) = Xn'0 +Xn�1'1 + � � �+ 'n

where 'i 2 Ki(Kv). Thus each 'i is a map K� � � � � � K� ! Ki(Kv). We claim
that 'i is additive in each component. We show, for instance, that 'i is additive in
the �rst component. Let

Q
2�i�n(Xri+ huii) = Xn�1 0+X

n�2 1+ � � �+ n�1;  i 2
Ki(Kv). We have 'i(�

r1+r01u1u
0
1; u2; : : : ; un) = coeÆcient of Xn�i in the polynomial

(X(r1 + r01) + hu1u01i)(Xn�1 0 + � � �+  n�1) =
(r1+r

0
1) i+1+(�1)n�ihu1u01i i = (r1 i+1+(�1)n�ihu1i i)+(r01 i+1+(�1)n�ihu01i i)

= 'i(�
r1u1; u2; : : : ; un) + 'i(�

r01u01; u2; : : : ; un). LetY
1�i�n

(Xri + huii) = X e'+ 'n

where e' = Xn�1'0 + � � � + 'n�1. We de�ne '(�r1u1; : : : ; �
rnun) = e'(h � 1i) =

h�1in�1�'0+ h�1in�2'1+ � � �+'n�1. Since each 'i is additive in each component,
' is additive in each component. We have 'i(�; u2; : : : ; un) = 0 for i 6= n � 1
and 'n�1(�; u2; : : : ; un) = hu2; : : : ; uni so that '(�; u2; : : : ; un) = hu2; : : : ; uni. It
remains to show that '(�r1u1; : : : ; �

rnun) = 0 whenever �riui + �ri+1ui+1 = 1 for
some i; 1 � i � n�1. We check this when �r1u1+�

r2u2 = 1. Then min(r1; r2) � 0.

a) Let r1 = r2 = 0. Then u1 + u2 = 1 andY
1�i�n

(Xri + huii) = hu1; u2i �
Y

3�i�r
(Xri + huii) = 0;

since hu1; u2i = hu1;�u1i = 0.
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b) r1 = 0; r2 > 0. Then u1 + �r2u2 = 0; u1 = 1 andY
1�i�n

(Xri + huii) = h1i �
Y

2�i�n
(Xri + huii) = 0:

c) r1 > 0, r2 = 0 similar to b)

d) r1 < 0. In this case r2 = r1 = r < 0 and u1 + u2 = ��r so that u1 + u2 = 0.
Thus

Q
1�i�n(Xri+ huii) = (Xr1+ hu1i)(Xr2+ h� u1i)

Q
3�i�n(Xri+ huii) =

fX2r2 +Xr(h � u1i � hu1i) + hu1;�u1ig
Q

3�i�n(Xri + huii) =
X(Xr2 + h � 1ir)g(X) where g(X) =

Q
3�i�n(Xri + huii) and e'(h � 1i) =

h(�1)r2+rig(h � 1i) = h1i�g(h � 1i) = 0. Finally, if �0 is any other param-
eter for v with �0 = �n1u1; u1 a unit of v and u2; : : : ; un, units of v, then
'(�0; u2; : : : ; un) = '(�; u2; : : : ; un) + '(u1; u2; : : : ; un) = hu2; : : : ; uni.

�

Lemma 4. Let K be a �eld with a discrete valuation v and � a parameter for v.
The homomorphism K� ! K�v given by �n�u 7! u; u a unit of v, induces a ring
homomorphism  v : K�(K)! K�(Kv).

Proof. The map �nu ! u clearly de�nes a ring homomorphism T (K�)
e v�!T (K�v ).

If �r1u1+�
r2u2 = 1; e v(�r1u1
�r2u2) = u1
u2 whose image in K�(Kv) is hu1; u2i

which can be veri�ed to be zero, as in the proof of Theorem 3. Thus e v induces a
ring homomorphism  v : K�(K)! K�(Kv).

Let K(X) denote the �eld of rational functions in one variable over K. If, for any
prime p 2 K[X]; vp denotes the discrete valuation of K(X) corresponding to p and
v1 the discrete valuation of K(X) corresponding to 1=X, we have the following
sequence of abelian groups

0 �! Kn(K)
ext�! Kn(K(X))

T=(Tvp )�!
a
p

Kn�1(K[X]=(p)) �! 0:

The map T is in fact into the direct sum
`

pKn�1(K[X]=(p)) since for any element
f 2 K(X)�; f is a unit for all but a �nite number of vp (2.5. of Ch. IV). We shall
show that this is a split exact sequence. Since  vX Æ ext = identity, we see that
ext is a direct injection. Thus the sequence is split exact, provided it is exact. For
� 2 K�; vp(�) = 0 for every prime p of K[X] so that Tvph�1; : : : ; �ni = 0 for
�i 2 K�; 1 � i � n. Thus T Æ ext = 0 showing that the above is a complex. We
have an induced homomorphism

eT : Kn(K(X))= ext Kn(K)!
a
p

Kn�1(K[X]=(p))

We shall show that eT is an isomorphism, thereby showing the exactness of the
sequence. In what follows, we shall identify Kn(K) as a subgroup of Kn(K(X))
through ext.
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Let Gd be the subgroup of Kn(K(X)) generated by all elements of the form
hf1; : : : ; fni; fi 2 K[X], degree fi � d. Then fGdgd2Z+ is a �ltration of Kn(K(X));
i.e. G0 � G1 � � � � � Gi+1 � : : : and [iGi = Kn(K(X)). Further G0 = Kn(F ). �

Lemma 5. For all d � 0; Gd is generated by hf1; : : : ; fni, with d � deg f1 >
deg f2 > � � � > deg fm = 0 = deg fm+1 : : : for some m; 1 � m � n and fi monic
irreducible for 1 � i � m� 1.

Proof. Using the additivity of h : : : i in each component and the anticommutativity
of K�, we see that every element of Gd is a linear combination of elements of the
form hf1; : : : ; fni where d � deg f1 � � � � � deg fn; where fi are monic irreducible
or constants. The lemma now follows from the following �

Lemma 6. Let g1; g2 2 K[X] with deg g1 = deg g2 = s. Then hg1; g2i is a sum of
symbols hf; gi with deg f; deg g � s and at the most one of f and g has degree s.

Proof. If g2 = �g1, with � 2 K�, then hg1; g2i = hg1;��i. If g2 6= �g1 for any
� 2 K�, replacing g1 and g2 by scalar multiples, we may assume g1 and g2 are monic
and g1� g2 = g 6= 0. Then deg g < s and g1=g� g2=g = 1. Thus hg1=g;�g2=gi = 0;
i.e. hg1; g2i = hg; g2i+ hg1;�gi � hg;�gi with deg g < s. �

If p is any irreducible polynomial of degree d, any polynomial of degree < d is
coprime with p so that the map Tvp : Gd ! Kn�1(K[X]=(p)) vanishes on Gi; i < d;
and we have an induced homomorphism T ivp : Gd=Gi ! Kn�1(K[X]=(p)). We denote

by Tvp the map T d�1vp .

Lemma 7. The map Gd=Gd�1
(Tvp )�! `deg p=dKn�1(K[X]=(p)) is an isomorphism.

Proof. We construct an inverse to (Tvp) as follows: For any monic irreducible p 2
K[X], we de�ne a map (K[X]=(p))��� � �� (K[X]=(p))� ! Gd=Gd�1 (n�1 copies of
(K[X]=(p))�) by hh1; : : : ; hn�1i 7! hp; h1; : : : ; hn�1imod Gd�1 where hi 2 K[X] are
the unique polynomials of degree < d whose classes modulo p are hi; 1 � i � n� 1.
If hi + hi+1 = 1, then hi + hi+1 = 1 since deg hi < d so that hp; h1; : : : ; hn�1i = 0.
Let hih

0
i = �p + h with deg h < d, then deg � < d and hp; h1; : : : ; h; : : : ; hn�1i =

hp; h1; : : : ; hi; : : : ; hn�1i+ hp; : : : h0i; : : : ; hn�1i+ hp; h1; : : : ; 1� �p
hih0i

; : : : ; hn�1i.
Since 1 = �p=hih

0
i + h=hih

0
i, we have

0 = h�p=hih0i; hi; : : : ; 1� �p=hih0i; : : : ; hn�1i

= hp; hi; : : : ; 1� �p
hih0i

; : : : ; hn�1i+ h�=hih0i; h1; : : : ; h=hih0i; : : : ; hn�1i

� hp; h1; : : : ; 1� �p
hih0i

; : : : ; hn�1imod Gd�1:
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Thus

hp; h1; : : : ; h; : : : ; hn�1i
� hp; h1; : : : ; hi; : : : ; hn�1i+ hp; h1; : : : ; ; : : : ; h0i; : : : ; hn�1imoduloGd�1:

Thus 'p induces a homomorphism 'p : Kn�1(K[X]=(p)! Gd=Gd�1. Obviously 'p
satis�es the condition Tvp Æ 'p = identity and Tv

0
p Æ 'p = 0 if p 6= p0. Thus the map

' = ('p) :
`

deg p=dKn�1(F [X]=(p)) ! Gd=Gd�1 is injective. To prove the lemma,
it is enough to check that ' is surjective. Let hf1; : : : ; fni be an element of Gd such
that fi is a monic irreducible polynomial of degree d and deg fi < d, for i � 2. Then
'vf1 hf2; : : : ; fni = hf1; : : : ; fni modulo Gd�1. Since by Lemma 5, such hf1; : : : ; fni
generate Gd, Lemma 7 follows. �

We claim the map

T 0
vp : Gd=G0

a
deg p�d

Kn+1(K[X]=(p))

is an isomorphism. We have the following commutative diagram

Gi=Gi�1
(Tvp )���!
�

`
deg p=dKn�1(K[X]=(p))??y ??yi

Gd=G0

T 0vp���! `
deg p�dKn�1(K[X]=(p))

For x 2 Gd=G0, there exists x 2 Gi, a representative of x with x 6= Gi+1 so that
T 0
vp(x) = i Æ (Tvp)(x) 6= 0. Further any element of Kn�1(K[X]=(p)) with deg p = 1

has a preimage x 2 Gi=Gi�1 and is hence in the image of T 0
vp . Thus T 0

vp is an

isomorphism. Taking the direct limit over d, we get: eT : kn(K[X])=Kn(K)
��!

Kn�1(K[X]=(p)) is an isomorphism. We thus have proved the following

Theorem 8. The sequence

0 ���! Kn(K)
ext���! Kn(K(X))

T=(Tvp )�����! `
pKn�1([X]=(p)) ���! 0

is a split exact sequence.

Corollary 9. Let q 2 K[X] be a monic irreducible polynomial of degree d. Then
Kn�1([X]=(q)) (n � 2) is generated by elements of the form hg1; : : : gn�1i, where
d > deg g1 > � � � > deg gm = 0 = degm+1 = � � � = deg gn, for some 0 � m � n and
gi monic irreducible in K[X] for 1 � i � m� 1.

Proof. The map T 0
vp : Gd=G0 !

`
deg p�dKn�1(K[X]=(p)) is an isomorphism so

that we have a surjective homomorphism Gd ! Kn�1(K[X]=(q)). By Lemma 5, we
have a set of generators of Gd of the form hf1; : : : ; fni where d � deg f1 > deg f2 >
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� � � > deg fm = 0 = � � � = deg fn, with fi monic irreducible for 1 � i � m� 1. We
note that if f1 6= q; T 0

vphf1; : : : ; fni = 0. If f1 = q; T 0
vphf1; : : : ; fni = hf 2; : : : ; fni.

This proves the corollary. �

We denote by P the set of all discrete valuations of K(X) over K. Let v 2
P. The inclusions K ,! K(X) and K ,! K(X)v induce ring homomorphisms
ext : K�(K) ! K�(K(X)) and K�(K) ! K�(K(X)v). We regard K�(K(X)) and
K�(K(X)v) as right K�(K){modules through these homomorphisms. The tame
symbol Tv : K�(K(X))! K�(K(X)v) is K�(K){linear. In fact, if v = vp, for units
ui 2 K(X)� for vp; 2 � i � n and ai 2 K�; 1 � i � n,

Tvp(hp; u2; : : : ; uni�ha1; : : : ; ami) = Tvphp; u2; : : : ; un; a1; : : : ; ami
= hu2; : : : ; un; a1; : : : ; ami
= Tvphp; u2; : : : ; uni�ha1; : : : ; ami:

A similar argument holds for v = v1. For v = v1, we have K ' K[1=X]=(1=X) '
K(X)v1 so that ext : K�(K)! K�(K(X)v1) is an isomorphism. In view of Theo-
rem 8, we have the following diagram

Kn+1(K(X))=extKn+1(K)
T���! `

v2P; v 6=v1 Kn(K(X)v)??yTV1 ??yN=(Nv)

Kn(K(X)v1)
�ext�1����! Kn(X)

where for each n � 0; v 6= v1, the group homomorphism Nv : Kn(K(X)v) !
Kn(K) is de�ned by N = (Nv) = �(ext)�1 Æ Tv1 Æ T�1. Thus Nv is a uniquely
determined homomorphism for every v 6= v1. We de�ne Nv1 : Kn(K(X)v1) !
Kn(K) to be (ext)�1. We thus have, for each valuation v 2 P, a homomorphism
Nv : K�(K(X)v)! K�(K) of graded groups.

Proposition 10. 1) (Projection formula) For any valuation v 2 P, the map Nv :
K�(K(X)v) ! K�(K) is K�(K){linear; i.e.Nv(��) = Nv(�)� for � 2 K�(K) � 2
K�(K(X)v).

2) For � 2 Kn(K(X)) (n � 1);
P

v2PNvTv(�) = 0.

3) For each v 2 P, let fv : Kn(K(X)v) ! Kn(K) be homomorphisms such that
fv1 = identity (identifying K(X)v1 with K) and

P
v2P fv Æ Tv(�) = 0 for every

� 2 Kn+1(K(X)). Then fv = Nv, for all v.

Proof. 1) follows from the fact that eT ; Tv1 and ext : K�(K) ! K�(K(X)v1) are

K�(K){linear. Since N Æ eT (�) = �Nv1 Æ Tv1(�); 8 � 2 Kn+1(K(X));P
v2PNvTv(�) = 0 and 2) follows. 3) is a consequence of the fact that f = (fv)v 6=v1

has the property f Æ eT = �Nv1 Æ Tv1 Æ eT�1 = N . �
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Theorem 11. The sequence

0! Kn(K)
ext�! Kn(K(X))

T!
a
v2P

Kn�1(K(X)v)
N! Kn�1(K)! 0

is split exact, for all n � 1.

Proof. We have already seen that ext is a direct injection and the sequence is
exact at Kn(K(X)), using Theorem 8. By Proposition 10, it follows that N ÆT = 0.
Let x 2`v2PKn�1(K(X)v) with N(x) = 0. Since

(Tv)v 6=v1 : Kn(K(X))!
a
v 6=v1

Kn�1(K(X)v)

is surjective, we may assume that x 2 Kn�1(K(X)v1). Then Nv1(x) = 0 implies
that x = 0 since Nv1 = ext�1 is an isomorphism. Further Nv1 is an isomorphism
implies that N is surjective, and the exactness of the sequence is proved. That the
sequence is split follows from the fact that the sequence of Theorem 8 is split exact
and Nv1 : Kn�1(K(X)v1)! Kn�1(K) is an identi�cation. �

Proposition 12. For any v 2 P, the map Nv : K0(K(X)v) ! K0(K) = Z is
multiplication by deg v = [K(X)v : K].

Proof. The map Tv : K1(K(X)) = K(X)� ! K0(K(X)v) = Z is the valuation
map v : K(X)� ! Z. We have Nv1 = identity since [K(X)v1 : K] = 1 andP

p2P deg p�vp(f) = deg f = �v1(f) = � deg v1�v1(f) so that by 3) of Proposi-
tion 10, Nv is the multiplication by deg v. �

Proposition 13. The map Nv : K1(K(X)v)! K1(K); v 2 P is the norm
NK(X)v1=K.

Proof. We have NK(X)v=K = identity. In view of 3) of Proposition 11, it is enough
to check that for f; g 2 K[X]; f; g monic irreducible,

Q
v2PNK(X)v=KTvhf; gi = 1.

If g is a constant, then Tvhf; gi = gv(f) 2 K� so that
Q

v2PNK(X)v=KTvhf; gi =
g
P

deg v�v(f) = gdeg(div(f))=1 (3.1. of Ch. IV). If f; g are both non constant and
f = g; hf; fi = hf;�1i so that

Q
v2PNK(X)v=KTvhf; fi = 1. Let f; g be monic

irreducible with f 6= g. Then Tvhf; gi = 1 for v 6= vf ; vg or v1. We have Tvf hf; gi =
g 2 [K[X]=(f))� and Tv1hf; gi = (�1)deg f � deg g 2 K�. In fact, if

f = Xm + am�1Xm�1 + � � �+ a0 = Xm�u;

u = (1 + am�1
X

+ � � � + a0
Xm ); v1(f) = m with u = 1. Similarly, if deg g = m0 and

g = Xm0 �u0, then, v1(g) = m0 with u0 = 1. We have

Tv1hf; gi = Tv1hXm; Xm0i�Tv1hXm; u0iTv1hu;Xm0i�Tvhu; u0i = (�1)mm0 2 K�:
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Let K[X]=(f) = K(�); K[X]=(g) = K(�); �; � denoting the images of X. Let
f(X) =

Q
1�i�m(X � �i); �1 = �; g(X) =

Q
1�j�m0(x � �j); �1 = �; �i; �j 2 K,

the algebraic closure of K. Since f and g are distinct irreducible polynomials. f
and g have no common roots. We have

NK(�)=K(g) = NK(�)=K

Q
j(�� �j) =

Q
i;j(�i � �j):

NK(�)=K(f) = NK(�)=K

Q
i(� � �j) =

Q
i;j(�j � �i) =

= (�1)deg f � deg gQi;j(�i � �j):

We therefore have
Q

v2PNN(X)v=KTvhf; gi = 1. �

Corollary 14. (Bass{Tate) The sequence

0 �! Kn(K)
ext�! K2(K(X))

T=(Tv)�!
a
v2P

K1(K(X)v)
N�! K1(K) �! 0

is split exact, where N = (Nv); Nv : K(X)�v ! K� being the norm.
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Appendix III: Transfer on K{groups

x 1. Statement of the theorem

The aim of this Appendix is to prove the following theorem.

Theorem 1.1. Let K=L be a �nite extension of �elds. Then there exists a homo-
morphism NL=K : K�(K) of degree 0 , called the norm or transfer homomorphism,
satisfying the following conditions.

1) (Projection formula) For x 2 K�(K) ; y 2 K�(L),

NL=K(ext x�y) = x�NL=Ky ;

where ext is the extension homomorphism K�(K) ! K�(L), i.e., NL=K is
K�(K){linear if we regard K�(L) as K�(K){module through extension.

2) (Functoriality) NK=K = Identity and for �nite extensions E � L � K ;
NL=K Æ NE=L = NE=K.

3) (Reciprocity)
P
v

NK(X)v=K Æ Tv(x) = 0 for all x 2 K�(K(X)), v running over

all the discrete valuations v of K(X) trivial on K.

By the uniqueness of the Nv proved in (App. II, (10)), since NK(X)v1=K = NK=K =
identity, it follows from 3) that NK(X)v=K = Nv and this suggests, in fact, a method
of de�ning NL=K in general. Let L = K(�) be a �nite simple extension of K and
� the minimal (monic) polynomial of � over K. We then have an isomorphism
'� : K(�)

��! K[X]=(�) = K(X)v� , sending � to the class of X modulo �. We
de�ne N�=K = Nv� Æ K�('�) : K�(K(�))! K�(K(X)v�)! K�(K). Since Nv� and
K�('�) are K�(K){linear, N�=K is K�(K){linear; i.e., N�=K satis�es the projection
formula.

Let L=K be a �nite extension and (�1; : : : ; �n) a set of generators of L over K. We
de�ne N(�1;:::;�n)=K to be

K�(L)
N�n=Kn�1�! K�(Kn�1) �! : : :

N�2=K1�! K�(K1)
N�1=K�! K�(K)

where Ki denotes K(�1; : : : ; �i); 1 � i � n� 1. Obviously N(�1;:::;�n)=K satis�es the
projection formula, since each N�i=Ki�1

is K�(K){linear. For � 2 K, clearly N�=K =
identity, since Nv(X��) = identity. The crucial point in order to de�ne a functorial
transfer is the following

Proposition 1.2. The map N(�1;:::;�n)=K is independent of the chosen ordered set
(�1; : : : ; �n) of generators of L over K.
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Granting Proposition 1.2., we may write NL=K = N(�1;:::;�n)=K . Then, by our earlier
remark, NK=K = identity and 1.2. implies that NE=K = NL=K Æ NE=L for E �
L � K; E; L �nite extensions of K. Further, taking for � the image of X in
K[X]=(�) = K(X)v� , we have NK(X)v=K = N�=K = Nv, so that reciprocity follows
from (App. II, (10)). Thus Theorem 1.1. would be proved, provided, we prove 1.2..
In Sections 3 and 4, we give a proof, due to Kato of 1.2. (K. Kato, `A generalization
of local class �eld theory using K{groups', Ch. II, x 1.7, J. Fac. Sci, Univ. Tokyo,
1A 27 1980). Section 2 contains some preliminary results, taken from Bass{Tate,
\The Milnor ring of a global �eld", Springer Notes 342.

x 2. Some preliminary results

Lemma 2.1. For any discrete valuation v of K(X) over K, the composite

K�(K)
ext�!K�(K(X)v)

Nv�!K�(K) is multiplication by deg v = [K(X)v : K].

Proof. For x 2 K�(K); Nv(ext x) = Nv(ext x�1) = x�Nv(1) = x� deg v by (App. II,
(12)). �

Corollary 2.2. Let L=K be an algebraic extension. Then, the kernel of the map
extL=K : K�(L) is torsion. If L=K is �nite, ker extL=K is [L : K]{torsion. If L=K is
an algebraic extension such that every �nite subextension L0=K has degree coprime
to a prime p, then extL=K is injective on the p{torsion of K�(K).

Proof. For a simple extension K(�)=K; N�=K Æ extK(�)=K is multiplication by
[K(�) : K], by 2.1.. For any �nite extension L = K(�1; : : : ; �n), we have
N(�1;:::;�n)=K Æ extL=K is multiplication by [L : K] so that ker extL=K is [L : K]{
torsion. If L=K is any algebraic extension, and � 2 ker extL=K ; � 2 ker exteL=K for

some �nite extension eL of K, contained in L so that � is torsion. If each �nite
subextension eL=K of L=K has degree coprime to p; � 2 ker exteL=K has m torsion

where (m; p) = 1 so that extL=K is injective on the p{torsion of K�(K). �

Lemma 2.3. Let K be a discrete valuated �eld with valuation v. Let L=K be an
algebraic extension and w an extension of v to L with e = e(w=v) the rami�cation
index. Then the diagram

Kn(K)
ext���! Kn(L)

Tv

??y ??yTw
Kn�1(Kv)

e�ext���! Kn�1(Lw)

is commutative.

Proof. In view of (2) of Appendix II, Kn(K) is generated by h�; u2; : : : ; uni and
hu1; : : : ; uni, where v(�) = 1 and v(u1) = 0. Let �w be a parameter of w and

93



� = u0��ew with w(u0) = 0. Then, Tw Æ ext h�; u2; : : : ; uni = Twh�; u2; : : : ; uniL =
ehu2; : : : ; uni = e� ext ÆTvh�; u2; : : : ; uni and, Tw Æ ext hu1; : : : ; uni = 0 =
e� ext ÆTvhu1; : : : ; uni. �

Lemma 2.4. Let K be a �eld such that every �nite extension of K has degree equal
to a power of a �xed prime p. Let L=K be an extension of degree p. Then Kn(L) is
generated by elements of the form h�; a2; : : : ; ani; � 2 L�; a1 2 K�; 2 � i � n; n �
1.

Proof. We have L = K(�) = K[X]=(�) where � is the monic irreducible polynomial
of � over K. By (App. II, (9)), Kn(K[X]=(�)) is generated by elements of the form
hg1; : : : ; gni where gi 2 K[X]; p > deg g1 > � � � > deg gm = 0 = deg gm+1 = � � � =
deg gn and gi are monic irreducible over K for 1 � i � m� 1. By hypothesis, since
deg g1 < p; g1 is either linear or constant and gi; i � 2 are constants in K�. Thus
Kn(K(�)) is generated by h�� a1; a2; : : : ; ani; ai 2 K�. �

Lemma 2.5. Let K be a �eld and p a prime. There exists an algebraic extension
pK of K such that every �nite extension of pK has degree equal to a power of p and
every �nite subextension K 0=K, contained in pK has degree coprime to p.

Proof. If char K = p, let pK be the �xed �eld of a p{Sylow subgroup of the
pro�nite group G(Ks=K) and if char K 6= p, let pK be the �xed �eld of a p{Sylow
subgroup of the pro�nite group G(K=K), where Ks and K denote, respectively, the
separable and algebraic closures of K. The �eld pK is the required extension of K.
�

Let L=K be an algebraic extension. Let P(L) and P(K) denote the set of valuations
of L(X) and K(X), trivial on L and K, respectively. We denote by w a typical
element of P(L) and by v a typical element of P(K): Let � be an irreducible
polynomial in K[X] and let � =

Q
i �

ei
i be a factorization of � over L; �i irreducible

in L[X]. Let v�; w�i be elements of P(K) and P(L), respectively, corresponding
to � and �i. Then w�i are precisely the valuations of L(X) extending v� with
rami�cations ei and w1 is the unique extension of v1, with rami�cation 1. We have
embeddings K(X)v� = K[X]=(�) ,! L[X]=(�1) = L(X)w�i for each i.
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Proposition 2.6. The following diagram is commutative

0! K�(L)
ext���! K�(L(X))

T=(Tw)����! `
v

`
w=v L(X)w

N=(Nw)�����! K�(L)! 0x??ext

x??ext

x??(e(w=v)ext)

x??ext

0! K�(K)
ext���! K�(K(X))

T=(Tw)����! `
vK(X)v

N=(Nv)�����! K�(K)! 0

where in the third vertical arrow from the left ext = extL(X)w=K(X)v .

Proof. The commutativity of the square on the left follows from the functoriality
of K�. The commutativity of the middle square is a consequence of 2.3.. Since the
top and the bottom rows are exact (Corollary (14) of App. II), there exists a unique
homomorphism h : K�(K)! K�(L) which makes the square on the right hand side
commutative. In particular, the diagram

K�(L) = K�(L(X)w1)
Nw1���! K�(L)x??ext

x??h
K�(K) = K�(K(X)v1)

Nv1���! K�(K)

is commutative. Since Nw1 = identity, Nv1 = identity, h = extL=K and the propo-
sition is proved. �

Corollary 2.7. Let K 0=K be an algebraic extension and � an irreducible (monic)
polynomial over K which splits as

Q
i �

ei
i over K, �i irreducible over K 0. Let L =

K[X]=(�); Li = K 0[X]=(�i); � and �i denoting the images of X in L and Li,
respectively. If L ,! Li is the inclusion induced by K ! K 0; X 7! X, the following
diagram is commutative.

K�(L)
(eiextLi=L)������! `

iK�(Li)??yN�=K

??y(N�=K0 )

K�(K) ���! K�(K 0)

Proof. The corollary is a consequence of the commutativity of the right hand square
of 2.6. if we identify L with K(X)v� ; Li with K

0(X)w�i and N�=K and N�i=K0 with
Nv� and Nw�i

, respectively. �

Let L=K be a �nite extension and K 0=K any extension. Then K 0
KL is artinian
and if fmig 1 � i � r are the distinct maximal ideals of K 0
KL; (K 0
KL)=\mi 'Q

1�i�r(K
0
KL)=mi =

Q
1�i�r Li where Li = (K 0
KL)=mi.

If ei is the index of nilpotence of mi in (K 0
KL)mi, we call ei the rami�cation of

K 0
KL in Li. With this notation, the above corollary may be reformulated as
follows.

95



Corollary '2.7. Let K 0=K be an algebraic extension and L=K a �nite simple
extension. Let (K 0
KL)= rad �=

Q
Li and ei the rami�cation of K 0
KL in Li. If

L = K(�) and �i 2 Li are the images of � under the canonical injection L ,!
K 0
KL! (K 0
KL)= rad ��!

Q
i Li

pi�!Li, the following diagram is commutative:

K�(L)
(eiextLi=L)������! Q

iK�(Li)

N�=K

??y ??y(N�=K0 )

K�(K)
extK0=K�����! K�(K 0)

Corollary 2.8. Let L = L(�1; : : : ; �n) be a �nite extension of K and K 0=K any
algebraic extension. Let (K 0
KL)= rad ��! Q

1�i�r Li and let (�i1; : : : ; �
i
n) denote

the images of (�1; : : : ; �n) under the embedding L ! Li and ei the rami�cations of
K 0
KL in Li. Then the following diagram is commutative

K�(L)
(eiextLi=L)������! Q

iK�(Li)??yN(��1;:::;�n)=K

??yQ(N
�i
1
;:::;�in)=K

0

K�(K)
extK0=K�����! K�(K 0)

Proof. The corollary follows from Corollary '2.7. by an easy induction on n. �

x 3. A crucial lemma

Lemma 3.1. Let E=K be a normal extension of degree p. Then 1.2. is true for
the extension E=K.

Proof. ,We prove the lemma in two steps.

Step 1. The lemma is true if K = pK for some prime p and pK is as in 2.5..

Step 2. It is enough to prove the lemma when K = pK for some prime p.

Proof of Step 1. In view of 2.4., Kn(E) is generated by hx; y1; : : : ; yn�1i where
x 2 E 0; yi 2 K�; 1 � i � n � 1. It is enough to verify Na=Khx; y1; : : : ; yn�1i =
Nb=Khx; y1; : : : ; yn�1i for two generators a; b of E over K. By the projection formula,
we have Na=Khx; y1; : : : ; yn�1i = hNE=Kx; y1; : : : ; yn�1i =
Nb=Khx; y1; : : : ; yn�1i. �

Proof of Step 2. Since [E : K] = p; pK and E are linearly disjoint over K, so that
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E
KpK ' EpK, the composite of E and pK. Let a; b be two generators of E over
K. By Corollary '2.7., the following diagrams are commutative:

K�(E)
ext���! K�(EpK)

Na=K

??y??yNb=K
Na=pK

??y??yNb=pK

K�(K)
ext���! K�(pK)

Since the lemma is true for pK, we have Na=pK = Nb=pK . Thus ext Æ(Na=k�Nb=K) =
0. By 2.2., for x 2 K�(E), there exists an integer m coprime with p such that
m�(Na=K�Nb=K)(x) = 0. Since E=K is normal of degree p, (E
KE)= rad ��!

Q
i Ei

with Ei = E and ei the rami�cation of E 
E in Ei. (In fact, if � is the irreducible
polynomial of any generator of E over K, � splits completely over E.) If ai; bi
denote the images of a; b in Ei, then the following diagrams are commutative.

K�(E)
eiext���! Q

�(Ei)

Na=K

??y??yNb=K
(Nai=E

??y??yNbi=E
)

K�(K)
ext���! K�(E)

Since E
��! Ei for each i, Nai=E = Nbi=E = identity so that

extE=K (Na=K �Nb=K)(x) = 0:

Thus by 2.2. p(Na=k � Nb=K)(x) = 0. Since (p;m) = 1; Na=K(x) = Nb=K(x). This
is true for every x 2 K�(E) so that Na=K = Nb=K . �

�

De�nition Let E=K be a normal extension of degree p, a prime. We denote by
NE=K : K�(E) ! K�(K), the homomorphism Na=K for any generator a of E over
K, which is independent of the choice of a.

Lemma 3.2. Let K be a �eld, complete with respect to a discrete valuation v and L
a normal extension of K of degree p. Let H be the subgroup of Kn+1(L) generated by
hx; y1; : : : ; yni; x 2 L�; yi 2 K�; 1 � i � n. Then, for every
x 2 H; Tv ÆNL=K(x) = NLw=Kv Æ Tw(x) where w is the extension of v to L (noting
that NLw=Kv makes sense since [Lw : Kv] is 1 or p (App. I (2.3))).

Proof. Since H is generated by hx; y1; : : : ; yni; x 2 L�; yi 2 K�; 1 � i � n
and since Kn(K) is generated by h�; u2; : : : ; uni and hu1; u2; : : : ; uni where v(�) =
1; v(ui) = 0, using the additivity of h; : : : ; i in each component, it is enough
to check that Tv Æ NL=K = NLw=Kv Æ Tw on elements of Kn+1(L) of the form
hu0; �v; u2; : : : ; uni; hu0; u1; : : : ; uni; h�w; u1; u2; : : : ; uni; h�w; �v; u2; : : : ; uni where
ui; 0 � i � n are units of v in K, and �v; �w some parameters for v and w, respec-
tively. If e = e(w=v) = 1, we take some parameter �v for v and set �w = �v. If
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e = p, we take some parameter �w for w. Since Ow is integral over Ov (App. I, 2.3.),
�w satis�es a monic polynomial �pw + a1�

p�1
w + � � �+ ap = 0 with a1 2 Ov. It is easy

to verify that ai 2 pv and ap 2 pv � p2v. We take �v = ap. Then NL=K�w = (�1)p�v
and �v = ��pw�u where w(u) = 0 and u = 1 modulo pw. Let f = [Lw : Kv].

Tv ÆNL=Khu0:�v; u2; : : : ; uni = TvhNL=Ku0; �v; u2; : : : ; uni

= �hNL=Ku0; u2; : : : ; uni

NLw=Kv Æ Twhu0; �v; u2; : : : ; uni = NLw=Kv Æ Twhu0;�u�e(w)w ; u2; : : : ; uni
= NLw=Kvf�e(w)hu0; u2; : : : ; unig
= �e(w)hNLw=Kvu0; u2; : : : ; uni
= �hNL=Ku0; u2; : : : ; uni (App. I, 1.10.)

Tv ÆNL=Khu0; u1; : : : ; uni = NLw=Kv Æ Twhu0; : : : ; uni = 0

Tv ÆNL=Kh�w; u1; : : : ; uni = TvhNL=K�w; u1; : : : ; uni
= vNL=K�whu1; : : : ; uni
= fhu1; : : : ; uni (App. I, 2.4.)

NLw=Kv Æ Twh�w; u1; : : : ; uni = NLw=Kvhu1; : : : ; uni
= fhu1; : : : ; uni since ui 2 Kv:

Suppose e(w=v) = 1 and �w = �v; f = p.

Tv ÆNL=Kh�v; �v; u2; : : : ; uni = Tvfph�v; �v; u2; : : : ; unig
= ph�1; u2; : : : ; uni

NLw=Kv Æ Twh�v; �v; u2; : : : ; uni = NLw=Kvh�1; u2; : : : ; uni
= fh�1; u2; : : : ; uni = ph�1; u2; : : : ; uni:

Suppose e(w=v) = p; f = 1 and �v = �u�pw with u = 1 and NL=K�w = (�1)p�v.

Tv ÆNL=Kh�w; �v; u2; : : : ; uni = Tvh(�1)p�v; �v; u2; : : : ; uni
= h(�1)p+1

; u2; : : : ; uni
NLw=Kv Æ Twh�w; �v; u2; : : : ; uni = NLw=Kv Æ Twh�w;�u�pw; u2; : : : ; uni

= NLw=Kvh � u; u2; : : : ; uni
+NLw=Kvfph�1; u2; : : : ; unig

= h(�1)p+1; u2; : : : ; uni:

�

Proposition 3.3 Let K be complete, w.r.t a discrete valuation v and L a normal

98



extension of K of degree a prime p. Then the following diagram is commutative:

Kn+1(L)
NL=K���! Kn+1(K)

Tw

??y ??yTv
Kn(Lw)

NLw=Kv�����! Kn(Kv)

where w is the extension of v to L.

Proof. Let u 2 Kn+1(L). By 2.4., extLpK=L u 2 Kn+1(L
pK) is a sum of elements

of the form hx; y1; : : : ; yni with x 2 (LpK)�; yi 2 pK�; 1 � i � n. Clearly, there is a
�nite subextension K 0=K of pK=K such that extLK0=L(u) =

P hx; y1; : : : ; yni; x 2
(LK 0)�; yi 2 K 0�; 1 � i � n. Since K � K 0 � pK;
[K 0 : K] = m is coprime with p. Since L and K 0 have coprime degree over
K; L
K 0 ' LK 0 and the following diagram

Kn+1(L)
ext���! Kn+1(LK

0)??yNL=K

??yNLK0=K0

Kn+1(K)
ext���! Kn+1(K

0)

is commutative. Denoting by bar, the corresponding residue �elds, since [L : K]

divides [L : K] and [K
0
: K] divides [K 0 : K]; L 
 K 0 is a �eld and LK

0 ' LK
0

(noting that f(LK 0=K) = f(LK 0=L)f(L=K) = f 0(K 0=K)f(L=K), and LK
0
,!

LK
0
). We have the following commutative diagram

Kn+1(L)
ext���! Kn+1(LK 0)??yNL=K

??yNLK0=K0

Kn+1(K)
ext���! Kn+1(K 0)

Since [K 0 : K] = [LK
0
: L]; e(LK 0=L) = e. By Lemma 2.3., the following diagrams

are commutative

Kn+1(L)
ext���! Kn+1(LK

0)??yT ??yT
Kn(L)

e�ext���! Kn(LK 0)

Kn+1(K)
ext���! Kn+1(K

0)??yT ??yT
Kn(K)

e�ext���! Kn(K 0)

(T denotes the corresponding tame symbols.)

Thus, in the following cube (in projection), all \vertical" faces (= outer squares) are
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commutative.

Kn+1(L)
NL=K�! Kn+1(K)

& ext . ext

Kn+1(LK
0)

NLK0=K0�! Kn+1(K
0)??yT ??yT ??yT ??yT

Kn(LK 0)
N
LK0=K0�! Kn(K 0)

% e�ext - e�ext

Kn(L)
NL=K�! Kn(K)

By 3.2., T Æ NLK0=K0 extLK0=L(u) = NLK
0

=L Æ T extLK0=L(u). Thus, it follows that

extK0=K(T Æ NL=K � NL=K Æ T )(u) = 0. By 2.2., m�(T ÆNL=K � NL=K Æ T )(u) = 0

where m = [K
0
: K]. We next show that p2(T ÆNL=K �NL=K Æ T )(u) = 0.

Case 1. Suppose L=K is unrami�ed: Since L=K is normal, L=K is Galois and
G(L=K)

��! G(L=K) (3.6. of App. I). Thus L
KL ��! Q
1�i�p Li, each Li ' L

and L
KL ��!Q1�i�p Li; Li
��! L, the rami�cations of L
KL; (L
KL) in Li; (Li)

being 1. We have the following cube with all the vertical faces commutative.

Kn+1(L)
NL=K�! Kn+1(K)

& (ext) . ext`
1�i�nKn+1(Li)

(NLi=L
)�! Kn+1(L)??yT ??y(T )

??yT ??yT`
1�i�pKn(Li)

(NLi=L
)

�! Kn(L)

% (ext) - ext

Kn(L)
NL=K�! Kn(K)

Since Li
��! L and Li

��! L; NLi=L = identity, NLi=L
= identity. Thus the top of the

cube (= central square) is commutative. Hence extL=K(T ÆNL=K�NL=K ÆT )(u) = 0.
Hence by 2.2. p(T ÆNL=K �NL=K Æ T )(u) = 0.

Case 2. Suppose L=K is totally rami�ed; e(L=K) = p; f(L=K) = 1.

a) Let L=K be separable. Then L
KL ��! Q
1�i�p Li; Li

��! L; 1 � i � p. In the
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following diagram, all the vertical faces are commutative.

Kn+1(L)
NL=K�! Kn+1(K)

& (ext) . ext`
1�i�nKn+1(Li)

(NLi=L
)�! Kn+1(L)??yT ??y(T )

??yT ??yT`
1�i�pKn(Li)

(NLi=L
)

�! Kn(L)

% (ext) - p�ext

Kn(L)
NL=K�! Kn(K)

Since Li ' L; Li ' L; NLi=L = identity, NLi=L
= identity, so that the top of the

cube (in projection) is commutative. Thus p� ext(T Æ NL=K � NL=K Æ T )(u) = 0.

Hence p2(T ÆNL=K �NL=K Æ T )(u) = 0.

b) Let L=K be purely inseparable. We have L
KL= rad ' L with p as the rami�-
cation of L
L in L, and L = K. We have the following cube with all vertical faces
commutative.

Kn+1(L)
NL=K�! Kn+1(K)

& p�ext . ext

Kn+1(L)
=�! Kn+1(L)??yT ??y(T )

??yT ??yT
Kn(L)

=�! Kn(L)
% p�ext - p�ext

Kn(L)
NL=K�! Kn(K)

Since the top square is clearly commutative, p ext(T Æ NL=K � NL=K Æ T )(u) = 0.

Thus p2(T ÆNL=K�NL=K ÆT )(u) = 0. We also have m(T ÆNL=K�NL=K ÆT )(u) = 0
so that, since (p;m) = 1, (T ÆNL=K �NL=K Æ T )(u) = 0. Since this is true for any
u 2 Kn+1(L), the proposition is proved. �

Corollary 3.4. Let E=K be a normal extension of degree p where p is a prime.
Then for each valuation v of K(X) over K, the following diagram is commutative

Kn+1(E(X))
(Tw)���! `

w=vKn(E(X)w)

NE(X)=K(X)

??y ??y(NE(X)w=K(X)v )

Kn+1(K(X))
Tv���! Kn(K(X)v)

Proof. Let\E(X)w and\K(X)v denote the completions of E(X) and K(X) at w and
v, respectively. Let � be the irreducible polynomial of a generator � of E over K. We
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claim that � remains irreducible over K(X)v if E=K is purely inseparable. Suppose
� splits over K(X)v. Then � would become a power of a linear polynomial over

Kd(X)v and E(X)
K(X)Kd(X)v= rad
��! \K(X)v. Since E(X)
K(X)Kd(X)v= rad 'Q

w=v
\E(X)w, it follows that there is a unique extension w of v to E(X) whose

completion is isomorphic to \K(X)v. We have e(w=v) = e(\E(X)w=
\K(X)v) = 1 and

since E(X)w = residue �eld of\E(X)w = residue �eld of\K(X)v = K(X)v; f(w=v) =
1. Since w is the unique extension of v to E(X), we have p = e(w=v)�f(w=v) = 1,
a contradiction. Thus � is irreducible over K(X)v. On the other hand, if E=K is

separable, then E=K is Galois and E(X)
K(X)
\K(X)v =

`
w=v
\E(X)v where either

there is a unique extension w of v to E(X) in which case � is irreducible over\K(X)v
or there are p distinct extensions w of v to E(X) in which case � splits into distinct

irreducible factors over \K(X)v. We therefore have the commutativity of the left
hand square of the following diagram.

Kn+1(E(X))
ext���! `

w=vKn+1(\E(X)w)
(Tw)���! `

w=vKn(E(X)w)

NE(X)=K(X)

??y ??yN\E(X)w=
\K(X)v

??y(NE(X)w=K(X)v))

Kn+1(K(X))
ext���! Kn+1(\K(X)v)

Tv���! `
w=vKn(K(X)v)

The commutativity of the right hand square follows from 3.4.. We note that Tw Æ
ext = Tw : Kn+1(E(X))! Kn(E(X)w), since a parameter or a unit of w remains a

parameter or a unit of w, respectively, in the completion\E(X)w. Similarly, Tv Æ ext
is the tame symbol Tv : Kn+1(K(X))! Kn(K(X)v) and the lemma is proved. �

(Crucial) Lemma 3.5. Let K be a �eld and E a normal extension of degree p
over K. Let K 0 = K(a) be a simple extension. Let E 0 = E(a) be the composite of
E and K 0 over K. Then, the following diagram is commutative.

Kn(E
0)

Na=E���! Kn(E)??yNE0=K0

??yNE=K

Kn(K
0)

Na=K���! Kn(K)

Proof. Let �a;K and �a;E denote the minimal polynomials of a over K and E,
respectively. Let va;K and wa;E denote the valuations of K(X) and E(X) corre-
sponding to �a;K and �a;E, respectively. We identify E 0 with K(X)va;E and K 0 with
K(X)va;K . Since the sequence

Kn+1(E(X))
(Tw)�!

a
v

a
w=v

Kn(E(X)w)
(Nw)�! Kn(E) �! 0
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is exact (Theorem 11 of App. II), there exists y 2 Kn+1(E(X)) such that

Tw(y) =

8>>><
>>>:
x if w = wa;E

�Na=Ex if w = w1

0 otherwise,

noting that N Æ (Tw)(y) = 0. By 3.4., we have

Tv ÆNE(X)=K(X)(y) =
X
w=v

NE(X)w=K(X)v Æ Tw(y);

so that we have

Tv ÆNE(X)=K(X)(y) =

8>>><
>>>:
NE0=K0(x) if v = va;K

�NE=K ÆNa=E(x) if v = v1

0 otherwise.

Since Kn+1(K(X))
(Tv)�! `

v Kn(K(X)v)
(Nv)�! Kn(K) is a complex,

N Æ T (NE(X)=K(X)(y)) = 0

i.e. N Æ
X
w=v

NE(X)w=K(X)v Æ Tw(y) = 0;

i.e. Na=K ÆNE0=K0(x)�NE=K ÆNa=E(x) = 0:

This proves the lemma. �

x 4. Proof of Proposition 1.2

Proposition 4.1. Let p be a prime and K a �eld such that K = pK. Let E=K be
a �nite extension of degree pn. Then there exists a tower of �elds K = K0 � K1 �
� � � � Kn = E such that [Ki : Ki�1] = p for each i, and Ki=Ki�1 is normal. Further
the composite

K�(E) = K�(Kn)
NKn=Kn�1�! K�(Kn�1)! : : :

NK1=K0�! K�(K0) = K�(K)

is independent of the family fKig chosen.

Proof. We claim that for any �eld L with L = pL, every �nite extension L0=L of
degree p is normal. If L0=L is purely inseparable, it is normal. If L0=L is separable,

103



if L
0
denotes the Galois closure of L

0
=L; G(L

0
=L) is a p{group and G(L

0
=L0) is a

subgroup of index p in G(L
0
=L) so that it is normal. Hence L0=L is normal. Further,

for any �eld L with L = pL, and any �nite extension L0 of L; pL0 = L0. thus if such
a tower K0 = K � K1 � � � � � Kn = K exists with [Ki : Ki�1] = p, then each
Ki=Ki�1 is normal since K = pK.

Let [E : K] = pn. If E=K is purely inseparable, the existence of a tower is clear. Let
K � Ks � E be such that Ks is the separable closure of K in E. Replacing E by Ks

we may assume E=K separable. Let E=K be the Galois closure of E=Kwith Galois
group G(E=K). Let H be a maximal subgroup of G(E=K containing G(E=E).
Since G(E=E) is a p{group such an H exists. Let K1 be the �xed �eld of H. Then
K � K1 � E with [K1 : K] = p. Since [E : K1] = pn�1, inductively, one gets a
tower K1 � K2 � � � � � Kn = E with [Ki : Ki�1] = p; 1 � i � n.

We now show that NK1=K ÆNK2=K1 Æ� � �ÆNKn=Kn�1 is independent of the family fKig
The proof is by induction on n. For n = 1, this is precisely 3.1.. Suppose that the
result is true for n = 2. Let K � K1 � � � � � Kn = E; K � K 01 � � � � � K 0n = E
be two such towers. If K1 = K 01, by induction, NK2=K1

Æ � � � Æ NE=Kn�1
= NK0

2=K1
Æ

� � � Æ NE=K0

n�1
and hence NK1=K Æ � � � Æ NE=Kn�1

= NK0

1=K
Æ � � � Æ NE=K0

n�1
. Suppose

K1 6= K 01. We have the following towers

K � K1 � K2 � � � � � Kn = E : : : 
1
K � K1 � K1K

0
1 � K2K

0
1 � � � � � KnK

0
1 = E : : : 
2

K � K 01 � K1K
0
1 � K1K

0
2 � � � � � K1K

0
n = E : : : 
3

K � K 01 � K 02 � � � � � K 0n = E : : : 
4

Since the �rst extension in 
1 and 
2 is the same, 
1 and 
2 yield the same composite
of norms. Similarly, 
3 and 
4 yield the same composite of norms. Since we have
assumed the result for n = 2; NK1=K Æ NK1=K0

1=K
= NK0

1=K
Æ NK1=K0

1=K
and by

induction it follows that 
2 and 
3 yield the same composite of norms.

Let n = 2 and K � K1 � E; K � K 01 � E be two distinct towers. Let K 01 = K(a).
By the Crucial Lemma 3.5., NK1=K Æ Na=K1 = Na=K Æ NE=K0

1
. Since [K(a) : K] =

p; [K1(a) : K1] = p; Na=K1 = NE=K1 and Na=K = NK0

1=K
so that NK1=K Æ NE=K1 =

NK0

1=K
ÆNE=K1

= NK0

1=K
ÆNE=K0

1
. �

De�nition. Let E and K be as in Proposition 4.1. We denote by NE=K the com-
posite homomorphism given in Proposition 4.1.

Proof of of Proposition 1.2. To prove 1.2., we show �rst that we may assume
K = pK for some prime p. For each prime q, let E
KqK= rad ��!

`
iEi with ei the

rami�cations of E
KqK in Ei. Let f�1; : : : ; �ng and f�1; : : : ; �mg be two sets of
generators of E over K and let f�i1; : : : ; �ing and f�i1; : : : ; �img denote their images
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in Ei under the map

E �! E
KqK �! E
KqK= rad �!
a
i

Ei
pi�!Ei:

We have, in view of 2.8., the following commutative diagrams

`
iKn(Ei)

(N
(�i1;:::;�

i
n)=

pK
)

���������! Kn(
pK)x??(ei�ext)
x??ext

Kn(L)
(N(�1;:::;�n)=

pK)���������! Kn(K)

`
iKn(Ei)

(N
(�i1;:::;�

i
m)=pK

)

����������! Kn(
pK)x??(ei�ext)
x??ext

Kn(L)
(N(�1;:::;�m)=pK)����������! Kn(K)

If we assume 1.2. true for pK, then N(�i1;:::;�
i
n)=

pK = N(�i1;:::;�
i
m)=pK. Thus

extpK=K(N(�1;:::;�n)=K � N(�1;:::;�m)=K) = 0. Thus for each u 2 Kn(L), there exists
an integer mp coprime with p such that

mp(N(�1;:::;�n)=K �N(�1;:::;�m)=K)(u) = 0:

Hence N(�1;:::;�n)=K = N(�1;:::;�m)=K . Suppose then that K = pK for a prime p. It is
enough to show that if E = K(�) a �nite simple extension, N�=K = NE=K ; NE=K as
in the de�nition after Proposition 4.1. In fact,

N�1;:::;�n)=K= N�1=K ÆN�2=K1 � � � ÆN�n=Kn�1 where Ki = K(�1; : : : ; �i)

= NK1=K ÆNK2=K1 Æ � � � ÆNKn=Kn�1

= NF1=K ÆNF2=F1 Æ � � � ÆNFm=Fm�1 where Fi = K(�1; : : : ; �i); by 4.1.

= N�1=K ÆN�2=F1 Æ � � � ÆN�m=Fm�1 = N�1;:::;�m)=K :

Let E = K(�). Let K = K0 � K1 � � � � � Kn = E with [Ki : Ki�1] = p. If E = K1,
by 3.1, N�1=K = NE=K . Suppose n � 2. By induction on n, Na=K1 = NE=Ki

. By the
\Crucial Lemma",

Kn(E)
Na=K1����! Kn(K1)??yNK1=K

Kn(E)
Na=K���! K)n(K)

commutes, i.e. NK1=K ÆNa=K1 = Na=K . Thus NK1=K ÆNE=K1 = Na=K ; i.e. NE=K =
Na=K and 1.2. is proved. �
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Appendix IV: A theorem of Rosset{Tate

Let k be a �eld and let C
k
denote the category of �nite �eld extensions of k. A

Milnor functor M : C
k
! Ab is a covariant functor together with maps 'K :

K� � K� ! M(K) ; 8K 2 Obj C
k
which are biadditive and for each k{injection

K ! L ; K; L 2 Obj Ck, a homomorphism , trL=K : M(L) ! M(K), called the
transfer, satisfying the following properties.

1) The maps ' are functorial; i.e., given an injection i : K ! L in C
k
, the

diagram

K� �K� 'K���! M(K)

i�i
??y ??yM(i)

L� � L� 'L���! M(L)

is commutative.

2) 'k(a; 1� a) = 0 if a ; 1� a 2 K�.
3) If K ! L! N are injections in C

k
, then,

trN=K = trL=K Æ trN=L :

4) If K ! L is an injection in C
k
and if x 2 K� ; y 2 L�, we have the \projection

formula"
trL=K'L(x; y) = 'K(x;NL=Ky) ;

NL=K : L! K denoting the norm in the extension L=K.

Example 1. For any �eldK, letK2(K) denote the MilnorK2 de�ned in Chapter III.
The functor K2 is a Milnor functor with ' = 'K : K� � K� ! K2(K) being the
map '(a; b) = ha; bi and for any �nite extension L=K; trL=K : K2(L) ! K2(K)
being the transfer de�ned in Appendix II. The functor K2 is in fact a Universal
Milnor functor in the sense that given any Milnor functor M , there is a natural
transformation T : K2 !M such that the diagram

K� �K� '�! K2(K)

&'K
??yTK

M(K)

is commutative.

Example 2. Let K be any �eld of characteristic 6= 2. The functor K ! H2(K) =
H2
c (G(Ks=K); �2) is a Milnor functor with trL=K = coresL=K and 'K : K� �K� !

H2(K) being given by (a; b) 7! �a [ �b. The norm residue homomorphism �K :
K2(K)! H2(K) is a natural transformation which commutes with '.
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IfM is a Milnor functor,M can be extended to the category eC
k
of �nite dimensional

semisimple (commutative) k{algebras by de�ning M(
Q

1�i�`Ki) =
Q

1�i�`M(Ki).
We have

'Q Ki
= ('Ki

) : (
Y

Ki)
� � (

Y
Ki)

� !M(
Y

Ki) =
Y

M(Ki):

Further, if
Q

Ki ! A is an injection of semi{simple k{algebras, trA=Q Ki
is de�ned

to be (trAi=Ki
) where A =

Q
Ai; Ai semisimple Ki{algebras and if Ai =

Q
Kij; Kij

�nite �eld extensions of Ki; trAi=Ki
=
Q

trKij=Ki
. The map 'K satis�es 'K(a; 1 �

a) = 0 for a; 1� a 2 A� (A� denoting the group of units of A) and 'K(a;�a) = 0 if

a 2 A�. The transitivity trC=A = trB=A Æ trC=B for A! B ! C; A;B; C in Obj eC
k

and the projection formula

trB=A'B(x; y) = 'A(x;NB=Ay) for x 2 A�; y 2 B� ;

N : B ! A being the norm of the �nite dimensional A{algebra B are easily veri�ed.

Let k be a �xed base �eld and M a Milnor functor. For any K 2 Obj eC
k
and

x; y 2 E�, we shall abbreviate 'E(x; y) = (x; y)E, or simply (x; y) if E is clear from
the context. Let K=k be a �nite �eld extension. Let f; g 2 K[T ] be relatively prime
(non{zero) polynomials. We de�ne a symbol (f=g) with values in M(K) by the
following requirements.

(1) (f=g1g2) = (f=g1) + (f=g2)

(2) If g is a constant or T , (f=g) = 0.

(3) If g is a monic irreducible polynomial, not a constant or T , and x a root of
g(T ) in an algebraic closure, then,

(f=g) = trK(x)=K(x; f(x))K(x) :

The symbol (f=g) is `additive' in both f and g and depends only on the residue of
f modulo (g). As a function of g, it depends only on the ideal generated by g in
K[T; T�1]. For p(T ) 2 K[T ]; p(T ) = anT

n + an�1T n�1 + � � � + amT
m; an�am 6= 0,

we de�ne

p�(T ) = (amT
m)�1p(T )

c(p) = (�1)nan:

We note that for p; p0 2 K[T ]; (pp0)� = p��p0� and c(pp0) = c(p)�c(p0).

Theorem 1. (Reciprocity Law) For relatively prime polynomials, f; g 2 K[T ],
we have

(f=g) = (g�=f) � (c(g�); c(f)): (�)
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Proof. Suppose g = a 2 K� or g = T . Then g� = 1, and c(g�) = 1. We have, if
f =

Q
f eii ; fi irreducible over K,

(g�=f) =
P

ei(1=fi)

=
P

eitrK=xi)=K(xi; 1)K(xi); xi being a root of fi;

=
P

ei(NK(xi)=K(xi); 1)K

= 0:

(We note that (x; 1)K = (x; 1)K + (x; 1)K so that (x; 1)K = 0.) Thus both sides of
(�) are zero. Since both sides of (�) are `additive' in f and g, we assume that f and
g are monic, irreducible and g is not a constant or T . Suppose f = a 2 K�. Let x
be a root of g(T ). Then,

(a=g) = trK(x)=K(x; a)K(x)

= (NK(x)=K(x); a)K

= (c(g�)�1; a)K

= �(c(g�); c(f))K;
and (g�=a) = 0. If f = T ,

(T=g) = trK(x)=K(x; x)K(x)

= trK(x)=K(x;�1)K;(x) (since (x;�x)K(x) = 0)

= (c(g�)�1;�1)K
= �(c(g�); c(f));

and (g�=T ) = 0. We assume that both f and g are monic irreducible and di�erent
from T . Let x be a root of g and y a root of f . We write f =

Q
1�i�` f

ei
i ; fi irreducible

over K(x). The integers ` and feig; 1 � i � `, can be described as follows. The
integer ` is the number of distinct maximal ideals fmig of K(x)
KK(y) = A and
ei = index of nilpotence of mi in Ami. Thus, g also decomposes over K(y) as
g =

Q
1�i�` g

ei
i ; gi being irreducible over K(y). Let A= rad A =

Q
Li. Then

Li ' K(x)[Y ]=(fi) ' K(y)[X]=(gi). Let x; y 2 Li denote the images of x 
 1 and
1 
 y in A. Since fi(y) = 0 and gi(x) = 0; fi a divisor of f , gi a divisor of g and
f; g distinct irreducible polynomials over K; x 6= y. We have x 6= 0; y 6= 0 since f
and g are distinct from T . Further,

(x; x� y)Li = (x;
y � x
�x ) + (x; x)

= (y�x
y
;
y � x
�x + (x;�1)

= (y;
y � x
�x ) + (x;�1) + (

x

y
; 1� y

x
)

= (y;
y � x
�x )Li + (x;�1)Li : (��)
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Let � = (�i); �
0 = (�0i); � = (�i); �

0 = (�0i) be elements of A =
Q

Li where
�i = (x� y)ei; �0i = (�1)i�i; �i = xei; �0i = (�1)ei ��i. Then

NA=K(x)(�) =
Q

i NLi=K(x)(x� y)ei

=
Q

i fi(x)
ei = f(x) :

NA=K(y)(�
0) = g(y)

NA=K(x)(�) =
Q

i NLi=K(x)(x
ei)

= xdeg f

NA=K(y)(�
0) =

Q
i NLi=K(y)(�x)ei

=
Q

i gi(0)
ei = g(0) :

We have the identity

(x; �)A = (y; �0=�0)A + (�;�1)A
in M(A), in view of (��). Computing trA=K(x; �)A in two di�erent ways, we have,

trA=K(x; �)A = trK(x)=K Æ trA=K(x)(x; �)A

= trK(x)=K(x;NA=K(x)�)K(x)

= trK(x)=K(x; f(x))K(x)

= (f=g) :

trA=K(y; �
0=�0)A = trK(y)=K Æ trA=K(y)(y; �

0=�0)A

= trK(y)=K(y;NA=K(y)(�
0=�0))K(y)

= trK(y)=K(y; g(y)=g(0))K(y)

= trK(y)=K(y; g
�(y))K(y)

= (g�=f)

trA=K(�;�1)A = trK(x)=K(NA=K(x)(�);�1)K(x)

= trK(x)=K(x
deg f ;�1)K(x)

= trK(x)=K(x; c(f))K(x)

= (c; g�)�1; c(f))K

= �(c; g�); c(f))K :
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We thus obtain the formula

(f=g) = (g�=f)� (c(g�); c(f))K :

�

Let E ,! F be a �nite extension of �elds, �nite over k. Let x; y 2 F �. Let
NF=E(x)(y) = f(x) with f 2 E[T ] and deg f < [E(x) : E]. Then

trF=E(x; y)F = trE(x)=E Æ trF=E(x)(x; y)F

= trE(x)=E(x;NF=E(x)(y))E(x)

= trE(x)=E(x; f(x))E(x)

= (f=g) :

Proposition 2. Let fg0; g1; : : : ; gmg be the sequence of polynomials in E[T ] de-
�ned by g0 = g; g1 = f; gi+1 = remainder of division of g�i�1 by gi; i � 1 and
gm 6= 0; gm+1 = 0. Then m � deg g and

trF=E(x; y)F = �
X

1�i�m
(c(g�i ); c(f))E :

Proof. Since deg g�i+1 � deg gi+1 < deg gi, it follows that m � deg g. Further,
since gm+1 = 0; gm divides g0 = g and g1 = f which are relatively prime so that gm
is a constant. Thus (g�m�1=gm) = 0. Using reciprocity, we have

(f=g) = (g1=g0) = �P1�i�m(c(g
�
i�1); c(gi)) + (g�m�1=gm)

= �P1�i�m(c(g
�
i�1); c(gi)) :

This proves the proposition. �

The sequence fgig; 0 � i � m of polynomial depends only on E; F; x and y and not
on the Milnor functor M . Thus trE=F (x; y)F can be expressed as a sum of `symbols'
independent of M . Thus, if T : M1 ! M2 is a morphism of Milnor functors such
that the diagram

A� � A� '
A�! M1(A)

&'A
??yTA

M(A)

commutes, then T must commute with transfer. In particular, �K : K2(K) !
H2(K) is such a morphism so that we have the following
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Corollary 3. Let F=E be a �nite extension. Then the following diagram is com-
mutative

K2(F )
�F���! H2(F )??ytr

??ycoresF=E

K2(E)
�E���! H2(E)

Remark. The contents of this section are taken from the paper \A reciprocity
law for K2{traces" (Comment. Math. Helvetici 58 (1983)) by Rosset{Tate, with
obvious modi�cations to avoid the use of the transfer from Quillen's theory. We only
use transfer for K2 of �elds (and their �nite products) whose existence is proved in
Appendix II.
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