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CHAPTER 1

Introduction and motivation

1.1. Objectives

The first goal of this book is to make accessible to analytic number theorists the
power of Deligne’s general version of the Riemann Hypothesis over finite fields, as it
applies to bounds for exponential sums in two or more variables, or to sums of more
general summands. Readers of this book should be able to use it to prove, say, that

ˇ

ˇ

ˇ

ÿ

xPpZ{pZqˆ

. . .
ˇ

ˇ

ˇ
ď Cp3{2

for all primes p and some absolute constant C ě 1, just as readily as the Weil bounds for
exponential sums in one variable allows them to check estimates like

ˇ

ˇ

ˇ

ÿ

xPZ{pZ

e
´x3 ` 3x` 1

p

¯
ˇ

ˇ

ˇ
ď C

?
p

(for all primes p and some absolute constant C ě 1) using straightforward statements
that enscapsulate Weil’s proof of the Riemann Hypothesis for curves over finite fields.

1.2. A statement of the Riemann Hypothesis

To motivate and illustrate the type of statements we will be able to derive from
Deligne’s general form of the Riemann Hypothesis over finite fields, we begin by stat-
ing a concrete version of the Riemann Hypothesis. This has the flavor of a “quasi-
orthogonality” property of special functions defined over finite fields.

The statement contains keywords which are probably unfamiliar to most readers (they
have not yet been defined!), and one of the goal of the book will be to explain these, and
to understand how to apply successfully this result.

Theorem 1.2.1 (Deligne). Let p be a prime number. Let c ě 1 be a parameter. Let
K1, K2 be trace functions modulo p

Ki : Fp ÝÑ C

which are geometrically irreducible modulo p, with conductors respectively c1 and
c2.

(1) If there does not exist a complex number α with |α| “ 1 such that K2 “ αK1, then
we have

(1.1)
ˇ

ˇ

ˇ

ÿ

xPFp

K1pxqK2pxq
ˇ

ˇ

ˇ
ď 3c2

1c
2
2

?
p.

(2) Otherwise, we have
ˇ

ˇ

ˇ

ÿ

xPFp

K1pxqK2pxq ´ ᾱp
ˇ

ˇ

ˇ
ď 3c2

1c
2
2

?
p.
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This theorem can be used, in many instances, purely as a “black box”. Indeed, it is
a fact that in most applications to analytic number theory, we will want to apply it to
obtain a bound like (1.1) in cases where the functions K1 and K2 are concretely given
functions. For instance, to prove (a weak form of) the Hasse bound for the number of
points on an elliptic curve over Fp, one would take

K1pxq “
´x3 ` αx` β

p

¯

, K2pxq “ 1,

where p ¨
p
q is the Legendre symbol, and the discriminant of the cubic polynomial X3 `

αX `β P FprXs is non-zero. To prove (a weak form of) the Weil bound for Kloosterman
sums, we could take

K1pxq “ e
´ax

p

¯

, K2pxq “ e
´

´
x̄

p

¯

if x ­“ 0, K2p0q “ 0

It is then conceivable that one will find in a reference text (for instance, in this book),
a statement to the effect that the specific functions K1 and K2 of interest are trace
functions, and hopefully further information such as their conductor. Then Theorem 1.2.1
becomes applicable and the question, to prove a square-root cancellation bound, becomes
simply: is K2 proportional to K1, with a proportionality constant of modulus 1? We will
illustrate this with the two examples above and more in Section 1.3 below.

Remark 1.2.2. We spoke of “weak forms” of the respective bounds because Theo-
rem 1.2.1 will usually give an estimate of size C

?
p, where C is not the best possible

constant, whereas Hasse and Weil proved their respective estimates with C “ 2 which is,
in a certain sense, best possible (see below for more details).

1.3. Illustrations

We illustrate the remarks above by establishing using Theorem 1.2.1 a number of
instances of the Riemann Hypothesis over finite fields, all of which are statements that
have appeared in practice in important results of analytic number theory. To implement
Theorem 1.2.1, we will make references to later parts of this book, and especially to
Appendix A that lists known trace functions and their invariants. We expect that many
basic applications of trace functions could arise in the future in similar manner.

1.3.1. The Hasse bound. Historically, one of the first example of the Riemann
Hypothesis over finite fields was provided by Hasse’s theorem concerning the number of
solutions px, yq in a finite field k of a cubic equation

y2
“ x3

` αx` β

where α and β are such that the polynomial x3`αx`β has no multiple roots. Precisely,
Hasse proved that this number, say Npα, βq, satisfies Npα, βq “ p´ a for some integer a
such that

(1.2) |a| ď 2
a

|k|.

It is the exponent 1{2 hidden in
a

|k| “ |k|1{2 which is the sign of the Riemann
Hypothesis.

There are today a few different proofs of (1.2), some of which are quite elementary
from the technical point of view. (For very specific choices of α and β, such as α “ ´1,
β “ 0, some arguments go back to Gauss). We now show how to bring this bound in the
framework of Theorem 1.2.1.
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1.3.2. The Weil bound. The Weil bound for Kloosterman sums is probably the
most important instance of the Riemann Hypothesis over finite fields, as far as analytic
applications are concerned. For a prime p and a P Fˆp , we denote

Kl2pa; pq “
1
?
p

ÿ

xPFˆp

e
´ax` x̄

p

¯

,

where x̄ denotes the inverse of x modulo p. The precise statement of Weil’s result is

(1.3) |Kl2pa; pq| ď 2

for all a P Fˆp . Again, we now show how to prove a weaker bound using Theorem 1.2.1.

1.3.3. The Friedlander-Iwaniec sums. Among the more recent applications of
the Riemann Hypothesis over finite fields, one of the most important concerns an expo-
nential sum that first arose in the work of Friedlander and Iwaniec [37] on the exponent
of distribution of the ternary divisor function. Indeed, the estimate for this sum that was
given by Birch and Bombieri is one of the key ingredients in the proof of the bounded
gap property for primes by Y. Zhang [82].

We consider the sum as it appeared in [37], namely

FIpa, b; pq “
1

p3{2

ÿ

x,y,zPFˆp

e
´1

p
p. . .q

¯

where p is a prime number and pa, bq P Fˆp ˆFˆp . (In fact, this sum arises most naturally
in a different manner, that we will describe at a later stage.)

Birch and Bombieri proved that there exists an absolute constant C ě 0 such that

FIpa, b; pq ď C

for all primes p and all a, b invertible modulo p. We now explain how to prove this.

1.3.4. The Pierce sums. In her work proving the first non-trivial bound for the
3-part of the class group of an imaginary quadratic field, L. Pierce [69] had to estimate
sums of the type

Πpa, b, c, d; pq “
1

p3{2

ÿ

x,y,z

´4x3 ´ apz ` bq2

p

¯´4y3 ´ az2

p

¯

e
´cx´ cy ` dz

p

¯

,

where p is a prime and pa, b, c, dq P Fˆp ˆ Fp
3 are parameters.

Again, the desired outcome is that these should be uniformly bounded, provided b ­“ 0
or pc, dq ­“ p0, 0q. This estimate was indeed given by N. Katz [57]: there exists an absolute
constant C ě 0 such that

Πpa, b, c, d; pq ď C

for all primes p ě 3, if d P Fˆp .
We will see here that this sum can also be approached according to Theorem 1.2.1.

1.4. What comes next?

In the next two chapters, we will establish a rigorous definition of the terms used
in Theorem 1.2.1. We will then be able to show how it follows from another version of
the Riemann Hypothesis involving the algebraic objects that properly underly the trace
functions. Then we will show how a rich formalism leads to the construction of many
trace functions (and of estimates for their conductors). Throughout, we attempt to
illustrate the evolving formalism with concrete interpretations of the meaning of various
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ideas and notions from algebraic geometry. In some cases, this can be done entirely
rigorously, while in others one should see these interpretations as giving intuition and
heuristic understanding only. As a typical example, we will see that the property that a
trace function K is geometrically irreducible can be interpreted as the statement that

ÿ

xPFp

|Kpxq|2

is close to p, and that it can often be deduced rigorously from this fact (in practice, it
follows when the conductor of K is sufficiently small compared with p).

Notation

‚ If k is a finite field, we denote by k̄ a fixed algebraic closure of k; for any integer
ν ě 1, we further write kν for the unique extension of degree ν of k contained in
k̄.

‚ For any field K, we denote by P1pKq the set of points on the projective line over
K, i.e., P1pKq “ K Y t8u.

‚ We denote by |X| the cardinality of any set, with |X| “ 8 if X is infinite.
‚ For any finite set X, we denote by CpXq the space of complex-valued functions

on X, and we usually view it as a Hilbert space with the inner product

xϕ1, ϕ2y “
1

|X|

ÿ

xPX

ϕ1pxqϕ2pxq

for ϕ1, ϕ2 P CpXq.

Conventions

We attempt to keep the following notational conventions:

‚ ...
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CHAPTER 2

Trace functions: definition and invariants

We will begin in this chapter by giving a rigorous definition of trace functions over
finite fields, thus allowing us to also define their main invariants unambiguously. We then
construct two of the most important classes of examples from scratch, to illustrate this
definition. Most importantly, at the end of this chapter, the quasi-orthogonality form of
the Riemann Hypothesis over finite fields that was presented in the previous chapter will
have become a precise mathematical statement, where all terms are defined.

The definition also allows us to develop straightforwardly a basic formalism of trace
functions (addition, multiplication, etc). This will be extended later to much deeper
facts.

Readers who are unfamiliar with infinite Galois theory can omit the first two sections
and continue with Section 2.5, where we summarize the qualitative features of trace func-
tions that arise from the definitions. On the other hand, this summary should probably
be skipped by those readers who have read until then.

2.1. Galois representations

Let k be a finite field of characteristic p, and k̄ an algebraic closure of k. We have
then field extensions

k ãÑ k̄ ãÑ k̄pT q ãÑ kpT q

as well as

k ãÑ kpT q,

where kpT q denotes a separable closure of kpT q.
We denote then

Πk “ GalpkpT q{kpT qq(2.1)

Πg
k “ GalpkpT q{k̄pT qq.(2.2)

These Galois groups are complicated groups, and they carry a compact topology that
will allow us to speak of continuity of maps from either of them to any topological space.
By Galois theory, Πg

k is a normal subgroup of Πk and the quotient is isomorphic to
Galpk̄{kq.

For any x P k̄, two subgroups of Πk are defined which play a crucial role in defining
trace functions: the decomposition group at x and the inertia group at x. They are in fact
only well-defined up to conjugacy, and they are best considered from the point of view
of abstract algebra. However, we wish to give a description that is more “concrete” and
will allow us to get basic understanding of their nature (see in particular the examples
in the next sections).

To do this, we first recall that kpT q is the union of finite Galois extensions L{kpT q, and
that an element σ P Πk is uniquely defined by its restrictions to each such extension L.
These are arbitrary collections pσLqL of elements in GalpL{kpT qq, subject to an obvious
compatibility condition when we consider L Ă L1: the restriction to L of σL1 must be σL.
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We will first define “small” decomposition and inertia groups as subgroups of the Galois
groups GalpL{kpT qq, and then combine them in a similar manner.

We first view elements of kpT q as functions on P1pk̄q “ k̄Yt8u with values in P1pk̄q,
using the usual interpretation of 1{8 “ 0 and 1{0 “ 8.

Similarly, we can think of elements of kpT q as algebraic “multi-valued” functions on

P1pk̄q. In fact, any element Z P kpT q satisfies a (separable) polynomial equation

Zd
` ad´1pT qZ

d´1
` ¨ ¨ ¨ ` a1pT qZ ` a0pT q “ 0

for some d ě 1, with aipT q P kpT q. If the degree d is chosen to be minimal, and x P P1pk̄q
is not a pole of any coefficient ai, then one says that Z is defined at x. One then defines
the set of “values” of Zpxq as the set of roots of the polynomial equation

zd ` ad´1pxqz
d´1

` ¨ ¨ ¨ ` a1pxqz ` a0pxq “ 0

in k̄.
Let L{kpT q be a finite Galois extension. By the primitive element theorem, there

exists a single element Y P L such that L “ kpT qpY q. Given a fixed x P k̄, we can
always arrange to find Y which is defined at x. Then L, as a kpT q-vector space, has basis
p1, Y, . . . , Y d´1q where d “ rL : kpT qs.

If we fix one of the values α of Y at x (in the sense above), then we can define in a
consistent manner a value Zαpxq of any Z P L at x by

Zαpxq “
d´1
ÿ

i“0

fipxqα
i

for any

Z “
d´1
ÿ

i“0

fiY
i
P L

which is defined at x.
We then put

D̄L,α “ tσ P GalpL{kpT qq | for all Z P L, we have

Zαpxq “ 0 if and only if pσpZqqαpxq “ 0u.

It is a fact that D̄L,α Ă G only depends on x up to conjugation. It contains a normal
subgroup

ĪL,α “ tσ P GalpL{kpT qq | for all Z P L, we have Zαpxq “ pσpZqqαpxqu,

with
D̄L,α{ĪL,α » Galpkpαq{kq

by the map of restriction of σ P D̄L,α to constant functions.
It is a non-obvious fact (which depends on the axiom of choice) that we can make

consistent choices of α for all finite Galois extensions L in such a way that the subgroup

Dx “ tσ P Πk | σ | L P D̄L,α for all L{kpT qu

makes sense, with a normal subgroup

Ix “ tσ P Πk | σ | L P ĪL,α for all L{kpT qu

such that
Dx{Ix » Galpk̄{kq.

Lemma 2.1.1. For any x, the inertia group at x is a subgroup of Πg
k.
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Note that, since Ix is only well-defined up to conjugacy, this statement makes sense
because Πg

k is normal in Πk.

Proof. Taking constant functions Z P k̄ Ă kpT q and applying the definition, we see
that any σ P Ix fixes k̄, hence fixes the field generated by kpT q and k̄, which is k̄pT q. �

Recall that, for any ν ě 1, we denote by kν the unique extension of k of degree ν
contained in k̄. Let ν ě 1 be an integer such that x P P1pkνq. Because of the above, there
exist elements in Dx{Ix mapping to the Frobenius automorphism x ÞÑ x|k|

ν
in Galpk̄{kνq.

Such an element is only well-defined up to conjugacy, however. We will denote by Frx,ν or
Frx,|k|ν any element in Dx with class in Dx{Ix conjugate to the inverse of this Frobenius
automorphism. These will be called geometric Frobenius elements at x, relative to ν (or
to |k|ν).

Remark 2.1.2. It is important to take the degree ν into account, since viewing x as
an element of P1pkdνq, for some d ě 1, instead of P1pkνq has the effect of changing the
Frobenius conjugacy classes, raising it to the d-th power.

We can now define trace functions in a very general context; these will be specialized
later to the trace functions of interest to analytic number theory.

Definition 2.1.3. Let k be a finite field, and E an arbitrary field.
(1) A Galois representation of k over E is a homomorphism

% : Πk ÝÑ GLpV q,

where V is a finite-dimensional E-vector space. The dimension of V is called the rank of
%.

(2) Let ν ě 1 be an integer. The ν-th trace function of %, or trace function if ν “ 1,
is the function

#

kν ÝÑ E

x ÞÑ t%px; νq

defined by

t%px; νq “ Trp%pFrx,νq | V
Ixq,

where V Ix denotes the subspace in V of vectors invariant under the action of Ix.

Remark 2.1.4. This function is well-defined, because the ambiguity in the definition
of Frx,ν does not change the value of the trace: first, the trace is invariant under conju-
gation, and second, although the Frobenius conjugacy class is only well-defined in Dx{Ix,
the action on V Ix does not depend on the representative in Dx of such elements. In other
words, we have the following elementary lemma:

Lemma 2.1.5. Let G be a group, D a subgroup of G and I a normal subgroup of D.
Let

% : G ÝÑ GLpV q

be any representation of G.
(1) The subspace w “ V I of I-invariants in V is stable under the action of D.
(2) Let σ0 P D{I be given. Then for any σ P D mapping to σ0 modulo I, the trace of

σ on W is the same.
(3) Moreover, for any g P G, the trace in (2) is the same when replacing D by gDg´1

and I by gIg´1.
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Proof. (1) Let σ P D be given, and w P W . Then for any τ P I, we get

τpσwq “ σpσ´1τσqw “ σw

(since σ´1τσ P I by assumption) so that σw P W .
(2) Given σ P D mapping to σ0 P I, any other element σ1 with the same property

satisfies σ1 “ σi for some i P I; then for any w P W , we have σ1pwq “ σpipwqq “ σpwq
since w P V I . Hence σ1 induces the same linear map on W as σ does, which certainly
implies that they have the same traces.

(3) If we replace D and I by their respective conjugates gDd´1 and gIg´1, we replace
V I by gV I (as a simple computation shows) and σ by gσg´1, and we leave to the reader
to check that the trace of gσg´1 on gV I is the same as the trace of σ on V I . �

In practice, the Galois representations of use for us have the property that Ix acts
trivially on V for all but finitely many x. Any such x is called unramified. Precisely:

Definition 2.1.6. Let k be a finite field and E an arbitrary field. Let

% : Πk ÝÑ GLpV q,

be a Galois representation of k over E. For x P P1pk̄q, we say that % is unramified at x,
or lisse at x, if Ix acts trivially on %, i.e.,

%pσqv “ v

for σ P Ix and v P V .
The set of points which are ramified is called the set of singularities of %, and is

denoted Singp%q.

2.2. Representations of weight 0

The trace functions that occur in this book are of a special type. They are complex-
valued, and the eigenvalues of Frobenius are highly restricted. However, we do not simply
take Galois representations corresponding to E “ C, because the continuity restriction
would be too stringent, and exclude too many examples. Instead, we assume that we can
“transfer” a representation corresponding to a different field to C:

Definition 2.2.1 (Analytic representation). Let k be a finite field, and let V be a
finite-dimensional complex vector space. A homomorphism

% : Πk ÝÑ GLpV q

is an analytic Galois representation on V if there exists a topological field E, an embed-
ding ι : E ãÑ C and a continuous Galois representation

%̃ : Πk ÝÑ GLdimpV qpEq

of k over E, such that

%pσq “ ιp%̃pσqq

for all σ P Πk. We then say that %̃ is associated to %.

If % is an analytic Galois representation as above, we get immediately the relation

t%px; νq “ ιpt%̃px; νqq

for any ν ě 1 and x P kν . Moreover, because unramified points are defined algebraically,
% is unramified at x if and only if %̃ is.

Now we recall an important definition:
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Definition 2.2.2 (Weil numbers). Let w P R be a real number and q a power of a
prime. Let E be a field. An element α P E is a q-Weil number of weight w if

|σpαq| “ qw{2

for any embedding α : E ãÑ C. If w “ 0, we say that α is a Weil number of weight 0.

Example 2.2.3. (1) Roots of unity (in any field of characteristic zero) are Weil num-
bers of weight 0.

(2) Gauss sums of non-trivial characters of Fˆq are q-Weil numbers of weight 1 in C.
(3) If α is a q-Weil number of weight w, then ᾱ is also one, and 1{α is a q-Weil number

of weight ´w. In particular, if α is of weight 0 then ᾱ “ 1{α is also of weight 0.
(4) If α (resp. β) is a q-Weil number of weight w (resp. w1), then αβ is a q-Weil

number of weight w ` w1.

Exercise 2.2.4. (1) Show that any α P E is a q-Weil number of any weight if the
characteristic of E is positive.

(2) If E has characteristic zero, prove that any q-Weil number of any weight is algebraic
over Q.

(3) Prove that if α P C is both an algebraic integer and a Weil number of weight 0,
then α is a root of unity.

(4) Let α P E. Show that if αν is a Weil number of weight 0 for some integer ν ě 1,
then α is a Weil number of weight 0.

We then have the second definition:

Definition 2.2.5 (Weight w representation). Let k be a finite field and E an arbitrary
field. Let w P R be given. A Galois representation

% : Πk ÝÑ GLpW q

of k over E is of weight w if and only if, for all ν ě 1 and x P P1pkνq, if % is unramified
at x, the eigenvalues of %pFrx,|k|ν q are |k|ν-Weil numbers of weight w.

In particular, the definition implies that for any weight 0 representation over k and
any x P kν which is unramified, we have

|t%pxq| ď dimpV q,

since it is the sum of dimpV q eigenvalues, each of which is of modulus 1.
We finally combine these two definitions to obtain the set of representations of most

interest to us:

Definition 2.2.6 (`-adic representations; trace functions). Let k be a finite field of
characteristic p. Let ` ­“ p be a prime number.

(1) An `-adic representation % of k on a finite-dimensional complex vector space V is
an analytic Galois representation

% : Πk ÝÑ GLpV q

of weight 0 associated to a representation

(2.3) %̃ : Πk ÝÑ GLpW q

where W is a finite-dimensional Q̄`-vector space, such that the set Singp%q is finite.
(2) A trace function of k is any function

K : k ÝÑ C

9



such that K “ t% for some `-adic representation % of k. We say that % is associated to
K, and similarly that any representation (2.3) is associated to K.

The representation % associated to a trace function is not unique, as we will soon see.
However, there is usually a “best” possible representation, defined as the “least compli-
cated” one. In order to define this, we need a basic invariant measuring the complexity of
an `-adic representation. We already have at hand two basic numerical invariants that,
intuitively, are related to the complexity of %: its rank, and the number of singular points.
However, their combination does not suffice to get a good theory of trace functions (see
....). The missing ingredient is however quite delicate.

Definition 2.2.7 (Swan conductor). Let k be a finite field, ` a prime different from
the characteristic of k and

% : Πk ÝÑ GLpW q

a continuous representation, where W is a finite-dimensional Q̄`-vector space.
The Swan conductor of % at x P P1pk̄q is denoted Swanxp%q. Similarly, if π is an

analytic Galois representation associated to %, we denote Swanxpπq “ Swanxp%q, which
does not depend on the choice of %. This is a non-negative integer, which is zero if % or
π is unramified at x.

We will give a precise definition in Appendix A for completeness, and we will see
how some basic formalism allows one to handle these invariants in Section 3.1. For the
moment it is merely a name.

It turns out then that the following invariant encapsulates the complexity of the trace
functions, in all applications that we know.

Definition 2.2.8 (Conductor). Let k be a finite field.
(1) The conductor of an `-adic representation % is

cp%q “ rankp%q ` | Singp%q| `
ÿ

xPSingp%q

Swanxp%q.

(2) The conductor of a trace function K : k ÝÑ C is

cpKq “ mintcp%q | K “ t%u,

where % runs over `-adic representations with trace function K.
If % satisfies t% “ K and cp%q “ cpKq, then we say that % is a minimal representation

associated to K.

Note that cp%q ě 0 is an integer. It satisfies cp%q ě 1 unless % is the zero representation.
This completes the basic definitions of the objects we want to handle. All this looks

very formal, and the precise combination of conditions seems (maybe) arbitrary. There
are some hidden, rather deep, properties which depend on the precise combination and
which we will use very frequently.

Theorem 2.2.9 (Deligne). (1) Let k be a finite field and let % : Πk ÝÑ GLpV q be a
continuous representation of k where V is a finite Q̄`-vector space. Suppose there exists
a finite set X Ă P1pk̄q such that % is of weight 0 outside X, i.e., for all ν ě 1 and
x P P1pkνq such that x R X and % is unramified at x, the eigenvalues of %pFrx,|k|ν q are
Weil numbers of weight 0. Then % is of weight 0.

(2) Let k be a finite field and let % : Πk ÝÑ GLpV q be an `-adic representation. For
any ν ě 1 and any x P P1pkνq, we have

|t%px; νq| ď rankp%q.
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The meaning of the first part is that one need only check the weight 0 condition, in
our definition of an `-adic representation, for all but finitely many x. The bound in the
second part is obvious for x unramified since t%px; νq is the trace of a matrix with all
eigenvalues 1 by definition of weight 0, and the deep part is that the estimate extends to
ramified x.

Proof. The first part is [15, ] and the second is [15, ] (see also [51, ]). �

2.3. The Kummer representations

We provide in this section the construction of the `-adic representations corresponding
to trace functions of the type

Kpxq “ χpfpxqq

where χ is a multiplicative character of kˆ and f P kpT q is a rational function.
More precisely, we prove:

Theorem 2.3.1. Let k be a finite field of characteristic p and let χ be a non-trivial
multiplicative character of kˆ and f P kpT q a non-zero rational function.

There exists a representation

Lχpfq : Πk ÝÑ Cˆ

such that:
(1) It is unramified at all x which is not a zero or a pole of f ;
(2) For each x which is a zero or a pole of f of order not divisible by d, the rep-

resentation Lχpfq is ramified at x; its Swan conductor at x is 0, In particular, Lχpfq is
everywhere tame.

(3) For all x P k not a zero or pole of f , we have

tLχpfqpxq “ χpfpxqq

while for a zero or a pole of f , we have

tLχpfqpxq “ 0.

Definition 2.3.2 (Kummer representations). Let k be a finite field of characteristic p
and let χ be a non-trivial multiplicative character of kˆ and f P kpT q a rational function.
The representation Lχpfq is called the Kummer representation associated to f and χ.

Proof. Let d ě 2 be the order of χ. Thus d | |k| ´ 1, and in particular k contains
all d-th roots of unity of k̄. We consider the equation

Xd
“ fpT q

with unknown X P kpT q. Let Y be a fixed solution in kpT q, and let L “ kpT qpY q. Under
the assumption on f , this is an extension of kpT q of degree d.

We first claim that L is a Galois extension of kpT q, and that if G denotes the Galois
group of L over kpT q, the map

κ

#

G ÝÑ µd
σ ÞÑ σpY q

Y

is an isomorphism, where µd is the group of d-roots of unity in k (we observed above that
these roots of unity all lie in k).

Indeed, that L is a Galois extension follows from the fact that d | |k| ´ 1 is coprime
to p, so that L{kpT q is separable, and that any two solutions Y1 and Y2 are non-zero and
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are related by pY1{Y2q
d “ 1, so that Y1 “ ξY2 for some d-th root of unity ξ P k. Thus, all

solutions belong to L since one of them does.
This observation also shows that κpσq “ σpY q{Y is an element of µd for any σ P G, and

therefore κ is set-theoretically well-defined. It is furthermore a group-homoamorphism
since

κpστq “
στpY q

Y

“ σ
´τpY q

Y

¯σpY q

Y

“
τpY q

Y

σpY q

Y
“ κpσqκpτq

for σ and τ in G, since τpY q{Y , being in µd Ă k, satisfies σpτpY q{Y q “ τpY q{Y .
Since Y generates L over kpT q, and since κpσq “ 1 if and only if σpY q “ Y , we see

that κ is injective. Since |G| “ d “ |µd|, it follows that κ is an isomorphism.
Because χ is of order d, hence also χ´1, there exists a homomorphism

χ̃ : µd ÝÑ Cˆ

such that for all x P kˆ we have

(2.4) χpx´1
q “ χ̃pxp|k|´1q{d

q.

Now we can consider the composition

(2.5) % : Πk ÝÑ G
κ
ÝÑ µd

χ̃
ÝÑ Cˆ,

and we claim that it has the desired properties.
The first map is defined, surjective and continuous by Galois theory; with G and

µd given the discrete topology, and Cˆ the usual complex topology, it follows that % is
continuous. We denote it %.

We next compute the decomposition groups and inertia groups at x P k̄, or rather
their images D̄x and Īx in G. For simplicity, we first assume that x P k and is not a pole
of f .

As a kpT q-vector space, the field L admits p1, Y, . . . , Y d´1q as a basis. Therefore any
element Z P L can be written

Z “ f0 ` f1Y ` ¨ ¨ ¨ ` fd´1Y
d´1

for some unique fi P kpT q. We fix an element α in k̄ such that αd “ fpxq. We view α as
being Y pxq, and this allows us to speak consistently of Zpxq for any Z P L, namely

Zpxq “ f0pxq ` αf1pxq ` ¨ ¨ ¨ ` α
d´1fd´1pxq,

whenever x is not a pole of any fi. Let σ P G and γ “ κpσq. Then

σZ “ f0 ` γf1Y ` ¨ ¨ ¨ ` γ
d´1fd´1Y

d´1,

takes value
pσZqpxq “ f0 ` γαf1pxq ` ¨ ¨ ¨ ` γ

d´1αd´1fd´1pxq,

at x.
We then distinguish a few cases:
(1) If fpxq “ 0, so that α “ 0, we have then Zpxq “ pσZqpxq “ f0pxq for all σ and all

Z, and therefore D̄x “ Īx “ G. In particular, % is ramified at zeros of f .
(2) If the extension kpαq{k has degree d, then p1, α, . . . , αd´1q are k-linearly indepen-

dent, and hence Zpxq “ 0 if and only if fipxq “ 0 for all x, in which case pσZqpxq “ 0
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independently of σ. Thus, in that case, D̄x “ G. But since α ­“ 0, simply taking Z “ Y
we get pσZqpxq “ γZpxq and therefore σ P Īx if and only if γ “ 1, i.e., if and only if
σ “ 1. Thus Īx is trivial. In particular, % is unramified at x.

(3) In general...[TODO]
Now we compute the Frobenius elements corresponding to x P k. If x is a zero or pole

of f , then any element is a Frobenius automorphism (since D̄x “ Īx), while the invariants
in C of the image of % (namely of the image of χ) is 0 because χ is non-trivial so that

t%pxq “ 0

in that case.
If rkpαq : ks “ d, then D̄x “ G and σ P G is a Frobenius element if and only if σ´1

acts on values of Z P L by y ÞÑ y|k|. Since Y generates L as a field, this implies that

pσ´1Y qpxq “ Y pxq|k| “ α|k|,

which by comparison with σ´1pY q “ κpσq´1Y , means that

κpσq´1
“ α|k|´1.

Since Īx “ 1, we then have by definition

t%pxq “ χ̃pκpσqq “ χ̃pα1´|k|
q “ χ̃ppαdqp1´|k|q{dq “ χ̃pfpxqp1´|k|q{dq “ χpfpxqq

(see (2.4) and (2.5)). �

Remark 2.3.3. Note that it is quite possible for Lχpfq to be unramified at a zero or
pole of f . Indeed, this is the case when the order of the pole (or zero) is divisible by
d. As an example, if χ is non-trivial and of order 2, the singularities of Lχpfq are those
x P P1pk̄q such that x is a simple zero or pole of f .

2.4. The Artin-Schreier representations

We provide in this section, similarly to the previous one, the construction of the `-adic
representations corresponding to trace functions of the type

Kpxq “ ψpfpxqq

where f P kpT q is a rational function and ψ is a non-trivial additive character of k.
More precisely, we prove:

Theorem 2.4.1. Let k be a finite field of characteristic p, ψ a non-trivial additive
character of k and let f P kpT q be a rational function. There exists a representation

Lψpfq : Πk ÝÑ Cˆ

such that:
(1) It is unramified at all x which is not a pole of f ;
(2) If x is a pole of order d ě 1 and d ă p, then the Swan conductor of Lψpfq at x is

equal to d;
(3) For all x P k not a pole of f , we have

tLψpfqpxq “ ψpfpxqq

while for a pole of f of order ă p, we have

tLψpfqpxq “ 0.

Definition 2.4.2 (Artin-Schreier representation). Let k be a finite field of charac-
teristic p and let f P kpT q be rational function. The representation Lψpfq is called the
Artin-Schreier representation associated to f (with respect to ψ).
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Proof. The argument is similar to the previous section. For simplicity we only
consider the case of the prime field, so that k “ Fp. We consider this time the equation

Xp
´X “ ´fpT q

with unknown X P kpT q. Let Y be a fixed solution in kpT q, and let L “ kpT qpY q. Under
the assumption on f , this is an extension of kpT q of degree p.

We first claim that L is a Galois extension of kpT q, and that if G denotes the Galois
group of L over kpT q, the map

A

#

G ÝÑ k

σ ÞÑ σpY q ´ Y

is an isomorphism (where k “ Fp is viewed as an abelian group under addition).
Indeed, that L is a Galois extension follows from the fact that L is separable (the

derivative of the polynomial Xp ´X P kpT qrXs is ´1 which is invertible) and moreover
from the fact that any two solutions Y1 and Y2 satisfy pY1´ Y2q

p “ Y1´ Y2 and therefore
Y1 ´ Y2 is a constant in k. Thus, all solutions belong to L since one of them does.

For the same reason, Apσq “ σpY q´Y is an element of k for any σ P G, and therefore
A is set-theoretically well-defined. It is furthermore a group-homomorphism since

Apστq “ στpY q ´ Y

“ σpτpY q ´ Y q ` σpY q ´ Y

“ τpY q ´ Y ` σpY q ´ Y “ Apσq ` Apτq

for σ and τ in G, since τpY q ´ Y being in k implies that σpτpY q ´ Y q “ τpY q ´ Y .
Since Y generates L over kpT q, and since Apσq “ 0 if and only if σpY q “ Y , we see

that A is injective. Since |G| “ p “ |k|, it follows that A is an isomorphism.
Now we can define the composition

% : Πk ÝÑ G
A
ÝÑ k

ψ
ÝÑ Cˆ.

The first map is defined, surjective and continuous by Galois theory; with G and k
given the discrete topology, the composition is continuous. We will see that % satisfies
the properties claimed for Lψpfq.

We begin by computing images D̄x and Īx in G of the decomposition groups and
inertia groups, for simplicity only at x P k. We also assume that x is not a pole of f .

As a kpT q-vector space, the field L admits p1, Y, . . . , Y p´1q as a basis. Therefore any
element Z P L can be written

Z “ f0 ` f1Y ` ¨ ¨ ¨ ` fp´1Y
p´1

for some unique fi P kpT q. We fix an element α in k̄ such that αp´α “ ´fpxq. We view
α as being Y pxq, and this allows us to speak consistently of Zpxq for any Z P L, namely

Zpxq “ f0pxq ` αf1pxq ` ¨ ¨ ¨ ` α
p´1fp´1pxq,

whenever x is not a pole of any fi. Let σ P G and γ “ Apσq P k. Then

σZ “ f0 ` f1pY ` γq ` ¨ ¨ ¨ ` fp´1pY ` γq
d´1,

takes value

pσZqpxq “ f0 ` pγ ` αqf1pxq ` ¨ ¨ ¨ ` pγ ` αq
p´1fp´1pxq,

at x.
We distinguish two cases:

14



(1) If fpxq “ 0, then we can take α “ 0; taking Z “ Y , we find that Y pxq “ α “ 0,
but pσZqpxq “ Y ` γ, and therefore σ P D̄x if and only if γ “ 0. In other words, we have
D̄x “ 1, and also Īx “ 1 as a consequence. Thus x is unramified.

(2) If the extension kpαq{k has degree p, then p1, α, . . . , αp´1q are k-linearly indepen-
dent, and hence Zpxq “ 0 if and only if fipxq “ 0 for all x, in which case pσZqpxq “ 0
independently of σ. Thus, in that case, D̄x “ G. But since α ­“ 0, simply taking Z “ Y
we get pσZqpxq “ Zpxq ` γ and therefore σ P Īx if and only if γ “ 0, i.e., if and only if
σ “ 1. Thus Īx is trivial, % is unramified at x.

(3) In general...[TODO]
Finally, we compute the Frobenius elements corresponding to x P k. If fpxq “ 0 then

it is trivial, and hence
t%pxq “ ψpAp1qq “ 1 “ ψpfpxqq

in that case.
If rkpαq : ks “ p, then D̄x “ G and σ P G is a Frobenius element if and only if σ´1

acts on values of Z P L by y ÞÑ y|k|. Since Y generates L as a field, this means that

pσ´1Y qpxq “ Y pxq|k|,

which by comparison with σ´1pY q ´ Y “ ´Apσq, implies that

Y pxq|k| ´ Y pxq “ ´Apσq

and hence that Apσq “ ´α|k| ` α “ fpxq. Thus, by definition

t%pxq “ ψpApσqq “ ψpfpxqq.

�

Remark 2.4.3. As in the case of Kummer representations, it may be that Lψpfq is
unramified at some pole of f : the simplest case is when k “ Fp and f “ Xp ´X.

2.5. A summary

We recall that the goal of this section is simply to summarize, in the simplest possible
terms, some basic qualitative features of trace functions that arise from the previous
discussion.

2.6. Analogies and alternate approaches

The setting of Galois representaitons that we have used is not the only way to define
trace functions. In fact, a more geometric point of view, that of `-adic sheaves, is often
more convenient, because it generalizes to higher-dimensional situations in a way that is
much more flexible. We will see the usefulness of this in discussing the Fourier transform
and other linear transformations on spaces of trace functions. For the moment, we simply
make the following definition:

Definition 2.6.1 (Middle-extension sheaves). Let k be a finite field, ` a prime dis-
tinct from the characteristic of k. An `-adic middle-extension sheaf F on k is an `-adic
representation of k.

The need for this definition, and the name, may seem obscure, but it is useful, if
only to make our statements compatible with those in the literature (e.g., in the works
of Katz).

In particular, we can speak of the trace function of an `-adic middle-extension sheaf.
We will often just say “let F be a middle-extension sheaf”; then any occurence of ` refers,
if not specificed otherwise, to the corresponding `-adic field.
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CHAPTER 3

Formalism of trace functions

The power of the theory of trace functions relies on the fact that they satisfy a
very flexible and general formalism. In this chapter, we present the basic cases of this
formalism: we show that many basic operations, when applied to trace functions, lead to
other trace functions. Furthermore (and this is essential), the conductor remains under
control when performing these operations. In fact, the formalism operates primarily at
the level of the Galois representations, and this is important in many contexts. Then, the
fact that representations with a given conductor c are transformed into representations
with conductor bounded by a function of c only is viewed as a form of “continuity” of
these operations.

The first section “explains” in some more detail how to compute the Swan conductor
at x of a representation, following [51, ]. Although this is not a full definition, we will see
here and in Chapter 4 that the given description is sufficient to (at least) estimate the
Swan conductor in many settings. The next few sections present basic formalism from
representation theory, using [59] as a standard reference for some facts that we do not
prove here.

Some readers may wish to skip these first sections, until Section 3.5, or even might
prefer in a first reading to first look at Chapter 4 to see the Riemann Hypothesis in
action, before coming back to learn the formalism.

In Chapter 5, we will consider much deeper constructions, including the very impor-
tant existence of the Fourier transform for Galois representations.

This chapter uses mostly the language of representation theory. After this, however,
we will switch for the most part to speaking in sheaf-theoretic terms.

3.1. Swan conductor

Let x be any point of P1pk̄q. The Swan conductor at x of an `-adic representation
of k is computed using a certain filtration pIptqqtě0 of the inertia group I “ Ix. This
filtration has the following properties:

Ip0q “ I, Ipsq Ă Iptq if t ě s,
č

tą0

Iptq “ 1,
č

sąt

Ipsq “ Iptq if t ą 0.

Associated to this filtration, one can define (see [51, Chapter 1]), for any continuous
representation % : I ÝÑ GLpV q of Ix, where V is a finite-dimensional `-adic vector space,
a canonical decomposition

V “
à

tě0

V ptq

which satisfies

V psqIpsq “ 0 for s ą 0 and hence V psqIptq “ 0 if 0 ă t ď s(3.1)

V psqIptq “ V psq if t ą s ě 0(3.2)
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(note how t “ 0 plays a special role). Even if % does not extend to a representation of
the whole group Πk, we will speak of % being unramified (meaning V I “ V ) or tamely
ramified (meaning that the Swan conductor vanishes).

Now we have (see [51, Def. 1.6]):

Fact. In these terms, the Swan conductor is given by

(3.3) Swanxp%q “
ÿ

tě0

t dimV ptq.

The sum over t is finite, as there are only finitely many t ě 0 such that V ptq ­“ 0. These
are called the breaks of % at x.

Example 3.1.1. From the formula, it follows that % is unramified or tamely ramified
at x, i.e, Swanxp%q “ 0, if and only if V ptq “ 0 for t ą 0. Note that, in general, V p0q is
not the same as V Ip0q “ V I .

In analytic applications, we are most interested in estimating from above the Swan
conductor. The following lemma often reduces the problem to a simpler invariant.

Lemma 3.1.2. Let % be a continuous representation of I acting on V as above. Assume
V ­“ 0, and let

λxp%q “ maxtt ě 0 | V ptq ­“ 0u.

(1) We have

λxp%q ď Swanxp%q ď rankp%qλxp%q.

(2) For any t ě 0, we have t ą λxp%q if and only if t ą 0 and Iptq acts trivially on V .

Proof. (1) Let λ “ λxp%q. Since dimV pλq ě 1, and all terms in (3.3) are non-
negative, we get

λ ď λ dimV pλq ď Swanxp%q,

and the second estimate is also clear.
(2) First, t ą λxp%q implies that t ą 0. Moreover, by definition, t ą λxp%q if and only

if all V psq, for s ě t, are zero. Hence t ą λxp%q if and only if

V “
à

săt

V psq.

We now show that this last condition, for t ą 0, is equivalent with V Iptq “ V . Indeed,
assuming it first, we get

V Iptq
“
à

săt

V psqIptq “
à

săt

V psq “ V

by (3.2). Conversely, if V Iptq “ V and t ą 0, then we get

V “
´

à

sě0

V psq
¯Iptq

“
à

sě0

V psqIptq “
à

săt

V psqIptq “
à

săt

V psq

by (3.1) and (3.2). �

Remark 3.1.3. Note that the condition t ą 0 is important in (2): if t “ 0, the
condition t ą λxp%q always fails, but Ip0q “ I may nevertheless act trivially on V (and
does in fact if and only if % is unramified at x).
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3.2. Morphisms, isomorphisms

An important notion that is rather hidden at the level of trace functions is that of
morphism between representations.

Definition 3.2.1 (Morphism of representations). Let G be a group, E a field and

%1 : G ÝÑ GLpV1q, %2 : G ÝÑ GLpV2q

two representations of G on E-vector spaces. A morphism between %1 and %2, or inter-
twiner from %1 to %2, is an E-linear map

Φ : V1 ÝÑ V2

such that

Φp%1pgqvq “ %2pgqΦpvq

for all g P G and v P V1.
The space of interwiners from %1 to %2 is denoted

HomGpV1, V2q or HomGp%1, %2q.

If an intertwiner Φ is invertible, it is easily checked that its inverse Φ´1 is also an
intertwiner. One then says that Φ is an isomorphism from %1 to %2.

It is clear that the identity map on the vector space underlying a representation is an
intertwiner from the representation to itself, and the the composition of two intertwiners
is an interwiner.

From the point of view of `-adic representations over a finite field, we can therefore
speak of morphisms or of isomorphism. However, a crucial variant is often essential:

Definition 3.2.2 (Geometric isomorphism). Let k be a finite field, E a field and

%1 : Πk ÝÑ GLpV1q, %2 : Πk ÝÑ GLpV2q

two representations of Πk on E-vector spaces. An E-linear map Φ : V1 ÝÑ V2 is a
geometric isomorphism if Φ is an isomorphism of the restrictions of %i to the geometric
Galois group Πg

k.
Two representations of Πk are said to be geometrically isomorphic is such a Φ exists.

By the invariance of the trace of linear maps under conjugation, it follows that when-
ever two finite-dimensional representations of Πk are isomorphic, their trace functions
are equal. It is natural to ask what happens if the representations are only geometrically
isomorphic. A partial answer is the following:

Proposition 3.2.3. Let k be a finite field, E a field and

%1 : Πk ÝÑ GLpV1q, %2 : Πk ÝÑ GLpV2q

two irreducible representations of Πk on E-vector spaces. Then %1 and %2 are geometrically
isomorphic if and only if there exists a morphism

χ : Galpk̄{kq ÝÑ Eˆ

such that %2 » %1 b χ. In this case there exists α P Eˆ such that

(3.4) t%2px; νq “ ανt%1px; νq

for all ν ě 1 and x P kν. Furthermore, if %1 and %2 are `-adic representations of weight
0, then α is a Weil number of weight 0.

18



In this statement, %1 b χ denotes the representation of Πk on V1 given by

g ÞÑ χpgq%1pgq.

Proof. The first part is [59, Prop. 2.8.2]. Then since χ factors through the geometric
Galois group, the value of χpσq at any Frobenius element σ “ Frx,ν depends only on ν ě 1
and not on x P kν . Moreover, for any x P kν , we have p%1b χq

Ix “ %Ix1 since Ix Ă Πg
k is in

the kernel of χ.
Let σ “ Frx,1 for some x P k and α “ χpσq P Eˆ. The element σν is a Frobenius

element for x P kν . Hence the value of χ on Frobenius elements for kν is αν . Thus we
get (3.4) with this value of α.

Finally if the representations %i are `-adic of weight 0, then comparing eigenvalues
at any x P kν for some ν ě 1 which is unramified for %1, we see that αν is a ratio of
Weil numbers of weight 0, in particular that it is of weight 0, and hence so is also α (see
Exercise 2.2.4, (4)). �

Character theory of finite-dimensional representations gives a stronger property of the
trace of any finite-dimensional representation % of any group G: seen as a function on
G (not just on a subset such as the Frobenius elements), the trace of % determines % up
to isomorphism of representations (under some conditions of semisimplicity, see e.g. [59,
Prop. 2.7.38] for a precise statement).

As we will see in Chapter 4, one interpretation of the Riemann Hypothesis over finite
fields is that this property extends to show that the trace function of an `-adic represen-
tation % determines it up to isomorphism, provided % has small enough conductor with
respect to the size of the base finite field. This leads to a concrete parallel for arithmetic
and geometric isomorphism of `-adic representations that helps in reasoning about these
objects: (1) “two representations are arithmetically isomorphic” means roughly that they
have the same trace functions; (2) “two representations are geometrically isomorphic”
means roughly that their trace functions are proportional, with a proportionality factor
of modulus 1.

We next illustrate the notions of geometric isomorphism by classifying the Kummer
and Artin-Schreier representations up to isomorphism.

Theorem 3.2.4 (Classification). Let k be a finite field and ` a prime different from
the characteristic of k. Let f1, f2 P kpT q be rational functions.

(1) For a multiplicative character χ of kˆ of order d ě 1, the Kummer representations
Lχpf1q and Lχpf2q are geometrically isomorphic if and only if

f1

f2

“ cgd

for some c P kˆ and some g P kpT q.
(2) For a non-trivial additive character ψ of k, the Artin-Schreier representations

Lψpf1q and Lψpf2q are geometrically isomorphic if and only if

f1 ´ f2 “ g|k| ´ g ` c

for some c P k and some g P kpT q.

Proof. In both case, the “if” part is easy to see. For instance if f1{f2 “ cgd then
we get

Lχpf1q “ Lχpcgdf2q » Lχpcgdq b Lχpf2q

geometrically, and the first factor is geometrically trivial. The additive case is similar.
Thus, the point is to derive the converse. �
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3.3. Irreducible representations

In representation theory, a crucial notion is that of subrepresentations and of irre-
ducible representations.

Definition 3.3.1. Let G be a group, E a field and

% : G ÝÑ GLpV q

a representation of G on an E-vector space.
(1) A subrepresentation of % is a subspace W Ă V such that %pgqW “ W for all g P G.

In this case, the restriction of %pgq to W defines a representation G ÝÑ GLpW q.
(2) The representation % is irreducible if and only if V ­“ 0 and there is no subrepre-

sentation W Ă V except for W “ 0 and W “ V .

In our context, it turns out to often be useful to look at representations of Πk which
satisfy a slightly stronger property than irreducibility:

Definition 3.3.2. Let k be a finite field, E a field and

% : Πk ÝÑ GLpV q

a representation of Πk on an E-vector space. Then % is said to be geometrically irreducible
if the restriction of % to the geometric Galois group Πg

k is irreducible, i.e., if V ­“ 0, and
there is no non-zero proper subspace W Ă V such that %pσqW “ W for all σ P Πg

k.

For emphasis, a representation Πk ÝÑ GLpV q which is irreducible will often be called
arithmetically irreducible, to avoid any ambiguity with geometric irreducibility.

It may not be easy to determine whether a representation is irreducible or not. How-
ever, one case is very simple, and quite important in practice:

Proposition 3.3.3. Let G be a group, E a field and

χ : G ÝÑ Eˆ “ GL1pEq

a one-dimensional E-representation of G. Then G is irreducible.

Indeed, there is simply no subspace of E which is both non-zero and proper!
In particular, we get:

Corollary 3.3.4. Let k be a finite field, f P kpT q a rational function. Then for
any additive character ψ of k, the Artin-Schreier representation Lψpfq is geometrically
irreducible. Similarly if f ­“ 0 and χ is a multiplicative character of kˆ, the Kummer
representation Lχpfq is geometrically irreducible.

It is natural to ask how much stronger geometric irreducibility is in comparison with
arithmetic irreducibility. This is answered by the following proposition:

Proposition 3.3.5. Let G be a group, H ŸG a normal subgroup with G{H “ A an
abelian group. Let % : G ÝÑ GLpV q be a finite-dimensional irreducible representation of
G on an E-vector space. Then either the restriction of % to H is a direct sum of finitely
many irreducible subrepresentations, all isomorphic to each other, and we say that the
restriction of % to H is isotypic, or there exists a proper finite index subgroup H̃ ą H of
G and an irreducible representation π of H̃ such that

% » IndG
H̃
pπq,

in which case we say that % is induced.
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We refer to [59, Prop. 2.8.1] for the proof, and the terminology if it is unfamiliar.
The important corollary in our case is the following fact:

Corollary 3.3.6. Let k be a finite field, E a field and

% : Πk ÝÑ GLpV q

an irreducible finite-dimensional representation of Πk on an E-vector space. Then either
% is geometrically isotypic, i.e., there exists an irreducible representation

π : Πg
k ÝÑ GLpW q

and an integer n ě 1 such that we have an isomorphism

V » W n

as representations of Πg
k, or the trace function of % on k is identically zero. In the first

case, n is unique and π is unique up to isomorphism.

This corollary implies that in most applications of trace functions, the distinction
between geometric and arithmetic irreducibility is not very important, since an isotypic
representation behaves often in much the same way as an irreducible one, and obviously
those representations with zero trace function are not too complicated...

Proof. We have Πg
k Ÿ Πk with quotient Galpk̄{kq which is abelian, so we can use

the previous proposition. If % is geometrically isotypical, we are done, so we may assume
that

% » IndΠk
H̃
π

for some proper subgroup H̃ of Πk containing Πg
k, and some irreducible representation π

of H̃.
By group theory and Galois theory, the subgroups H̃ of Πk containing Πg

k are of the
form

H̃ “ GalpkpT q{kνpT qq

for some ν ě 1, where kν is the extension of k of degree ν in k̄. The essential point is
that no element in a Frobenius conjugacy class corresponding to x P k belongs to H̃ if
ν ­“ 1.

On the other hand, because the inertia group at x is a subgroup of Πg
k (Lemma 2.1.1),

one sees that
V Ix » IndΠk

H̃
πIx ,

from which a standard property of induction (see, e.g., [59, Example 2.7.44 (3)]) shows
that the trace of any element not in Ix is zero. In particular, the trace function of % at x
is zero. �

3.4. Complex conjugation

A most basic operation is complex conjugation. The following result is, for the most
part, elementary, but its precision is actually by no means immediate.

Proposition 3.4.1. Let k be a finite field and % : Πk ÝÑ GLpV q an `-adic repre-
sentation over k. Let Dp%q be the contragredient representation

Dp%q : Πk GLpV 1q

where V 1 is the dual of V , acting by

pg ¨ λqpvq “ λp%pg´1
qvq
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for any λ P V 1. Then Dp%q is an `-adic representation, with

rankpDp%qq “ rankp%q, SingpDp%qq “ Singp%q,(3.5)

SwanxpDp%qq “ Swanxp%q(3.6)

for all x, and in particular
cpDp%qq “ cp%q.

Furthermore, we have
tDp%qpxq “ t%pxq

for all x P k.

Proof. By its definition, Dp%q is an analytic Galois representation of k associated to
the dual of the `-adic representation underlying %.

The first property in (3.5) is then immediate, and the second as well as (3.6) follow
from [51, Lemma 1.5]. Of course, these imply the equality of the conductor.

By representation theory, the eigenvalues of Dp%qpgq are the inverses of the eigenvalues
of %pgq. In particular, for any unramified x P kν , since the eigenvalues of %pFrx,νq are Weil
numbers of weight 0, the eigenvalues of Dp%pFrx,νqq are their conjugates, and hence

tDp%qpx; νq “ t%px; νq

for x unramified.
If x is ramified, the equality

tDp%qpx; νq “ t%px; νq

still holds, but is much deeper: it is a result of Gabber (see [38, Th. 3], and [54, p.
31]). �

3.5. Addition

Addition is the most basic algebraic operation. In the context of trace functions, its
properties are very easy. What is less obvious but very important is how to decompose
any trace function in a sum of irreducible ones. We consider these two properties in turn.

Proposition 3.5.1. Let k be a finite field, E a field and

%1 : Πk ÝÑ GLpV1q, %2 : Πk ÝÑ GLpV2q

two representations of Πk on E-vector spaces. Then the representation %1 ‘ %2 has trace
function

t%1 ` t%2 .

If %1 and %2 are `-adic representations, then we have

rankp%1 ‘ %2q “ rankp%1q ` rankp%2q, Singp%1 ‘ %2q Ă Singp%1q Y Singp%2q,

Swanxp%1 ‘ %2q “ Swanxp%1q ` Swanxp%2q,

hence
cp%1 ‘ %2q ď cp%1q ` cp%2q.

Proof. Since p%1 ‘ %2q
Ix “ %Ix1 ‘ %Ix2 , the formula for the trace function is clear,

and so are is that for the rank and the inclusion of Singp%1 ‘ %2q in the union of the
singularities of %1 and %2. The formula for the Swan conductor is a consequence of (3.3)
and the additivity

pV1 ‘ V2qptq “ V1ptq ‘ V2ptq

of the filtrations of Section 3.1 (see [51, Prop. 1.1 (3)]). �
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Exercise 3.5.2. We will say that two representations have disjoint singularities when
Singp%1q X Singp%2q “ H.

Now we decompose trace functions:

Proposition 3.5.3. Let k be a finite field, and

% : Πk ÝÑ GLpV q

an `-adic representation of Πk.
(1) There exists an integer 0 ď m ď rankp%q and a family p%iq1ďiďm of arithmetically

irreducible `-adic representations such that

(3.7) t% “
m
ÿ

i“1

t%i .

(2) There exists an integer 0 ď m ď rankp%q and a family p%iq1ďiďm of arithmetically
irreducible `-adic representations such that

t% “
m
ÿ

i“1

t%i

and each %i is geometrically isotypic.

Proof. We may assume V ­“ 0. Then the Jordan-Hölder-Noether Theorem (see,
e.g., [59, Th. 2.7.1]) shows that there exist m ě 1 and subrepresentations

0 “ V0 Ă V1 Ă ¨ ¨ ¨ Ă Vm´1 Ă Vm “ V

such that each quotient representation %i “ Vi{Vi´1 for 1 ď i ď m is (arithmetically)
irreducible. This clearly implies that the trace functions of % and that of π “

À

%i
coincide on the unramified x, which gives (3.7) for x unramified.

It is again a non-trivial property that the equality holds if x is ramified; this depends
on having `-adic representations (and not arbitrary coefficient fields). Precisely, in the
setting of Section 3.1, the fact that Ip0q “ Ix and that sending a representation V to
V p0q is exact (see [51, Prop. 1.1 (3)]) imply that

´

à

%i

¯Ix
“
à

%Ixi ,

so that the trace function of
À

%i at x is

m
ÿ

i“1

t%ipxq,

from which (3.7) follows at x.
In order to prove (2), it is enough to start with (1) and to observe that by Proposi-

tion 3.3.5, each arithmetically irreducible representation %i is either geometrically isotypic
(in which case we keep it), or induced (in the sense of the statement of the proposition).
In that case, Corollary 3.3.6 shows that the trace function of %i is identically zero. Thus
we may drop it without changing the trace function, and therefore obtain a decomposition
like (3.7) where each %i is geometrically isotypic. �
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3.6. Multiplication

Multiplication is, in principle, also an easy construction, since the product of the
traces of two matrices can always be written as the trace of the tensor product. However,
just like the product of two primitive Dirichlet characters might not be primitive, we have
to be a bit careful. It is convenient to introduce the following terminology:

Definition 3.6.1. Let k be a finite field, c ě 1 an integer and

ϕ : k ÝÑ C

an arbitrary function.
(1) If % : Πk ÝÑ GLpV q is an `-adic representation, then we say that ϕ is c-close to

%, or to the trace function of %, if the conductor of % is at most c, and if there exists a
set X Ă k with |X| ď c such that

ϕpxq “ t%pxq

for x R X, and if moreover |ϕpxq| ď c for all x P X.
(2) We say that ϕ is an approximate trace function with conductor ď c if there exists

an `-adic representation % such that ϕ is c-close to %.

Then we have:

Proposition 3.6.2. Let k be a finite field and

%1 : Πk ÝÑ GLpV1q, %2 : Πk ÝÑ GLpV2q

two `-adic representations of Πk with respective trace functions K1 and K2. Let % “
%1 b %2.

(1) The representation % is an `-adic representation. It satisfies

rankp%q “ rankp%1q rankp%2q, Singp%q Ă Singp%1q Y Singp%2q,

and for any x, we have

Swanxp%q ď rankp%qpSwanxp%1q ` Swanxp%2qq.

Moreover

cp%q ď 5 cp%1q
2 cp%2q

2.

(2) The function ϕ “ K1K2 on k is c-close to %, where

c “ 5c2
1c

2
2.

(3) If %1 and %2 have disjoint singularities, then the trace function of % is exactly
K1K2.

We begin with the lemma that establishes the bound for the Swan conductor.

Lemma 3.6.3. Let k be a finite field and

%1 : Πk ÝÑ GLpV1q, %2 : Πk ÝÑ GLpV2q

two `-adic representations of Πk. For any x P P1pk̄q, we have

Swanxp%1 b %2q ď rankp%1q rankp%2qpSwanxp%1q ` Swanxp%2qq.

Note that the formula also holds for unramified x, since the left-hand side is equal to
zero, and so is the right-hand side.
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Proof. Let ri “ rankp%iq. We have

Swanxp%1 b %2q ď r1r2λxp%1 b %2q

by the first part of Lemma 3.1.2. Then, for any t ą 0, note that if t ą maxpλxp%1q, λxp%2qq,
the group Iptq acts trivially on both the underlying vector spaces V1 and V2 (by the second
part of Lemma 3.1.2), hence also on V1 b V2, so that (similarly) we have t ą λxp%1 b %2q.
This means that

λxp%1 b %2q ď maxpλxp%1q, λxp%2qq,

and we deduce

Swanxp%1 b %2q ď r1r2 maxpλxp%1, λxp%2qqq ď r1r2 maxpSwanxp%1q, Swanxp%2qqq,

which is (slightly more precise than) Lemma 3.6.3. �

Proof of Proposition 3.6.2. First of all, the representation % is unramified out-
side S “ Singp%1q Y Singp%2q, since

%Ix “ p%1 b %2q
Ix “ %1 b %2

if Ix acts trivially on both %1 and %2. For x R S, linear algebra says that the eigenvalues of
Frx,ν on %1b%2 are all the products αβ of the eigenvalues of Frx,ν on %1 and %2 respectively.
Hence they are Weil numbers of weight 0. Now by Theorem 2.2.9 (1), it follows that % is
of weight 0.

For all x, the Swan conductor at x of % is estimated by Lemma 3.6.3. Denoting
ri “ rankp%iq, ni “ | Singp%iq| and ci “ cp%iq, we then compute

cp%q ď r1r2 ` n1 ` n2 ` r1r2

ÿ

xPS

pSwanxp%1q ` Swanxp%2qq

ď c1c2 ` c1 ` c2 ` c1c2pc1 ` c2q ď 5c2
1c

2
2.

This finishes the proof of (1).
(2) By linear algebra again, we have

ϕpxq “ K1pxqK2pxq

for all x R S. We have |S| ď c1 ` c2 ď c and

|ϕpxq| ď r1r2 ď c

for x P S by Theorem 2.2.9, (2), so that the result follows from (1) and the definition of
a function c-close to %.

(3) If the singularities of %1 and %2 are disjoint, then we can always use one of the
formulas

%Ix “ %1 b %
Ix
2

for x R Singp%1q or

%Ix “ %Ix1 b %2

for x R Singp%2q, to conclude that

ϕpxq “ K1pxqK2pxq

for all x without exceptions. �
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Exercise 3.6.4. Let % : Πk ÝÑ GLpV q be an `-adic representation. Let

Λ : GLpV q ÝÑ GLpW q

be a continuous homomorphism. Show that Λ ˝ % is an `-adic representation, and prove
that for any x, we have

SwanxpΛ ˝ %q ď dimpW q Swanxp%q.

Exercise 3.6.5. Let k be a finite field and

%1 : Πk ÝÑ GLpV1q, %2 : Πk ÝÑ GLpV2q

two `-adic representations of Πk. Show that Singp%1b%2q “ Singp%1qYSingp%2q if %1 and
%2 have disjoint singularities.

3.7. Change of variable

Changing the variable in a trace function is one of the easiest operations. We dis-
tinguish first a change of variable by a fractional linear transformation, since these arise
quite often in applications.

If K is any field, we recall that PGL2pKq acts on the projective line P1pK̄q by

γ ¨ x “
ax` b

cx` d

where γ is the class of the matrix
ˆ

a b
c d

˙

P GL2pKq.

For a fixed γ, the operation f ÞÑ f ˝γ is an automorphism of the field KpT q of rational
functions over K. It induces a group homomorphism

γ˚ : GalpKpT q{KpT qq ÝÑ GalpKpT q{KpT qq

where KpT q is an algebraic closure of KpT q, in the following manner: for any finite Galois
extension E{kpT q, generated by a root Z of an equation

a0pT q ` a1pT qX ` ¨ ¨ ¨ ` ad´1pT qX
d´1

`Xd
“ 0

with ai P KpT q, we get an associated Galois extension Eγ{kpT q generated by a root Zγ
of

a0pγpT qq ` a1pγpT qqX ` ¨ ¨ ¨ ` ad´1pγpT qqX
d´1

`Xd
“ 0,

together with an isomorphism

E ÝÑ Eγ

mapping Z to Zγ. Then for any σ P GalpE{KpT qq, we obtain a corresponding element
γ˚pσq P GalpEγ{KpT qq by composition

Eγ ÝÑ E
σ
ÝÑ E ÝÑ Eγ.

This is an homomorphism

GalpE{KpT qq ÝÑ GalpEγ{KpT qq

and putting together all extensions E, this gives the desired homomorphism.
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Proposition 3.7.1 (Fractional linear transformation). Let k be a finite field and let
γ P PGL2pkq.

(1) Let E be any field. If % : Πk ÝÑ GLpV q is any Galois representation of k on an
E-vector space V , the representation γ˚% defined by

γ˚% “ % ˝ γ˚ : Πk ÝÑ GLpV q

satisfies
tγ˚%px; νq “ t%pγpxq; νq

for any ν ě 1 and any x P P1pkνq.
(2) Let % : Πk ÝÑ GLpV q be an `-adic representation of k. Then we have

Singpγ˚%q “ γ´1
pSingp%qq,

and for all x P P1pk̄q, we have

Swanxpγ
˚%q “ Swanγ´1pxqp%q.

In particular, we have
cpγ˚%q “ cp%q.

(3) If % is irreducible, resp. geometrically irreducible, resp. isotypic, resp. geometri-
cally isotypic, then so is ϕ˚%.

Proof. TODO �

Example 3.7.2. Among the most important examples are the elements

uh “

ˆ

1 h
0 1

˙

and ca “

ˆ

a 0
0 1

˙

in PGL2pkq, which act by x ÞÑ x` a and x ÞÑ ax, respectively. We will write

(3.8) r`hs˚% “ u˚h%, r´hs˚% “ u˚´h%, rˆas˚% “ c˚a%.

More generally, consider now an arbitrary non-constant rational function ϕ P kpT q.
We wish to obtain in a similar manner a change of variable from t%pxq to t%pϕpxqq.
However, in general, the function x ÞÑ t%pϕpxqq is only an approximate trace function (as
in Section 3.6). Moreover, if P is not a fractional linear transformation, this operation is
not bijective anymore, so the conductor may become a bit larger.

Proposition 3.7.3 (Polynomial change of variable). Let k be a finite field of char-
acteristic p and let ϕ P kpT q be a non-constant rational function. Let d ě 1 be the degree
of ϕ as a map P1pk̄q ÝÑ P1pk̄q.

(1) Let E be any field. If % : Πk ÝÑ GLpV q is any Galois representation of k on an
E-vector space V , the representation ϕ˚% defined by

ϕ˚% “ % ˝ ϕ˚ : Πk ÝÑ GLpV q

satisfies
Singpϕ˚%q Ă ϕ´1

pSingp%qq

and
tϕ˚%px; νq “ t%pϕpxq; νq

for any ν ě 1 and any x P P1pkνq such that ϕpxq R Singp%q.
(2) Let % : Πk ÝÑ GLpV q be an `-adic representation of k. Assume that no zero or

pole of ϕ is of order ě p. Then we have

cpϕ˚%q ď 3d2 cp%q2.

Moreover, the function t% ˝ ϕ is c-close to tϕ˚%, where c “ 3d2 cp%q2.
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TODO. �

Example 3.7.4. We can easily illustrate the fact that the trace function of ϕ˚% is not
always equal to t% ˝ ϕ. Let k have odd characteristic, and let χ2 denote the non-trivial
real character of kˆ. Take ϕ “ T 2 and consider the `-adic representation % “ Lχ2pXq

associated to this character (see Section 2.3). Then we have

t%pϕpxqq “ t%px
2
q “

#

1 if x ­“ 0,

0 if x “ 0.

But on the other hand, the construction shows that ϕ˚% is the trivial one-dimensional
representation, and therefore that it satisfies

tϕ˚%pxq “ 1

for all x P k, including x “ 0.

3.8. Summing over solutions of a polynomial equation

The next construction is also quite frequently useful in application. From the representation-
theoretic point of view, it is a version of induction. Analytically, given a fixed non-
constant rational function ϕ P kpT q, it will replace a trace function K by the function
ϕ˚K defined by

pϕ˚Kqpxq “
ÿ

yPP1pkq
ϕpyq“x

Kpyq.

In particular, for K “ 1, we obtain the function that counts the number of solutions
of the equation ϕpyq “ x.

To define the corresponding representations, we need some preliminaries. Let ϕ P
kpT q be non-constant. The field kpϕpT qq generated by ϕ is a subfield of kpT q, and the
corresponding extension kpT q{kpϕpT qq is of finite degree d ě 1, which is also the degree
of ϕ as a map P1pk̄q ÝÑ P1pk̄q. Its Galois group can thus be naturally identified with a
finite-index subgroup of Πk, which we denote Πk,ϕ.

Proposition 3.8.1 (Summing over solutions). Let k be a finite field of characteristic
p and let ϕ P kpT q be a non-constant rational function. Let d ě 1 be its degree. Let
Sϕ Ă P1pk̄q be the set of singular values of ϕ, i.e., the set of those x P P1pk̄q such that
ϕ´1pxq contains less than d points.

(1) Let E be any field. If % : Πk ÝÑ GLpV q is any Galois representation of k on an
E-vector space V , the representation ϕ˚% defined by

ϕ˚% “ IndΠk
Πk,ϕ

% : Πk ÝÑ GLpV q

has rank d rankp%q. It satisfies

tϕ˚%px; νq “
ÿ

yPP1pkνq
ϕpyq“x

t%py; νq

for any ν ě 1 and any x P P1pkνq.
(2) Let % : Πk ÝÑ GLpV q be an `-adic representation of k. Assume that d ă p. Then

we have

Singpϕ˚p%qq Ă ϕpSingp%qq Y Sϕ
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and
Swanxpϕ˚%q “

ÿ

yPP1pk̄q
ϕpyq“x

Swanxp%q

for all x. Furthermore we have

cpϕ˚%q ď 5d2 cp%q2.

TODO. �

3.9. Summary
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CHAPTER 4

The Riemann Hypothesis

4.1. A version of Deligne’s theorem

With the precise formalism of `-adic representations in place, we may state a version
of Deligne’s Riemann Hypothesis in this context. We will then show in the next section
how to deduce the “black-box” version of Theorem 1.2.1. It will then be shown how to
exploit the more intrinsic version in this chapter.

The following encapsulates Deligne’s (almost) most general version of the Riemann
Hypothesis, as well as some important features from algebraic geometry, in order to give
a convenient statement for applications.

Theorem 4.1.1 (Deligne). Let k be a finite field and ` a prime different from the
characteristic p of k. Let F1 and F2 denote two middle-extension `-adic sheaves on k.
Denote ci “ cpFiq and denote Ki the trace function of Fi. Assume that F1 and F2 are
geometrically irreducible.

(1) If F1 and F2 are not geometrically isomorphic then

(4.1)
ˇ

ˇ

ˇ

ÿ

xPk

K1pxqK2pxq
ˇ

ˇ

ˇ
ď 4c2

1c
2
2

a

|k|.

(2) If F1 and F2 are geometrically isomorphic then there exists a Weil-number α of
weight 0 such that K2 “ αK1, and we have

(4.2)
ˇ

ˇ

ˇ

ÿ

xPk

K1pxqK2pxq ´ ᾱ|k|
ˇ

ˇ

ˇ
ď 4c2

1c
2
2

a

|k|.

Remark 4.1.2. The constant 4 has no particular meaning. In fact, in many concrete
cases, we will see that it is possible to replace the factor 4c2

1c
2
2 by some other constant

that may be much sharper.

We explain the main steps of the argument. This does not by any means provide
even a sketch of the full proof, but it will reduce this statement – which is not found in
this exact form in the works of Deligne, as far as we know – to precise results of Deligne,
Grothendieck and others that are found in the literature. Moreover, this will introduce
some important invariants of Galois representations or sheaves, which will play some role
in some of the later applications.

Let

S “
ÿ

xPk

K1pxqK2pxq

denote the sum that we wish to understand. We also denote by ri the rank of Fi, and by
ni the number of singularities of Fi. We also denote by ι the isomorphism ι : Q̄` ÝÑ C
that is used to transfer the `-adic trace function to complex-valued functions.
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Step 1. Let U be the complement in the projective line of the union of the set of
singularities of F1 and F2. The sum

T “
ÿ

xPUpkq

K1pxqK2pxq

satisfies

(4.3) |S ´ T | ď pn1 ` n2q}K1K2}8 ď pn1 ` n2qr1r2

by Theorem 2.2.9 (2).
Step 2. Let

(4.4) F “ F1 bDpF2q.

Because the sheaves Fi are of weight 0 and unramified on U , this is a sheaf of weight
0 unramified on U . Its trace function K satisfies

Kpxq “ K1pxqK2pxq

for x P Upkq (see Proposition 3.4.1, noting that here do not need the deeper property of
coincidence of the trace functions at ramified x) and hence

T “
ÿ

xPUpkq

Kpxq.

Remark 4.1.3. In fact, it follows from a deep result of Gabber [] that

tDp%2qpxq “ t%2pxq

for all x P k, including possible ramified points.

Step 3. We now appeal to the trace formula of Grothendieck:

Theorem 4.1.4 (Trace formula; Grothendieck, Verdier). Let k be a finite field, U
the complement of finitely many points in the projective line over k. Let F be an `-adic
middle-extension sheaf over k, lisse on U . We have

ÿ

xPUpkq

tFpxq “M0 ´M1 `M2,

where
Mi “ TrpFrk | H

i
cpU ˆ k̄,Fqq.

This result introduces the étale cohomology groups H i
cpU ˆ k̄,Fq of the sheaf F.

These were defined and studied by Grothendieck and his collaborators. They are finite-
dimensional Q̄`-vector spaces, with an action of the Galois group Galpk̄{kq. In particular,
the geometric Frobenius automorphism Frk P Galpk̄{kq acts on H i

cpU ˆ k̄,Fq, and Mi is
the corresponding trace. Thus Mi is an element of Q̄`.

Applying this result to F given by (4.4) and applying ι on both sides, we derive

T “ N0 ´N1 `N2,

where
Ni “ ι

´

TrpFrk | H
i
cpU ˆ k̄,F1 bDpF2qqq

¯

.

Step 4. We apply the following non-trivial property of the étale cohomology groups:

Proposition 4.1.5. Let k be a finite field, U ­“ H the complement of finitely many
points in the projective line over k. Let F be an `-adic middle-extension sheaf over k,
lisse on U . We have

H0
c pU ˆ k̄,Fq “ 0.
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TODO. �

This reduces the formula above to

T “ ´N1 `N2.

Step 5. We now consider the H2
c cohomology group. Another property of these

groups is:

Proposition 4.1.6. Let k be a finite field, U the complement of finitely many points
in the projective line over k. Let F1 and F2 be geometrically irreducible `-adic middle-
extension sheaves over k, both lisse on U . We have

H2
c pU ˆ k̄,F1 bDpF2qq “ 0

unless F1 and F2 are geometrically isomorphic. If they are geometrically isomorphic, say

F2 » γdegp¨q
b F1,

then H2
c pU ˆ k̄,F1 bDpF2qq has dimension 1 and Frk acts on this vector space by multi-

plication by γ´1|k|.

TODO. �

This leads to N2 “ 0 unless F1 and F2 are geometrically isomorphic, and N2 “ ᾱ|k|
if they are, where α “ ιpγq in terms of the Weil number α with F2 » γdegp¨q b F1. (Since
α has weight 0, we have ιpγ´1q “ ᾱ.)

Step 6. To study N1, we rely on the Riemann Hypothesis, as proved by Deligne.
Here is a version of his result:

Theorem 4.1.7 (Deligne). Let k be a finite field, U the complement of finitely many
points in the projective line over k. Let F be an `-adic middle-extension sheaf over k,
lisse on U . i

Then all eigenvalues of Frk acting on H1
c pU ˆ k̄,Fq are |k|-Weil numbers of weight at

most 1.

This result applied to N1 gives immediately

|N1| ď dimH1
c pU ˆ k̄,Fq

a

|k|.

Remark 4.1.8. In many cases, the eigenvalues of the Frobenius are in fact of weight
exactly 1, and therefore their modulus is |k|1{2. This exponent 1{2 is the mark of the Rie-
mann Hypothesis, as the statement can be interpreted as saying that certain L-functions
have zeros on the critical line Repsq “ 1{2 (see ... below).

Step 7. The combination of the previous steps leads to

(4.5) |S| ď dimH1
c pU ˆ k̄,Fq

a

|k| ` pn1 ` n2qr1r2

if F1 and F2 are not geometrically isomorphic, and

(4.6) |S ´ ᾱ|k|| ď dimH1
c pU ˆ k̄,Fq

a

|k| ` pn1 ` n2qr1r2

otherwise. In order to deduce a useful estimate, we are therefore reduced to finding a
bound for the dimension of the first cohomology group. For this purpose, we use the
following other deep result:
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Theorem 4.1.9 (Euler-Poincaré formula; Grothendieck–Ogg–Shafarevich). Let k be
a finite field, U the complement of n ě 0 points in the projective line over k. Let F be an
`-adic middle-extension sheaf over k, lisse on U . We have

(4.7) h0
´ h1

` h2
“ rankpFqp2´ nq ´

ÿ

xPSingpFq

SwanxpFq,

where

hi “ dimH i
cpU ˆ k̄,Fq.

The point of this formula is that the alternating sum of the dimensions of the coho-
mology groups, among which only that of H1

c is really mysterious, has an expression in
terms of elementary invariants of F “ F1 bDpF2q.

In order to exploit this formula, we need finally to estimate the Swan conductors of
F in terms of invariants of the factors F1 and F2.

Step 8. We use for this purpose the bound of Lemma 3.6.3, which gives

SwanxpF1 b F2q ď r1r2pSingpF1q ` SingpF2qq

for all x R U . In particular, summing over x, we get
ÿ

xPSingpF1bF2q

SwanxpF1 b F2q ď r1r2

ÿ

xPSingpF1qYSingpF2q

maxpSwanxpF1q, SwanxpF2qqq

ď r1r2

´

ÿ

xPSingpF1q

SwanxpF1q `
ÿ

xPSingpF2q

SwanxpF2qq

¯

ď r1r2ps1 ` s2q(4.8)

where si is the sum of the Swan conductors of Fi.

Step 9. We can now bring everything together. From the consequence (4.8) to
Lemma 3.6.3 and Theorem 4.1.9 we obtain a bound for the dimension of the first coho-
mology group, namely

dimH1
c pU ˆ k̄,Fq “ dimH2

c pU ˆ k̄,Fq ` pn´ 2q rankpFq `
ÿ

xPSingpFq

SwanxpFq

ď 1` r1r2pn1 ` n2 ´ 2q ` r1r2ps1 ` s2q

ď r1r2pn1 ` s1 ` n2 ` s2q ď r1r2pc1 ` c2q

(since the rank of a geometrically irreducible representation is at least 1).
If F1 and F2 are not geometrically isomorphic, we then get from (4.5) the estimate

|S| ď r1r2

´

n1 ` n2 ` pc1 ` c2q
a

|k|
¯

ď r1r2

´

pc1 ` c2qp1`
a

|k|q
¯

ď 2c2
1c

2
2p1`

a

|k|q ď 4c2
1c

2
2

a

|k|

since |k| ě 2. And if F1 and F2 are geometrically isomorphic, we get instead from (4.6)
the bound

|S ´ ᾱ|k|| ď 4c2
1c

2
2

a

|k|

in the same manner. These estimates are exactly what was claimed in Theorem 4.1.1.

33



4.2. More precise computations

The steps of the previous section can be applied also in particular cases, and lead
to stronger estimates than the generic version of Theorem 4.1.1, when one uses precise
information on ramification to compute exactly the dimension of the first cohomology
space using the Euler-Poincaré formula. We illustrate this point here in a few cases, to
obtain in particular the Hasse bound (1.2) and the Weil bound (1.3). Other applications
will come later.

Example 4.2.1 (Hasse bound). Let p be an odd prime and let

Kpxq “
´x3 ` αx` β

p

¯

where α and β are elements of Fp such that the cubic polynomial P “ X3 ` αX ` β
has three distinct roots in F̄p. For any fixed ` ­“ p, there is then a corresponding `-adic
Kummer sheaf F “ LpP pXq{pq as in Section 2.3 with trace function

tFpxq “ Kpxq

for all x P Fp. Let S Ă F̄p be the set of zeros of P . Then F is lisse on U “ A1 ´ S. We
have

ÿ

xPFp

´x3 ` αx` β

p

¯

“
ÿ

xPUpFpq

tFpxq,

since tFpxq “ 0 for any root x P S of P . The trace formula applied to F (which is
geometrically irreducible because it has rank 1) on U gives

ÿ

xPUpFpq

tFpxq “ ´TrpFrp | H
1
c pU ˆ F̄p,Fqq

since the other cohomology groups of F vanish (by Proposition 4.1.5 and Proposition 4.1.6,
the second applied to F1 “ F and F2 the trivial rank 1 sheaf; then F1 is not geometrically
isomorphic to F1 because F is not geometrically trivial).

Since F has rank 1 and is tamely ramified at the n “ 4 distinct points x P S Y t8u,
the Euler-Poincaré formula (4.12) leads to

dimH1
c pU ˆ F̄p,Fq “ n´ 2 “ 4´ 2 “ 2.

Deligne’s Theorem 4.1.7 then applies to derive the bound

ˇ

ˇ

ˇ

ÿ

xPFp

´x3 ` αx` β

p

¯ˇ

ˇ

ˇ
ď 2

?
p,

which is the precise Hasse bound (1.2). An additional geometric ingredient (a form of
Poincaré duality) shows that, in this case, the two eigenvalues of the Frobenius acting
on H1

c pU ˆ F̄p,Fq are of weight 1 exactly (and not just of weight ď 1, as given by
Theorem 4.1.7).

Example 4.2.2 (The Weil bound). Let p be a prime number and a P Fˆp . We can
proceed along similar lines with

Kpxq “ e
´ax` x̄

p

¯
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to estimate Kloosterman sums. Let ϕpXq “ aX `X´1 P FppXq and F “ LψpϕpXqq over
Fp, where ψ is the additive character ψpxq “ epx{pq (and we use any prime ` ­“ p to
define F). Then F is of rank 1, ramified only at 0 and 8, and the trace formula gives

Kl2pa; pq “ ´
1
?
p

ÿ

xPFp

tFpxq “
1
?
p

TrpFrp | H
1
c pU ˆ F̄p,Fqq,

where U “ A1 ´ t0u.
By (4.12), we obtain

dimH1
c pU ˆ F̄p,Fq “ 0` Swan0pFq ` Swan8pFq “ 2

by the computation of Swan conductors of Artin-Schreier sheaves (where we use the fact
that a ­“ 0 to see that the Swan conductor at 8 is really 1).

Therefore Theorem 4.1.7 gives the bound

|Kl2pa; pq| ď 2

as in (1.3).

Exercise 4.2.3. Let p be a prime and ψpxq “ epx{pq for x P Fp. Prove that
ˇ

ˇ

ˇ

ÿ

xPFp

ψ
´ a

x` d
`
b

x
` cx

¯
ˇ

ˇ

ˇ
ď 3

?
p

for all pa, b, c, dq P Fp such that either (1) d “ 0 and a ` b ­“ 0; or (2) d ­“ 0 and
pa, b, cq ­“ p0, 0, 0q.

4.3. The black-box version

4.4. First consequences of Deligne’s Theorem

Interpreted as a quasi-orthogonality statement, Theorem 4.1.1 has a number of very
important consequences that go in the direction of showing that, for small enough conduc-
tors, the trace function of a geometrically irreducible middle-extension sheaf determines
it uniquely. These statements, besides their intrinsic interest, suggest some fascinating
problems and questions mixing algebraic geometry and analytic number theory, which
we will present here, and discuss later in some cases.

Proposition 4.4.1. Let k be a finite field and ` a prime different from the charac-
teristic p of k. Let F1 and F2 denote two middle-extension `-adic sheaves on k. Denote
ci “ cpFiq and denote Ki the trace function of Fi. Assume that F1 and F2 are geometri-
cally irreducible.

(1) If K1 “ K2 and ci ď
1
2
|k|1{8, then F1 and F2 are geometrically isomorphic.

(2) Let
Z “ tx P k | K1pxq “ 0u.

Then we have

|Z| ď |k|
´

1´
1

2c2
1

¯

,

provided c1 ď
1
2
|k|1{8.

(3) Let
Z 1 “ tx P k | K1pxq “ K2pxqu.

Then if F1 and F2 are not geometrically isomorphic, we have

|Z 1| ď |k|
´

1´
1

4c2

¯

,
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provided c1, c2 ď
1
2
|k|1{8.

(4) If K1 is identically zero, then

c ě
1

2
|k|1{8.

Proof. All of these facts follow by playing the two parts of Theorem 4.1.1 against
each other. We denote by c the maximum of c1 and c2.

(1) We proceed by contraposition, assuming that F1 is not geometrically isomorphic
to F2. Denoting

S “
ÿ

xPk

K1pxqK2pxq “
ÿ

xPk

|K1pxq|
2,

we obtain then from (4.10) the bound

|S| ď 4c4
a

|k|.

On the other hand, since K2 “ K1, the second bound (4.11), applied to pF1,F1q and
α “ 1, gives

|S ´ |k|| ď 4c4
a

|k|,

and therefore
|k| ď 8c4

a

|k|

by the triangle inequality, which gives the result since 81{4 ď 2.
(2) If K1pxq “ 0 for all x P Z, we get

|k| ´ 4c4
1

a

|k| ď
ÿ

xPk´Z

|K1pxq|
2
ď p|k| ´ |Z|qc2

1,

hence

|Z| ď |k|
´

1´
1

c2

¯

` 4c2
a

|k| ď |k|
´

1´
1

2c2

¯

if c1 ď
1
2
|k|1{8.

(3) We write
ÿ

xPk

|K1pxq|
2
“

ÿ

xPZ1

K1pxqK2pxq `
ÿ

xPk´Z1

|K1pxq|
2

“
ÿ

xPk

K1pxqK2pxq `
ÿ

xPk´Z1

p|K1pxq|
2
´K1pxqK2pxqq.

By the two parts of Theorem 4.1.1, we get again

|k| ´ 4c4
a

|k| ď
ÿ

xPk

|K1pxq|
2,

and
ˇ

ˇ

ˇ

ÿ

xPk

K1pxqK2pxq
ˇ

ˇ

ˇ
ď 4c4

a

|k|,

so that
|k| ´ 4c4

a

|k| ď 4c4
a

|k| ` 2p|k| ´ |Z 1|qc2,

which gives

|Z 1| ď |k|
´

1´
1

2c2

¯

` 8c2
a

|k| ď |k|
´

1´
1

4c2

¯

if c ď 1
2
|k|1{8.

(4) If K1 is identically zero, then we get

0 “
ÿ

xPk

|K1pxq|
2
ě |k| ´ 4c4

1

a

|k|,
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hence the result. �

This leads to the following questions:

Question 4.4.2. Let k be a finite field. What is the injectivity threshold IT pkq defined
as the smallest c for which there exist two geometrically irreducible middle-extension
sheaves over k, not geometrically isomorphic, with the same trace function?

Question 4.4.3. Let k be a finite field. What is the zero threshold ZT pkq defined
as the smallest c for which there exist a geometrically irreducible middle-extension sheaf
over k with trace function identically zero?

Proposition 4.4.1 shows that IT pkq ě 1
2
|k|1{8 and ZT pkq ě 1

2
|k|1{8. This can be

improved by simply being more careful in the reduction of the Riemann Hypothesis to
simple estimates (see [34]). However, in the absence of tools to study analytic properties
of trace functions of large conductor, it is very unclear how to proceed when the Riemann
Hypothesis ceases to give non-trivial estimates.

On the other hand, direct constructions lead only to upper bounds of size about |k|.
For instance, if χ is a non-trivial multiplicative character of kˆ, then the Kummer sheaf
F2 “ LχpF q with

F “ X |k|
´X ` 1

has trace function identically 1, i.e., equal to that of the trivial sheaf F1. In that case,
cpF2q ď |k| ` 2. Similarly, the trace function of LχpGq, for

G “ X |k|
´X,

is identically zero.
The next corollary of the Riemann Hypothesis is also very interesting, as it reveals

an important feature of the conductor: its height-like properties.

Proposition 4.4.4. Let k be a finite field and ` a prime different from the char-
acteristic p of k. Let c ě 1 be a real number. There are only finitely many geometric
isomorphism classes of geometrically irreducible middle-extension `-adic sheaves on k with
conductor at most c. In particular, there are only finitely many geometrically irreducible
trace functions on K with conductor at most c, up to multiplication by complex numbers
of modulus 1.

The key to this finiteness property is the following fact about unit vectors in a finite-
dimensional real inner-product space:

Lemma 4.4.5. Let E be a finite-dimensional real inner-product space. Let ξ ą 0 be
given. If Y is any subset of unit vectors in E such that

xx, yy ď 1´ ξ

for all x ­“ y in Y , then Y is finite.

Proof. For any unit vector v in E, let

Cv “ tw P E | }w} “ 1, |xv, wy| ą 1´
ξ

4
u.

Then, by homogeneity, the measure µ of Cv (with respect to the surface measure on
the unit sphere of E, normalized for instance so that the whole sphere has measure 1) is
independent of v, and µ ą 0 because it contains an open neighborhood of v on the unit
sphere.
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We claim that CxXCy “ H if x and y are on Y and distinct. Indeed, if w P CxXCy,
then since

xv1, v2y “ 1´
1

2
}v1 ´ v2}

2

for any vectors v1, v2 of length 1, we get

}w ´ x} ă

c

ξ

2
, }w ´ y} ă

c

ξ

2
,

and therefore

}x´ y} ă
a

2ξ,

and

xx, yy “ 1´
1

2
}x´ y}2 ą 1´ ξ,

which contradicts the assumption on Y . Thus the sets Cx are disjoint for x P Y , and
hence µ|Y | ď 1, so that Y is finite. �

This lemma means that the angle between two distinct unit vectors in X is always
bounded away from zero (by arccosp1 ´ ξq Ps0, π{2s, if ξ ď 1) In the combinatorics
literature, sets such as Y in this statement are called spherical codes, and the property
above is the beginning of a very delicate theory dealing with the problem of finding good
estimates (especially upper bounds) for the maximal size of such a set Y , given k and ξ.
We refer to [63, ] for details and references.

Proof of Proposition 4.4.4. We denote by Mkpcq a set of representatives, up
to geometric isomorphism, of geometrically irreducible middle-extension `-adic sheaves
with conductor ď c. We also write Xkpcq for the set of the trace functions of these
representatives, so that

Xkpcq Ă Cpkq,

where we recall that Cpkq denotes the space of complex-valued functions on k.
We begin by observing that by restriction of the underlying representation to the

subgroup

Πkν Ÿ Πk

of Πk, we can find an injection of Mkpcq in Mkν pcq, where kν is the extension of k of
degree ν ě 1. Indeed, since Πkν has the same geometric Galois subgroup Πg

k as Πk, a
geometrically irreducible representation remains geometrically irreducible after restriction
to Πkν , and this restriction has the same conductor. Moreover if the restrictions of F1

and F2 are geometrically isomorphic, then tautologically so are F1 and F2, which shows
the injectivity.

In particular, it is enough to prove that Mkν pcq is finite for some ν ě 1 to finish the
proof. For this purpose, we pick ν such that

(4.9) c ă
1

2
|k|ν{8.

Then by Proposition 4.4.1, the map

Mkν pcq ÝÑ Xkν pcq

is also injective, and its image is a set of non-zero vectors in the space Cpkνq. We have
an R-linear isomorphism of Cpkνq with E “ R2|k|ν by mapping a function to the vector
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with coordinates given by the real and imaginary parts of its values ϕpxq. We equip the
real vector space E with the inner-product

xv1, v2y “
1

|k|ν

ÿ

i

xiyi,

so that

xv1, v2y “
1

|k|ν
Re

´

ÿ

xPkν

K1pxqK2pxq
¯

for vi the vectors corresponding to Ki P Xkν pcq. Let Y be the set of unit vectors v{}v}
associated to K P Xkν pcq; this is well-defined since K ­“ 0 by the above condition on ν.

For v1, v2 distinct in Y , corresponding to trace functions K1, K2, we have then

xv1, v2y “
1

}K1}}K2}
Re

´ 1

|k|ν

ÿ

xPkν

K1pxqK2pxq
¯

.

From (4.9) and Theorem 4.1.1, we deduce

}Ki} ě
3

4
,

1

|k|ν

ˇ

ˇ

ˇ

ÿ

xPkν

K1pxqK2pxq
ˇ

ˇ

ˇ
ď

1

4
,

and hence distinct vectors v1, v2 in Y satisfy

xv1, v2y ď
4

9
.

By Lemma 4.4.5, the set Y is therefore finite. �

4.5. Extensions

We have stated Deligne’s Theorem for geometrically irreducible sheaves only. Al-
though this is justified in many applications, the decomposition results of trace functions
in terms of isotypic sheaves from Proposition 3.5.3 allows one to state a more general
version which is also very useful.

Theorem 4.5.1. Let k be a finite field and ` a prime different from the characteristic
p of k. Let F1 and F2 denote two middle-extension `-adic sheaves on k. Denote ci “
cpFiq and denote Ki the trace function of Fi. Assume that F1 and F2 are arithmetically
irreducible and geometrically isotypic.

(1) If F1 and F2 are not geometrically isomorphic then

(4.10)
ˇ

ˇ

ˇ

ÿ

xPk

K1pxqK2pxq
ˇ

ˇ

ˇ
ď 4c2

1c
2
2

a

|k|.

(2) If F1 and F2 are geometrically isomorphic then there exists a Weil-number α of
weight 0 such that K2 “ αK1, and an integer r ě 1 such that we have

(4.11)
ˇ

ˇ

ˇ

ÿ

xPk

K1pxqK2pxq ´ rᾱ|k|
ˇ

ˇ

ˇ
ď 4c2

1c
2
2

a

|k|.

As a corollary, we will show a very convenient analytic criterion for geometric irre-
ducibility, due to Katz.

Theorem 4.5.2. Let k be a finite field and ` a prime different from the characteristic
p of k. Let F be a middle-extension `-adic sheaf on k. Then F is geometrically irreducible
if and only if

lim
νÑ`8

1

|k|ν

ÿ

xPkν

|t%px; νq|2 “ 1
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or if and only if
1

|k|ν

ÿ

xPkν

|t%px; νq|2 “ 1`Op|k|´ν{2q

where the implied constant depends only on cpFq.

Another result that can be very useful are the extensions of the trace formula and the
Euler-Poincaré formula beyond the open set U where the representations we apply these
results to are unramified. We state these results over the affine line for simplicity.

Theorem 4.5.3. Let k be a finite field. Let F be an `-adic middle-extension sheaf
over k.

(1) We have
ÿ

xPk

tFpxq “M0 ´M1 `M2,

where
Mi “ TrpFrk | H

i
cpA

1
ˆ k̄,Fqq.

(2) We have

(4.12) χpA1,Fq “ rankpFq ´
ÿ

xPSingpFq´t8u

dropxpFq ´
ÿ

xPSingpFq

SwanxpFq

where

χpA1,Fq “ dimH0
c pA

1
ˆ k̄,Fq ´ dimH1

c pA
1
ˆ k̄,Fq ` dimH2

c pA
1
ˆ k̄,Fq,

and for any x P P1pk̄q, we denote

dropxpFq “ rankpFq ´ dimFIx .

40



CHAPTER 5

The Fourier transform and other cohomological transforms

This chapter describes one of the most important tools in applications of trace func-
tions to analytic number theory. In a nutshell, it explains that the discrete Fourier trans-
form of functions defined on a finite field k can be interpreted at the level of sheaves,
as was discovered by Deligne: the Fourier transform of a trace function is again a trace
function. As we will see through numerous illustrations, this has very far-reaching conse-
quences, arising from the preminent position of Fourier transforms in harmonic analysis.

5.1. The discrete Fourier transform

We begin with a short definition and description of the discrete Fourier transform for
functions on a finite field. This is also the occasion to fix the notation and normalization.

Definition 5.1.1. Let k be a finite field. Fix a non-trivial additive character

ψ : k ÝÑ Cˆ.

The Fourier transform with respect to ψ is the linear operator

FTψ : Cpkq ÝÑ Cpkq

defined by

FTψpϕqpyq “ ´
1

a

|k|

ÿ

xPk

ϕpxqψpxyq

for any ϕ P Cpkq and any y P k.

Remark 5.1.2. For any ν ě 1, the additive character ψ defines naturally a character

ψν : kν ÝÑ Cˆ

which is non-trivial if ψ is. We will simply denote by FTψ : Cpkνq ÝÑ Cpkνq the Fourier
transform on kν with respect to this character ψν .

The choice of normalization is justified by the unitarity that is one of the basic prop-
erties of this operator, and which will correspond to the fact that we wish weight 0
representations to be sent to weight 0 representations in the sheaf-theoretic version of the
Fourier transform.

We recall that the standard inner product defined on Cpkq is given by

xϕ1, ϕ2y “
1

|k|

ÿ

xPk

ϕ1pxqϕ2pxq

for any ϕ1 and ϕ2 P Cpkq.

Proposition 5.1.3. Let k be a finite field and let ψ a non-trivial additive character
of k.

(1) The Fourier transform is invertible and in fact it satisfies

FTψpFTψpϕqq “ rˆp´1qs˚ϕ
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for any ϕ P Cpkq, where

prˆp´1qs˚ϕqpxq “ ϕp´xq.

(2) The Fourier transform is unitary on Cpkq, i.e., for any ϕ1 and ϕ2 in Cpkq, we
have

xϕ1, ϕ2y “ xFTψpϕ1q,FTψpϕ2qy.

In particular, we have
ÿ

xPk

|ϕpxq|2 “
ÿ

yPk

|FTψpϕqpyq|
2

for any ϕ P Cpkq.

Proof. These are standard facts that follow from the orthogonality of characters.
We prove the unitarity to illustrate the normalization we use: by definition, we have

xFTψpϕ1q,FTψpϕ2qy “
1

|k|2

ÿ

y

´

ÿ

x1Pk

ϕ1pxqψpx1yq
¯´

ÿ

x2Pk

ϕ2pxqψp´x2yq
¯

“
1

|k|

ÿ

x1Pk

ÿ

x2Pk

ÿ

yPk

ψppx1 ´ x2qyq

“
1

|k|

ÿ

xPk

ϕ1pxqϕ2pxq.

�

Exercise 5.1.4. Fix a finite field k and a non-trivial additive character ψ.
(1) Let a P k be given. Show that the Fourier transform with respect to ψ of ϕpxq “

ψpaxq is given by

FTψpϕqpyq “

#

a

|k| if a` y “ 0

0 otherwise.

(2) Let χ : kˆ ÝÑ Cˆ be a non-trivial multiplicative character of k. Extend χ to k
by putting χp0q “ 0. Show that

FTψpχqpyq “ wψpχqχ̄pyq

for all y P k, where

wψpχq “ ´
1

a

|k|

ÿ

xPk

χpxqψpxq

is the Gauss sums of χ with respect to ψ. Show also that wψpχq is a Weil number of
weight 0.

The first part of this exercise, which is of course classical, illustrates a very special
case of the Fourier transform: additive characters, although they are uniformly bounded
independently of k, are mapped to functions with L8-norm that grows with the size of
the finite field.

5.2. The sheaf-theoretic Fourier transform

The main result of this section is a very deep theorem of Deligne. To state it, we
first introduce a subclass of `-adic representations, which are those for which the Fourier
transform is defined.
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Definition 5.2.1 (Fourier sheaf). Let k be a finite field, ` ­“ p a prime number.
A middle-extension sheaf F over k is of Fourier type or a Fourier sheaf if none of its
geometric Jordan-Hölder component is geometrically isomorphic to an Artin-Schreier
sheaf Lψ attached to some (possibly trivial) additive character ψ.

This definition may look tricky, but it should be thought of as being generic. For
instance, a sheaf F is of Fourier type if any of the following conditions hold:

‚ If F is geometrically irreducible, and not geometrically isomorphic to some Artin-
Schreier sheaf Lψ; indeed, in that case F is its own unique geometric Jordan-
Hölder component (in particular, if F is geometrically irreducible and of rank 2,
or if F is geometrically irreducible and is ramified at least at some point x P k̄).

‚ If F is everywhere tamely ramified, and does not have a trivial Jordan-Hölder
component.

Remark 5.2.2. In Appendix A, we will indicate for each of the trace functions that
we describe, whether they are of Fourier type or not.

Theorem 5.2.3 (Deligne). Let k be a finite field and let ψ : k ÝÑ Cˆ be a non-trivial
additive character of k.

For any Fourier sheaf F, there exists a Fourier sheaf G “ FTψpFq, called the Fourier
transform of F with respect to ψ, such that

(1) For any ν ě 1 we have

(5.1) tGp¨; νq “ FTψptFp¨; νqq,

i.e, we have

tGpy; νq “ ´
1

|k|ν{2

ÿ

xPkν

tFpx; νqψpTrkν{kpxyqq

for any y P kν.
(2) We have

cpGq ď 10 cpFq2.

Remark 5.2.4. In fact, Deligne’s theorem gives a specific geometric construction that
shows that the map sending F to its Fourier transform is natural (it is a functor). We
did not describe it in this mannre and hence there is some ambiguity in our statement.
However, according to Proposition 4.4.1 (1), the upper bound on the conductor ensures
that a sheaf G satisfying (5.1) is unique, if it exists and is geometrically irreducible, and
if cpFq is small enough compared with |k|.

We will now motivate the result, but first we present some basic applications that will
show that Theorem 5.2.3 is extremely deep, and in fact contains already quite general
instances of the Riemann Hypothesis.

Example 5.2.5. Let p be a prime number and let f P FppXq be a rational function
that is not of the form f “ gp ´ g ` aX ` b for some g P FppXq and some a, b P Fp.
This is the case, for instance, if f is a polynomial of degree d with 2 ď d ă p. Let ψ be
the additive character ψpxq “ epx{pq. The Artin-Schreier sheaf Lψpfq (see Section 2.4) is
then of Fourier type, by the classification of Artin-Schreier sheaves (Theorem 3.2.4 (2)).

5.3. Applications of the Fourier transform

We present here some of the basic examples of use of the Fourier transform. This will
also motivate the statements of some of its additional deeper properties, some of which
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have little (if any) obvious counterpart at the level of the discrete Fourier transform of
functions.

Example 5.3.1 (Deligne’s bound for hyper-Kloosterman sums).

5.4. Precise constructions

We explain the actual construction of the Fourier transform and some of its properties.
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APPENDIX A

Appendix A: trace functions

This Appendix is a reference list of the most important examples of trace functions,
together with a description of their invariants. In each case, we begin by stating the
results for the functions themselves (in a manner suitable for Theorem 1.2.1), and then
we discuss the geometric and algebraic invariants of the underlying representations or
sheaves.

Example 1 (Kummer functions).

Example 2 (Artin-Schreier functions).

Example 3 (Kloosterman and hyper-Kloosterman sums).

Example 4 (Hypergeometric functions).
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