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CHAPTER 1

Introduction and motivation

1.1. Objectives

The first goal of this book is to make accessible to analytic number theorists the power of Deligne’s general version of the Riemann Hypothesis over finite fields, as it applies to bounds for exponential sums in two or more variables, or to sums of more general summands. Readers of this book should be able to use it to prove, say, that

\[ \left| \sum_{x \in (\mathbb{Z}/p \mathbb{Z})^n} \ldots \right| \leq Cp^{3/2} \]

for all primes \( p \) and some absolute constant \( C \geq 1 \), just as readily as the Weil bounds for exponential sums in one variable allows them to check estimates like

\[ \left| \sum_{x \in \mathbb{Z}/p \mathbb{Z}} e\left(\frac{x^3 + 3x + 1}{p}\right) \right| \leq C\sqrt{p} \]

(for all primes \( p \) and some absolute constant \( C \geq 1 \)) using straightforward statements that encapsulate Weil’s proof of the Riemann Hypothesis for curves over finite fields.

1.2. A statement of the Riemann Hypothesis

To motivate and illustrate the type of statements we will be able to derive from Deligne’s general form of the Riemann Hypothesis over finite fields, we begin by stating a concrete version of the Riemann Hypothesis. This has the flavor of a “quasi-orthogonality” property of special functions defined over finite fields.

The statement contains keywords which are probably unfamiliar to most readers (they have not yet been defined!), and one of the goal of the book will be to explain these, and to understand how to apply successfully this result.

**Theorem 1.2.1 (Deligne).** Let \( p \) be a prime number. Let \( c \geq 1 \) be a parameter. Let \( K_1, K_2 \) be trace functions modulo \( p \)

\[ K_i : \mathbb{F}_p \to \mathbb{C} \]

which are geometrically irreducible modulo \( p \), with conductors respectively \( c_1 \) and \( c_2 \).

(1) If there does not exist a complex number \( \alpha \) with \( |\alpha| = 1 \) such that \( K_2 = \alpha K_1 \), then we have

\[ \left| \sum_{x \in \mathbb{F}_p} K_1(x)\overline{K_2(x)} \right| \leq 3c_1^2c_2^2\sqrt{p}. \]  

(1.1)

(2) Otherwise, we have

\[ \left| \sum_{x \in \mathbb{F}_p} K_1(x)\overline{K_2(x)} - \overline{\alpha}p \right| \leq 3c_1^2c_2^2\sqrt{p}. \]
This theorem can be used, in many instances, purely as a “black box”. Indeed, it is a fact that in most applications to analytic number theory, we will want to apply it to obtain a bound like (1.1) in cases where the functions $K_1$ and $K_2$ are concretely given functions. For instance, to prove (a weak form of) the Hasse bound for the number of points on an elliptic curve over $\mathbb{F}_p$, one would take

$$K_1(x) = \left(\frac{x^3 + \alpha x + \beta}{p}\right), \quad K_2(x) = 1,$$

where $\left(\frac{\cdot}{p}\right)$ is the Legendre symbol, and the discriminant of the cubic polynomial $X^3 + \alpha X + \beta \in \mathbb{F}_p[X]$ is non-zero. To prove (a weak form of) the Weil bound for Kloosterman sums, we could take

$$K_1(x) = e\left(\frac{ax}{p}\right), \quad K_2(x) = e\left(-\frac{\bar{x}}{p}\right) \quad \text{if } x \neq 0, \quad K_2(0) = 0.$$

It is then conceivable that one will find in a reference text (for instance, in this book), a statement to the effect that the specific functions $K_1$ and $K_2$ of interest are trace functions, and hopefully further information such as their conductor. Then Theorem 1.2.1 becomes applicable and the question, to prove a square-root cancellation bound, becomes simply: is $K_2$ proportional to $K_1$, with a proportionality constant of modulus 1? We will illustrate this with the two examples above and more in Section 1.3 below.

**Remark 1.2.2.** We spoke of “weak forms” of the respective bounds because Theorem 1.2.1 will usually give an estimate of size $C\sqrt{p}$, where $C$ is not the best possible constant, whereas Hasse and Weil proved their respective estimates with $C = 2$ which is, in a certain sense, best possible (see below for more details).

### 1.3. Illustrations

We illustrate the remarks above by establishing using Theorem 1.2.1 a number of instances of the Riemann Hypothesis over finite fields, all of which are statements that have appeared in practice in important results of analytic number theory. To implement Theorem 1.2.1, we will make references to later parts of this book, and especially to Appendix A that lists known trace functions and their invariants. We expect that many basic applications of trace functions could arise in the future in similar manner.

#### 1.3.1. The Hasse bound.

Historically, one of the first example of the Riemann Hypothesis over finite fields was provided by Hasse’s theorem concerning the number of solutions $(x, y)$ in a finite field $k$ of a cubic equation

$$y^2 = x^3 + \alpha x + \beta$$

where $\alpha$ and $\beta$ are such that the polynomial $x^3 + \alpha x + \beta$ has no multiple roots. Precisely, Hasse proved that this number, say $N(\alpha, \beta)$, satisfies $N(\alpha, \beta) = p - a$ for some integer $a$ such that

$$|a| \leq 2\sqrt{|k|}.$$

It is the exponent 1/2 hidden in $\sqrt{|k|} = |k|^{1/2}$ which is the sign of the Riemann Hypothesis.

There are today a few different proofs of (1.2), some of which are quite elementary from the technical point of view. (For very specific choices of $\alpha$ and $\beta$, such as $\alpha = -1$, $\beta = 0$, some arguments go back to Gauss). We now show how to bring this bound in the framework of Theorem 1.2.1.
1.3.2. The Weil bound. The Weil bound for Kloosterman sums is probably the most important instance of the Riemann Hypothesis over finite fields, as far as analytic applications are concerned. For a prime $p$ and $a \in \mathbb{F}_p^\times$, we denote

$$Kl_2(a; p) = \frac{1}{\sqrt{p}} \sum_{x \in \mathbb{F}_p^\times} e\left(\frac{ax + \bar{x}}{p}\right),$$

where $\bar{x}$ denotes the inverse of $x$ modulo $p$. The precise statement of Weil’s result is

$$(1.3) \quad |Kl_2(a; p)| \leq 2$$

for all $a \in \mathbb{F}_p^\times$. Again, we now show how to prove a weaker bound using Theorem 1.2.1.

1.3.3. The Friedlander-Iwaniec sums. Among the more recent applications of the Riemann Hypothesis over finite fields, one of the most important concerns an exponential sum that first arose in the work of Friedlander and Iwaniec $[37]$ on the exponent of distribution of the ternary divisor function. Indeed, the estimate for this sum that was given by Birch and Bombieri is one of the key ingredients in the proof of the bounded gap property for primes by Y. Zhang $[82]$.

We consider the sum as it appeared in $[37]$, namely

$$FI(a, b; p) = \frac{1}{p^{3/2}} \sum_{x,y,z \in \mathbb{F}_p^\times} e\left(\frac{1}{p}(\ldots)\right)$$

where $p$ is a prime number and $(a, b) \in \mathbb{F}_p^\times \times \mathbb{F}_p^\times$. (In fact, this sum arises most naturally in a different manner, that we will describe at a later stage.)

Birch and Bombieri proved that there exists an absolute constant $C \geq 0$ such that

$$FI(a, b; p) \leq C$$

for all primes $p$ and all $a, b$ invertible modulo $p$. We now explain how to prove this.

1.3.4. The Pierce sums. In her work proving the first non-trivial bound for the 3-part of the class group of an imaginary quadratic field, L. Pierce $[69]$ had to estimate sums of the type

$$\Pi(a, b, c, d; p) = \frac{1}{p^{3/2}} \sum_{x,y,z} \left(\frac{4x^3 - a(z + b)^2}{p}\right) \left(\frac{4y^3 - az^2}{p}\right) e\left(\frac{cx - cy + dz}{p}\right),$$

where $p$ is a prime and $(a, b, c, d) \in \mathbb{F}_p^\times \times \mathbb{F}_p^3$ are parameters.

Again, the desired outcome is that these should be uniformly bounded, provided $b \neq 0$ or $(c, d) \neq (0, 0)$. This estimate was indeed given by N. Katz $[57]$: there exists an absolute constant $C \geq 0$ such that

$$\Pi(a, b, c, d; p) \leq C$$

for all primes $p \geq 3$, if $d \in \mathbb{F}_p^\times$.

We will see here that this sum can also be approached according to Theorem 1.2.1.

1.4. What comes next? In the next two chapters, we will establish a rigorous definition of the terms used in Theorem 1.2.1 We will then be able to show how it follows from another version of the Riemann Hypothesis involving the algebraic objects that properly underly the trace functions. Then we will show how a rich formalism leads to the construction of many trace functions (and of estimates for their conductors). Throughout, we attempt to illustrate the evolving formalism with concrete interpretations of the meaning of various
ideas and notions from algebraic geometry. In some cases, this can be done entirely rigorously, while in others one should see these interpretations as giving intuition and heuristic understanding only. As a typical example, we will see that the property that a trace function $K$ is geometrically irreducible can be interpreted as the statement that

$$\sum_{x \in F_p} |K(x)|^2$$

is close to $p$, and that it can often be deduced rigorously from this fact (in practice, it follows when the conductor of $K$ is sufficiently small compared with $p$).

**Notation**

- If $k$ is a finite field, we denote by $\overline{k}$ a fixed algebraic closure of $k$; for any integer $\nu \geq 1$, we further write $k_{\nu}$ for the unique extension of degree $\nu$ of $k$ contained in $\overline{k}$.
- For any field $K$, we denote by $\mathbf{P}^1(K)$ the set of points on the projective line over $K$, i.e., $\mathbf{P}^1(K) = K \cup \{\infty\}$.
- We denote by $|X|$ the cardinality of any set, with $|X| = \infty$ if $X$ is infinite.
- For any finite set $X$, we denote by $C(X)$ the space of complex-valued functions on $X$, and we usually view it as a Hilbert space with the inner product

$$\langle \varphi_1, \varphi_2 \rangle = \frac{1}{|X|} \sum_{x \in X} \varphi_1(x)\overline{\varphi_2(x)}$$

for $\varphi_1, \varphi_2 \in C(X)$.

**Conventions**

We attempt to keep the following notational conventions:

- ...
CHAPTER 2

Trace functions: definition and invariants

We will begin in this chapter by giving a rigorous definition of trace functions over finite fields, thus allowing us to also define their main invariants unambiguously. We then construct two of the most important classes of examples from scratch, to illustrate this definition. Most importantly, at the end of this chapter, the quasi-orthogonality form of the Riemann Hypothesis over finite fields that was presented in the previous chapter will have become a precise mathematical statement, where all terms are defined.

The definition also allows us to develop straightforwardly a basic formalism of trace functions (addition, multiplication, etc). This will be extended later to much deeper facts.

Readers who are unfamiliar with infinite Galois theory can omit the first two sections and continue with Section 2.5, where we summarize the qualitative features of trace functions that arise from the definitions. On the other hand, this summary should probably be skipped by those readers who have read until then.

2.1. Galois representations

Let \( k \) be a finite field of characteristic \( p \), and \( \bar{k} \) an algebraic closure of \( k \). We have then field extensions

\[
k \hookrightarrow \bar{k} \rightarrow \bar{k}(T) \rightarrow \bar{k(T)}
\]

as well as

\[
k \hookrightarrow k(T),
\]

where \( \bar{k(T)} \) denotes a separable closure of \( k(T) \).

We denote then

\[
(2.1) \quad \Pi_k = \text{Gal}(\bar{k(T)}/k(T))
\]

\[
(2.2) \quad \Pi^k = \text{Gal}(\bar{k(T)}/\bar{k(T)}).
\]

These Galois groups are complicated groups, and they carry a compact topology that will allow us to speak of continuity of maps from either of them to any topological space. By Galois theory, \( \Pi^k \) is a normal subgroup of \( \Pi_k \) and the quotient is isomorphic to \( \text{Gal}(\bar{k}/k) \).

For any \( x \in \bar{k} \), two subgroups of \( \Pi_k \) are defined which play a crucial role in defining trace functions: the decomposition group at \( x \) and the inertia group at \( x \). They are in fact only well-defined up to conjugacy, and they are best considered from the point of view of abstract algebra. However, we wish to give a description that is more “concrete” and will allow us to get basic understanding of their nature (see in particular the examples in the next sections).

To do this, we first recall that \( \bar{k(T)} \) is the union of finite Galois extensions \( L/k(T) \), and that an element \( \sigma \in \Pi_k \) is uniquely defined by its restrictions to each such extension \( L \). These are arbitrary collections \( (\sigma_L)_L \) of elements in \( \text{Gal}(L/k(T)) \), subject to an obvious compatibility condition when we consider \( L \subseteq L' \): the restriction to \( L \) of \( \sigma_{L'} \) must be \( \sigma_L \).
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We will first define “small” decomposition and inertia groups as subgroups of the Galois groups \( \text{Gal}(L/k(T)) \), and then combine them in a similar manner.

We first view elements of \( k(T) \) as functions on \( \mathbf{P}^1(\bar{k}) = \bar{k} \cup \{ \infty \} \) with values in \( \mathbf{P}^1(\bar{k}) \), using the usual interpretation of \( 1/\infty = 0 \) and \( 1/0 = \infty \).

Similarly, we can think of elements of \( \bar{k}(T) \) as algebraic “multi-valued” functions on \( \mathbf{P}^1(\bar{k}) \). In fact, any element \( Z \in \bar{k}(T) \) satisfies a (separable) polynomial equation
\[
z^d + a_{d-1}(T)z^{d-1} + \cdots + a_1(T)z + a_0(T) = 0
\]
for some \( d \geq 1 \), with \( a_i(T) \in k(T) \). If the degree \( d \) is chosen to be minimal, and \( x \in \mathbf{P}^1(\bar{k}) \) is not a pole of any coefficient \( a_i \), then one says that \( Z \) is defined at \( x \). One then defines the set of “values” of \( Z(x) \) as the set of roots of the polynomial equation
\[
z^d + a_{d-1}(x)z^{d-1} + \cdots + a_1(x)z + a_0(x) = 0
\]
in \( \bar{k} \).

Let \( L/k(T) \) be a finite Galois extension. By the primitive element theorem, there exists a single element \( Y \in L \) such that \( L = k(T)(Y) \). Given a fixed \( x \in \bar{k} \), we can always arrange to find \( Y \) which is defined at \( x \). Then \( L \), as a \( k(T) \)-vector space, has basis \( \{1, Y, \ldots, Y^{d-1}\} \) where \( d = [L : k(T)] \).

If we fix one of the values \( \alpha \) of \( Y \) at \( x \) (in the sense above), then we can define in a consistent manner a value \( Z_\alpha(x) \) of any \( Z \in L \) at \( x \) by
\[
Z_\alpha(x) = \sum_{i=0}^{d-1} f_i(x)\alpha^i
\]
for any
\[
Z = \sum_{i=0}^{d-1} f_iY^i \in L
\]
which is defined at \( x \).

We then put
\[
\bar{D}_{L,\alpha} = \{ \sigma \in \text{Gal}(L/k(T)) \mid \text{for all } Z \in L, \text{ we have } Z_\alpha(x) = 0 \text{ if and only if } (\sigma(Z))_\alpha(x) = 0 \}.
\]

It is a fact that \( \bar{D}_{L,\alpha} \subset G \) only depends on \( x \) up to conjugation. It contains a normal subgroup
\[
\bar{I}_{L,\alpha} = \{ \sigma \in \text{Gal}(L/k(T)) \mid \text{for all } Z \in L, \text{ we have } Z_\alpha(x) = (\sigma(Z))_\alpha(x) \},
\]
with
\[
\bar{D}_{L,\alpha}/\bar{I}_{L,\alpha} \simeq \text{Gal}(k(\alpha)/k)
\]
by the map of restriction of \( \sigma \in \bar{D}_{L,\alpha} \) to constant functions.

It is a non-obvious fact (which depends on the axiom of choice) that we can make consistent choices of \( \alpha \) for all finite Galois extensions \( L \) in such a way that the subgroup
\[
D_x = \{ \sigma \in \Pi_k \mid \sigma \mid L \in \bar{D}_{L,\alpha} \text{ for all } L/k(T) \}
\]
makes sense, with a normal subgroup
\[
I_x = \{ \sigma \in \Pi_k \mid \sigma \mid L \in \bar{I}_{L,\alpha} \text{ for all } L/k(T) \}
\]
such that
\[
D_x/I_x \simeq \text{Gal}(\bar{k}/k).
\]

**Lemma 2.1.1.** For any \( x \), the inertia group at \( x \) is a subgroup of \( \Pi_k^x \).
Note that, since $I_x$ is only well-defined up to conjugacy, this statement makes sense because $\Pi^x_k$ is normal in $\Pi_k$.

**Proof.** Taking constant functions $Z \in \bar{k} \subset k(T)$ and applying the definition, we see that any $\sigma \in I_x$ fixes $k$, hence fixes the field generated by $k(T)$ and $\bar{k}$, which is $\bar{k}(T)$. □

Recall that, for any $\nu \geq 1$, we denote by $k_{\nu}$ the unique extension of $k$ of degree $\nu$ contained in $\bar{k}$. Let $\nu \geq 1$ be an integer such that $x \in P^1(k_{\nu})$. Because of the above, there exist elements in $D_x/I_x$ mapping to the Frobenius automorphism $x \mapsto x^{\nu}$ in $\text{Gal}(\bar{k}/k_{\nu})$. Such an element is only well-defined up to conjugacy, however. We will denote by $\text{Fr}_{x,\nu}$ or $\text{Fr}_{x,|k|^\nu}$ any element in $D_x$ with class in $D_x/I_x$ conjugate to the inverse of this Frobenius automorphism. These will be called geometric Frobenius elements at $x$, relative to $\nu$ (or to $|k|^\nu$).

**Remark 2.1.2.** It is important to take the degree $\nu$ into account, since viewing $x$ as an element of $P^1(k_{\nu})$, for some $d \geq 1$, instead of $P^1(k_{\nu})$ has the effect of changing the Frobenius conjugacy classes, raising it to the $d$-th power.

We can now define trace functions in a very general context; these will be specialized later to the trace functions of interest to analytic number theory.

**Definition 2.1.3.** Let $k$ be a finite field, and $E$ an arbitrary field.

1. A Galois representation of $k$ over $E$ is a homomorphism $\varrho : \Pi_k \longrightarrow \text{GL}(V)$, where $V$ is a finite-dimensional $E$-vector space. The dimension of $V$ is called the rank of $\varrho$.

2. Let $\nu \geq 1$ be an integer. The $\nu$-th trace function of $\varrho$, or trace function if $\nu = 1$, is the function

$$t_\varrho(x; \nu)$$

defined by

$$t_\varrho(x; \nu) = \text{Tr}(\varrho(\text{Fr}_{x,\nu}) | V^{I_x}),$$

where $V^{I_x}$ denotes the subspace in $V$ of vectors invariant under the action of $I_x$.

**Remark 2.1.4.** This function is well-defined, because the ambiguity in the definition of $\text{Fr}_{x,\nu}$ does not change the value of the trace: first, the trace is invariant under conjugation, and second, although the Frobenius conjugacy class is only well-defined in $D_x/I_x$, the action on $V^{I_x}$ does not depend on the representative in $D_x$ of such elements. In other words, we have the following elementary lemma:

**Lemma 2.1.5.** Let $G$ be a group, $D$ a subgroup of $G$ and $I$ a normal subgroup of $D$. Let

$$\varrho : G \longrightarrow \text{GL}(V)$$

be any representation of $G$.

1. The subspace $w = V^I$ of $I$-invariants in $V$ is stable under the action of $D$.

2. Let $\sigma_0 \in D/I$ be given. Then for any $\sigma \in D$ mapping to $\sigma_0$ modulo $I$, the trace of $\sigma$ on $w$ is the same.

3. Moreover, for any $g \in G$, the trace in (2) is the same when replacing $D$ by $gDg^{-1}$ and $I$ by $gIg^{-1}$. 
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Proof. (1) Let $\sigma \in D$ be given, and $w \in W$. Then for any $\tau \in I$, we get
\[
\tau(\sigma w) = \sigma(\tau^{-1} \sigma w) = \sigma w
\]
(since $\tau^{-1} \sigma \in I$ by assumption) so that $\sigma w \in W$.

(2) Given $\sigma \in D$ mapping to $\sigma_0 \in I$, any other element $\sigma'$ with the same property satisfies $\sigma' = \sigma i$ for some $i \in I$; then for any $w \in W$, we have $\sigma'(w) = \sigma(i(w)) = \sigma(w)$ since $w \in V^I$. Hence $\sigma'$ induces the same linear map on $W$ as $\sigma$ does, which certainly implies that they have the same traces.

(3) If we replace $D$ and $I$ by their respective conjugates $gDd^{-1}$ and $gIg^{-1}$, we replace $V^I$ by $gV^I$ (as a simple computation shows) and $\sigma$ by $g\sigma g^{-1}$, and we leave to the reader to check that the trace of $g\sigma g^{-1}$ on $gV^I$ is the same as the trace of $\sigma$ on $V^I$. □

In practice, the Galois representations of use for us have the property that $I_x$ acts trivially on $V$ for all but finitely many $x$. Any such $x$ is called unramified. Precisely:

Definition 2.1.6. Let $k$ be a finite field and $E$ an arbitrary field. Let
\[
\varrho : \Pi_k \longrightarrow \text{GL}(V),
\]
be a Galois representation of $k$ over $E$. For $x \in \mathbf{P}^1(\overline{k})$, we say that $\varrho$ is unramified at $x$, or lisse at $x$, if $I_x$ acts trivially on $\varrho$, i.e.,
\[
\varrho(\sigma)v = v
\]
for $\sigma \in I_x$ and $v \in V$.

The set of points which are ramified is called the set of singularities of $\varrho$, and is denoted $\text{Sing}(\varrho)$.

2.2. Representations of weight 0

The trace functions that occur in this book are of a special type. They are complex-valued, and the eigenvalues of Frobenius are highly restricted. However, we do not simply take Galois representations corresponding to $E = \mathbb{C}$, because the continuity restriction would be too stringent, and exclude too many examples. Instead, we assume that we can “transfer” a representation corresponding to a different field to $\mathbb{C}$:

Definition 2.2.1 (Analytic representation). Let $k$ be a finite field, and let $V$ be a finite-dimensional complex vector space. A homomorphism
\[
\varrho : \Pi_k \longrightarrow \text{GL}(V)
\]
is an analytic Galois representation on $V$ if there exists a topological field $E$, an embedding $\iota : E \hookrightarrow \mathbb{C}$ and a continuous Galois representation
\[
\tilde{\varrho} : \Pi_k \longrightarrow \text{GL}_{\dim(V)}(E)
\]
of $k$ over $E$, such that
\[
\varrho(\sigma) = \iota(\tilde{\varrho}(\sigma))
\]
for all $\sigma \in \Pi_k$. We then say that $\tilde{\varrho}$ is associated to $\varrho$.

If $\varrho$ is an analytic Galois representation as above, we get immediately the relation
\[
t_{\varrho}(x; \nu) = \iota(t_{\tilde{\varrho}}(x; \nu))
\]
for any $\nu \geq 1$ and $x \in k_{\nu}$. Moreover, because unramified points are defined algebraically, $\varrho$ is unramified at $x$ if and only if $\tilde{\varrho}$ is.

Now we recall an important definition:
**Definition 2.2.2 (Weil numbers).** Let \( w \in \mathbb{R} \) be a real number and \( q \) a power of a prime. Let \( E \) be a field. An element \( \alpha \in E \) is a \( q \)-Weil number of weight \( w \) if
\[
|\sigma(\alpha)| = q^{w/2}
\]
for any embedding \( \sigma : E \to \mathbb{C} \). If \( w = 0 \), we say that \( \alpha \) is a Weil number of weight 0.

**Example 2.2.3.** (1) Roots of unity (in any field of characteristic zero) are Weil numbers of weight 0.

(2) Gauss sums of non-trivial characters of \( \mathbb{F}_q^* \) are \( q \)-Weil numbers of weight 1 in \( \mathbb{C} \).

(3) If \( \alpha \) is a \( q \)-Weil number of weight \( w \), then \( \bar{\alpha} \) is also one, and \( 1/\alpha \) is a \( q \)-Weil number of weight \( -w \). In particular, if \( \alpha \) is of weight 0 then \( \bar{\alpha} = 1/\alpha \) is also of weight 0.

(4) If \( \alpha \) (resp. \( \beta \)) is a \( q \)-Weil number of weight \( w \) (resp. \( w' \)), then \( \alpha \beta \) is a \( q \)-Weil number of weight \( w + w' \).

**Exercise 2.2.4.** (1) Show that any \( \alpha \in E \) is a \( q \)-Weil number of any weight if the characteristic of \( E \) is positive.

(2) If \( E \) has characteristic zero, prove that any \( q \)-Weil number of any weight is algebraic over \( \mathbb{Q} \).

(3) Prove that if \( \alpha \in \mathbb{C} \) is both an algebraic integer and a Weil number of weight 0, then \( \alpha \) is a root of unity.

(4) Let \( \alpha \in E \). Show that if \( \alpha^\nu \) is a Weil number of weight 0 for some integer \( \nu \geq 1 \), then \( \alpha \) is a Weil number of weight 0.

We then have the second definition:

**Definition 2.2.5 (Weight \( w \) representation).** Let \( k \) be a finite field and \( E \) an arbitrary field. Let \( w \in \mathbb{R} \) be given. A Galois representation
\[
\varrho : \Pi_k \to GL(W)
\]
of \( k \) over \( E \) is of weight \( w \) if and only if, for all \( \nu \geq 1 \) and \( x \in \mathbb{P}^1(k_\nu) \), if \( \varrho \) is unramified at \( x \), the eigenvalues of \( \varrho(\text{Fr}_x|k_\nu) \) are \( |k|\nu \)-Weil numbers of weight \( w \).

In particular, the definition implies that for any weight 0 representation over \( k \) and any \( x \in k_\nu \) which is unramified, we have
\[
|\ell_{\varrho}(x)| \leq \dim(V),
\]
where \( \ell_{\varrho} \) is the sum of \( \dim(V) \) eigenvalues, each of which is of modulus 1.

We finally combine these two definitions to obtain the set of representations of most interest to us:

**Definition 2.2.6 (\( \ell \)-adic representations; trace functions).** Let \( k \) be a finite field of characteristic \( p \). Let \( \ell \neq p \) be a prime number.

(1) An \( \ell \)-adic representation \( \varrho \) of \( k \) on a finite-dimensional complex vector space \( V \) is an analytic Galois representation
\[
\varrho : \Pi_k \to GL(V)
\]
of weight 0 associated to a representation
\[
\tilde{\varrho} : \Pi_k \to GL(W)
\]
where \( W \) is a finite-dimensional \( \mathbb{Q}_\ell \)-vector space, such that the set \( \text{Sing}(\varrho) \) is finite.

(2) A trace function of \( k \) is any function
\[
K : k \to \mathbb{C}
\]
such that $K = t_\varrho$ for some $\ell$-adic representation $\varrho$ of $k$. We say that $\varrho$ is associated to $K$, and similarly that any representation (2.3) is associated to $K$.

The representation $\varrho$ associated to a trace function is not unique, as we will soon see. However, there is usually a “best” possible representation, defined as the “least complicated” one. In order to define this, we need a basic invariant measuring the complexity of an $\ell$-adic representation. We already have at hand two basic numerical invariants that, intuitively, are related to the complexity of $\varrho$: its rank, and the number of singular points. However, their combination does not suffice to get a good theory of trace functions (see ....). The missing ingredient is however quite delicate.

**Definition 2.2.7 (Swan conductor).** Let $k$ be a finite field, $\ell$ a prime different from the characteristic of $k$ and $\varrho : \Pi_k \to \text{GL}(W)$ a continuous representation, where $W$ is a finite-dimensional $\overline{\mathbb{Q}}_\ell$-vector space.

The Swan conductor of $\varrho$ at $x \in \mathbb{P}^1(k)$ is denoted $\text{Swan}_x(\varrho)$. Similarly, if $\pi$ is an analytic Galois representation associated to $\varrho$, we denote $\text{Swan}_x(\pi) = \text{Swan}_x(\varrho)$, which does not depend on the choice of $\varrho$. This is a non-negative integer, which is zero if $\varrho$ or $\pi$ is unramified at $x$.

We will give a precise definition in Appendix A for completeness, and we will see how some basic formalism allows one to handle these invariants in Section 3.1. For the moment it is merely a name.

It turns out then that the following invariant encapsulates the complexity of the trace functions, in all applications that we know.

**Definition 2.2.8 (Conductor).** Let $k$ be a finite field.

1. The conductor of an $\ell$-adic representation $\varrho$ is
   
   $$c(\varrho) = \text{rank}(\varrho) + |\text{Sing}(\varrho)| + \sum_{x \in \text{Sing}(\varrho)} \text{Swan}_x(\varrho).$$

2. The conductor of a trace function $K : k \to \mathbb{C}$ is
   
   $$c(K) = \min\{c(\varrho) \mid K = t_\varrho\},$$

   where $\varrho$ runs over $\ell$-adic representations with trace function $K$.

If $\varrho$ satisfies $t_\varrho = K$ and $c(\varrho) = c(K)$, then we say that $\varrho$ is a minimal representation associated to $K$.

Note that $c(\varrho) \geq 0$ is an integer. It satisfies $c(\varrho) \geq 1$ unless $\varrho$ is the zero representation.

This completes the basic definitions of the objects we want to handle. All this looks very formal, and the precise combination of conditions seems (maybe) arbitrary. There are some hidden, rather deep, properties which depend on the precise combination and which we will use very frequently.

**Theorem 2.2.9 (Deligne).** (1) Let $k$ be a finite field and let $\varrho : \Pi_k \to \text{GL}(V)$ be a continuous representation of $k$ where $V$ is a finite $\mathbb{Q}_\ell$-vector space. Suppose there exists a finite set $X \subset \mathbb{P}^1(k)$ such that $\varrho$ is of weight 0 outside $X$, i.e., for all $\nu \geq 1$ and $x \in \mathbb{P}^1(k_\nu)$ such that $x \notin X$ and $\varrho$ is unramified at $x$, the eigenvalues of $\varrho(Fr_{x,k_\nu})$ are Weil numbers of weight 0. Then $\varrho$ is of weight 0.

(2) Let $k$ be a finite field and let $\varrho : \Pi_k \to \text{GL}(V)$ be an $\ell$-adic representation. For any $\nu \geq 1$ and any $x \in \mathbb{P}^1(k_\nu)$, we have

$$|t_\varrho(x; \nu)| \leq \text{rank}(\varrho).$$
The meaning of the first part is that one need only check the weight 0 condition, in our definition of an \( \ell \)-adic representation, for all but finitely many \( x \). The bound in the second part is obvious for \( x \) unramified since \( t_{\rho}(x; \nu) \) is the trace of a matrix with all eigenvalues 1 by definition of weight 0, and the deep part is that the estimate extends to ramified \( x \).

**Proof.** The first part is \([15]\) and the second is \([15]\) (see also \([51]\)). \( \square \)

2.3. The Kummer representations

We provide in this section the construction of the \( \ell \)-adic representations corresponding to trace functions of the type

\[ K(x) = \chi(f(x)) \]

where \( \chi \) is a multiplicative character of \( k^\times \) and \( f \in k(T) \) is a rational function.

More precisely, we prove:

**Theorem 2.3.1.** Let \( k \) be a finite field of characteristic \( p \) and let \( \chi \) be a non-trivial multiplicative character of \( k^\times \) and \( f \in k(T) \) a non-zero rational function.

There exists a representation

\[ \mathcal{L}_{\chi(f)} : \Pi_k \longrightarrow C^\times \]

such that:

1. It is unramified at all \( x \) which is not a zero or a pole of \( f \);
2. For each \( x \) which is a zero or a pole of \( f \) of order not divisible by \( d \), the representation \( \mathcal{L}_{\chi(f)} \) is ramified at \( x \); its Swan conductor at \( x \) is 0. In particular, \( \mathcal{L}_{\chi(f)} \) is everywhere tame.
3. For all \( x \in k \) not a zero or pole of \( f \), we have
   \[ t_{\mathcal{L}_{\chi(f)}}(x) = \chi(f(x)) \]
   while for a zero or a pole of \( f \), we have
   \[ t_{\mathcal{L}_{\chi(f)}}(x) = 0. \]

**Definition 2.3.2 (Kummer representations).** Let \( k \) be a finite field of characteristic \( p \) and let \( \chi \) be a non-trivial multiplicative character of \( k^\times \) and \( f \in k(T) \) a rational function. The representation \( \mathcal{L}_{\chi(f)} \) is called the *Kummer representation* associated to \( f \) and \( \chi \).

**Proof.** Let \( d \geq 2 \) be the order of \( \chi \). Thus \( d \mid |k| - 1 \), and in particular \( k \) contains all \( d \)-th roots of unity of \( \bar{k} \). We consider the equation

\[ X^d = f(T) \]

with unknown \( X \in \bar{k}(T) \). Let \( Y \) be a fixed solution in \( \bar{k}(T) \), and let \( L = k(T)(Y) \). Under the assumption on \( f \), this is an extension of \( k(T) \) of degree \( d \).

We first claim that \( L \) is a Galois extension of \( k(T) \), and that if \( G \) denotes the Galois group of \( L \) over \( k(T) \), the map

\[ \kappa \begin{cases} G \rightarrow \mu_d \\ \sigma \mapsto \sigma(Y) \end{cases} \]

is an isomorphism, where \( \mu_d \) is the group of \( d \)-roots of unity in \( k \) (we observed above that these roots of unity all lie in \( k \)).

Indeed, that \( L \) is a Galois extension follows from the fact that \( d \mid |k| - 1 \) is coprime to \( p \), so that \( L/k(T) \) is separable, and that any two solutions \( Y_1 \) and \( Y_2 \) are non-zero and
are related by \((Y_1/Y_2)^d = 1\), so that \(Y_1 = \xi Y_2\) for some \(d\)-th root of unity \(\xi \in k\). Thus, all solutions belong to \(L\) since one of them does.

This observation also shows that \(\kappa(\sigma) = \sigma(Y)/Y\) is an element of \(\mu_d\) for any \(\sigma \in G\), and therefore \(\kappa\) is set-theoretically well-defined. It is furthermore a group-homomorphism since

\[
\kappa(\sigma \tau) = \frac{\sigma \tau(Y)}{Y} = \frac{\sigma(\tau(Y))}{Y} \frac{\sigma(Y)}{Y} = \kappa(\sigma) \kappa(\tau)
\]

for \(\sigma\) and \(\tau\) in \(G\), since \(\tau(Y)/Y\), being in \(\mu_d \subset k\), satisfies \(\sigma(\tau(Y)/Y) = \tau(Y)/Y\).

Since \(Y\) generates \(L\) over \(k\), and since \(\kappa(\sigma) = 1\) if and only if \(\sigma(Y) = Y\), we see that \(\kappa\) is injective. Since \(|G| = d = |\mu_d|\), it follows that \(\kappa\) is an isomorphism.

Because \(\chi\) is of order \(d\), hence also \(\chi^{-1}\), there exists a homomorphism

\[
\tilde{\chi} : \mu_d \longrightarrow \mathbb{C}^\times
\]

such that for all \(x \in k^\times\) we have

\[
\chi(x^{-1}) = \tilde{\chi}(x^{(|k|^{-1})/d}).
\]

Now we can consider the composition

\[
\varrho : \Pi_k \longrightarrow G \xrightarrow{\kappa} \mu_d \xrightarrow{\tilde{\chi}} \mathbb{C}^\times,
\]

and we claim that it has the desired properties.

The first map is defined, surjective and continuous by Galois theory; with \(G\) and \(\mu_d\) given the discrete topology, and \(\mathbb{C}^\times\) the usual complex topology, it follows that \(\varrho\) is continuous. We denote it \(\varrho\).

We next compute the decomposition groups and inertia groups at \(x \in \bar{k}\), or rather their images \(\bar{D}_x\) and \(\bar{I}_x\) in \(G\). For simplicity, we first assume that \(x \in k\) and is not a pole of \(f\).

As a \(k(T)\)-vector space, the field \(L\) admits \((1, Y, \ldots, Y^{d-1})\) as a basis. Therefore any element \(Z \in L\) can be written

\[
Z = f_0 + f_1 Y + \cdots + f_{d-1} Y^{d-1}
\]

for some unique \(f_i \in k(T)\). We fix an element \(\alpha\) in \(\bar{k}\) such that \(\alpha^d = f(x)\). We view \(\alpha\) as being \(Y(x)\), and this allows us to speak consistently of \(Z(x)\) for any \(Z \in L\), namely

\[
Z(x) = f_0(x) + \alpha f_1(x) + \cdots + \alpha^{d-1} f_{d-1}(x),
\]

whenever \(x\) is not a pole of any \(f_i\). Let \(\sigma \in G\) and \(\gamma = \kappa(\sigma)\). Then

\[
\sigma Z = f_0 + \gamma f_1 Y + \cdots + \gamma^{d-1} f_{d-1} Y^{d-1},
\]

takes value

\[
(\sigma Z)(x) = f_0 + \gamma \alpha f_1(x) + \cdots + \gamma^{d-1} \alpha^{d-1} f_{d-1}(x),
\]
at \(x\).

We then distinguish a few cases:

1. If \(f(x) = 0\), so that \(\alpha = 0\), we have then \(Z(x) = (\sigma Z)(x) = f_0(x)\) for all \(\sigma\) and all \(Z\), and therefore \(\bar{D}_x = \bar{I}_x = G\). In particular, \(\varrho\) is ramified at zeros of \(f\).

2. If the extension \(k(\alpha)/k\) has degree \(d\), then \((1, \alpha, \ldots, \alpha^{d-1})\) are \(k\)-linearly independent, and hence \(Z(x) = 0\) if and only if \(f_i(x) = 0\) for all \(x\), in which case \((\sigma Z)(x) = 0\).
independently of \( \sigma \). Thus, in that case, \( D_x = G \). But since \( \alpha \not= 0 \), simply taking \( Z = Y \) we get \( (\sigma Z)(x) = \gamma Z(x) \) and therefore \( \sigma \in I_x \) if and only if \( \gamma = 1 \), i.e., if and only if \( \sigma = 1 \). Thus \( I_x \) is trivial. In particular, \( q \) is unramified at \( x \).

In general...

Now we compute the Frobenius elements corresponding to \( x \in k \). If \( x \) is a zero or pole of \( f \), then any element is a Frobenius automorphism (since \( D_x = I_x \)), while the invariants in \( C \) of the image of \( q \) (namely of the image of \( \chi \)) is 0 because \( \chi \) is non-trivial so that

\[ t_q(x) = 0 \]

in that case.

If \( [k(\alpha) : k] = d \), then \( D_x = G \) and \( \sigma \in G \) is a Frobenius element if and only if \( \sigma^{-1} \)

acts on values of \( Z \in L \) by \( y \mapsto y^{|k|} \). Since \( Y \) generates \( L \) as a field, this implies that

\[ (\sigma^{-1}Y)(x) = Y(x)^{|k|} = \alpha^{|k|}, \]

which by comparison with \( \sigma^{-1}(Y) = \kappa(\sigma)^{-1}Y \), means that

\[ \kappa(\sigma)^{-1} = \alpha^{|k|-1}. \]

Since \( I_x = 1 \), we then have by definition

\[ t_q(x) = \tilde{\chi}(\kappa(\sigma)) = \tilde{\chi}(\alpha^{-|k|}) = \tilde{\chi}((\alpha^{d}(1-|k|)/d) = \tilde{\chi}(f(x)^{(1-|k|)/d}) = \chi(f(x)) \]

(see (2.4) and (2.5)).

**Remark 2.3.3.** Note that it is quite possible for \( L_{\chi(f)} \) to be unramified at a zero or pole of \( f \). Indeed, this is the case when the order of the pole (or zero) is divisible by \( d \). As an example, if \( \chi \) is non-trivial and of order 2, the singularities of \( L_{\chi(f)} \) are those \( x \in \mathbb{P}^1(k) \) such that \( x \) is a simple zero or pole of \( f \).

### 2.4. The Artin-Schreier representations

We provide in this section, similarly to the previous one, the construction of the \( \ell \)-adic representations corresponding to trace functions of the type

\[ K(x) = \psi(f(x)) \]

where \( f \in k(T) \) is a rational function and \( \psi \) is a non-trivial additive character of \( k \).

More precisely, we prove:

**Theorem 2.4.1.** Let \( k \) be a finite field of characteristic \( p \), \( \psi \) a non-trivial additive character of \( k \) and let \( f \in k(T) \) be a rational function. There exists a representation

\[ L_{\psi(f)} : \Pi_k \rightarrow C^\times \]

such that:

1. It is unramified at all \( x \) which is not a pole of \( f \);
2. If \( x \) is a pole of order \( d \geq 1 \) and \( d < p \), then the Swan conductor of \( L_{\psi(f)} \) at \( x \) is equal to \( d \);
3. For all \( x \in k \) not a pole of \( f \), we have

\[ t_{L_{\psi(f)}}(x) = \psi(f(x)) \]

while for a pole of \( f \) of order \( < p \), we have

\[ t_{L_{\psi(f)}}(x) = 0 \]

**Definition 2.4.2** (Artin-Schreier representation). Let \( k \) be a finite field of characteristic \( p \) and let \( f \in k(T) \) be rational function. The representation \( L_{\psi(f)} \) is called the **Artin-Schreier representation** associated to \( f \) (with respect to \( \psi \)).
Proof. The argument is similar to the previous section. For simplicity we only consider the case of the prime field, so that $k = \mathbb{F}_p$. We consider this time the equation

$$X^p - X = -f(T)$$

with unknown $X \in \overline{k(T)}$. Let $Y$ be a fixed solution in $\overline{k(T)}$, and let $L = k(T)(Y)$. Under the assumption on $f$, this is an extension of $k(T)$ of degree $p$.

We first claim that $L$ is a Galois extension of $k(T)$, and that if $G$ denotes the Galois group of $L$ over $k(T)$, the map

$$A \begin{cases} G \longrightarrow k \\ \sigma \mapsto \sigma(Y) - Y \end{cases}$$

is an isomorphism (where $k = \mathbb{F}_p$ is viewed as an abelian group under addition).

Indeed, that $L$ is a Galois extension follows from the fact that $L$ is separable (the derivative of the polynomial $X^p - X \in k(T)[X]$ is $-1$ which is invertible) and moreover from the fact that any two solutions $Y_1$ and $Y_2$ satisfy $(Y_1 - Y_2)^p = Y_1 - Y_2$ and therefore $Y_1 - Y_2$ is a constant in $k$. Thus, all solutions belong to $L$ since one of them does.

For the same reason, $A(\sigma) = \sigma(Y) - Y$ is an element of $k$ for any $\sigma \in G$, and therefore $A$ is set-theoretically well-defined. It is furthermore a group-homomorphism since

$$A(\sigma \tau) = A(\sigma) + A(\tau)$$

for $\sigma$ and $\tau$ in $G$, since $\tau(Y) - Y$ being in $k$ implies that $A(\tau(Y) - Y) = \tau(Y) - Y$.

Since $Y$ generates $L$ over $k(T)$, and since $A(\sigma) = 0$ if and only if $\sigma(Y) = Y$, we see that $A$ is injective. Since $|G| = p = |k|$, it follows that $A$ is an isomorphism.

Now we can define the composition

$$\varrho : \Pi_k \longrightarrow G \xrightarrow{A} k \xrightarrow{\psi} \mathbb{C}^\times.$$ 

The first map is defined, surjective and continuous by Galois theory; with $G$ and $k$ given the discrete topology, the composition is continuous. We will see that $\varrho$ satisfies the properties claimed for $\mathcal{L}_{\psi(f)}$.

We begin by computing images $\bar{D}_x$ and $\bar{I}_x$ in $G$ of the decomposition groups and inertia groups, for simplicity only at $x \in k$. We also assume that $x$ is not a pole of $f$.

As a $k(T)$-vector space, the field $L$ admits $(1, Y, \ldots, Y^{p-1})$ as a basis. Therefore any element $Z \in L$ can be written

$$Z = f_0 + f_1 Y + \cdots + f_{p-1} Y^{p-1}$$

for some unique $f_i \in k(T)$. We fix an element $\alpha$ in $\bar{k}$ such that $\alpha^p - \alpha = -f(x)$. We view $\alpha$ as being $Y(x)$, and this allows us to speak consistently of $Z(x)$ for any $Z \in L$, namely

$$Z(x) = f_0(x) + \alpha f_1(x) + \cdots + \alpha^{p-1} f_{p-1}(x),$$

whenever $x$ is not a pole of any $f_i$. Let $\sigma \in G$ and $\gamma = A(\sigma) \in k$. Then

$$\sigma Z = f_0 + f_1 (Y + \gamma) + \cdots + f_{p-1} (Y + \gamma)^{d-1},$$

takes value

$$(\sigma Z)(x) = f_0 + (\gamma + \alpha) f_1(x) + \cdots + (\gamma + \alpha)^{p-1} f_{p-1}(x),$$

at $x$.

We distinguish two cases:
(1) If \( f(x) = 0 \), then we can take \( \alpha = 0 \); taking \( Z = Y \), we find that \( Y(x) = \alpha = 0 \), but \( (\sigma Z)(x) = Y + \gamma \), and therefore \( \sigma \in \bar{D}_x \) if and only if \( \gamma = 0 \). In other words, we have \( \bar{D}_x = 1 \), and also \( I_x = 1 \) as a consequence. Thus \( x \) is unramified.

(2) If the extension \( k(\alpha)/k \) has degree \( p \), then \( 1, \alpha, \ldots, \alpha^{p-1} \) are \( k \)-linearly independent, and hence \( Z(x) = 0 \) if and only if \( f_i(x) = 0 \) for all \( x \), in which case \( (\sigma Z)(x) = 0 \) independently of \( \sigma \). Thus, in that case, \( \bar{D}_x = G \). But since \( \alpha \neq 0 \), simply taking \( Z = Y \) we get \( (\sigma Z)(x) = Z(x) + \gamma \) and therefore \( \sigma \in I_x \) if and only if \( \gamma = 0 \), i.e., if and only if \( \sigma = 1 \). Thus \( I_x \) is trivial, \( g \) is unramified at \( x \).

(3) In general...[TODO]

Finally, we compute the Frobenius elements corresponding to \( x \in k \). If \( f(x) = 0 \) then it is trivial, and hence
\[
t_{\wp}(x) = \psi(A(1)) = 1 = \psi(f(x))
\]
in that case.

If \( [k(\alpha) : k] = p \), then \( \bar{D}_x = G \) and \( \sigma \in G \) is a Frobenius element if and only if \( \sigma^{-1} \)
acts on values of \( Z \in L \) by \( y \mapsto y^{[k]} \). Since \( Y \) generates \( L \) as a field, this means that
\[
(\sigma^{-1}Y)(x) = Y(x)^{[k]},
\]
which by comparison with \( \sigma^{-1}(Y) - Y = -A(\sigma) \), implies that
\[
Y(x)^{[k]} - Y(x) = -A(\sigma)
\]
and hence that \( A(\sigma) = -\alpha^{[k]} + \alpha = f(x) \). Thus, by definition
\[
t_{\wp}(x) = \psi(A(\sigma)) = \psi(f(x)).
\]
\[
\square
\]

**Remark 2.4.3.** As in the case of Kummer representations, it may be that \( \mathcal{L}_{\psi(f)} \) is unramified at some pole of \( f \): the simplest case is when \( k = \mathbb{F}_p \) and \( f = X^p - X \).

### 2.5. A summary

We recall that the goal of this section is simply to summarize, in the simplest possible terms, some basic qualitative features of trace functions that arise from the previous discussion.

#### 2.6. Analogies and alternate approaches

The setting of Galois representaitons that we have used is not the only way to define trace functions. In fact, a more geometric point of view, that of \( \ell \)-adic sheaves, is often more convenient, because it generalizes to higher-dimensional situations in a way that is much more flexible. We will see the usefulness of this in discussing the Fourier transform and other linear transformations on spaces of trace functions. For the moment, we simply make the following definition:

**Definition 2.6.1** (Middle-extension sheaves). Let \( k \) be a finite field, \( \ell \) a prime distinct from the characteristic of \( k \). An \( \ell \)-adic middle-extension sheaf \( \mathcal{F} \) on \( k \) is an \( \ell \)-adic representation of \( k \).

The need for this definition, and the name, may seem obscure, but it is useful, if only to make our statements compatible with those in the literature (e.g., in the works of Katz).

In particular, we can speak of the trace function of an \( \ell \)-adic middle-extension sheaf. We will often just say “let \( \mathcal{F} \) be a middle-extension sheaf”; then any occurrence of \( \ell \) refers, if not specified otherwise, to the corresponding \( \ell \)-adic field.
CHAPTER 3

Formalism of trace functions

The power of the theory of trace functions relies on the fact that they satisfy a very flexible and general formalism. In this chapter, we present the basic cases of this formalism: we show that many basic operations, when applied to trace functions, lead to other trace functions. Furthermore (and this is essential), the conductor remains under control when performing these operations. In fact, the formalism operates primarily at the level of the Galois representations, and this is important in many contexts. Then, the fact that representations with a given conductor $c$ are transformed into representations with conductor bounded by a function of $c$ only is viewed as a form of “continuity” of these operations.

The first section “explains” in some more detail how to compute the Swan conductor at $x$ of a representation, following [51]. Although this is not a full definition, we will see here and in Chapter [4] that the given description is sufficient to (at least) estimate the Swan conductor in many settings. The next few sections present basic formalism from representation theory, using [59] as a standard reference for some facts that we do not prove here.

Some readers may wish to skip these first sections, until Section [3.5] or even might prefer in a first reading to first look at Chapter [4] to see the Riemann Hypothesis in action, before coming back to learn the formalism.

In Chapter [5] we will consider much deeper constructions, including the very important existence of the Fourier transform for Galois representations.

This chapter uses mostly the language of representation theory. After this, however, we will switch for the most part to speaking in sheaf-theoretic terms.

3.1. Swan conductor

Let $x$ be any point of $\mathbf{P}^1(\bar{k})$. The Swan conductor at $x$ of an $\ell$-adic representation of $k$ is computed using a certain filtration $(I(t))_{t \geq 0}$ of the inertia group $I = I_x$. This filtration has the following properties:

$$I(0) = I, \quad I(s) \subseteq I(t) \text{ if } t \geq s,$$

$$\bigcap_{t > 0} I(t) = 1, \quad \bigcup_{s > t} I(s) = I(t) \text{ if } t > 0.$$ (3.1)

Associated to this filtration, one can define (see [51 Chapter 1]), for any continuous representation $\rho : I \rightarrow \text{GL}(V)$ of $I_x$, where $V$ is a finite-dimensional $\ell$-adic vector space, a canonical decomposition

$$V = \bigoplus_{t \geq 0} V(t)$$

which satisfies

$$V(s)^{I(s)} = 0 \text{ for } s > 0 \text{ and hence } V(s)^{I(t)} = 0 \text{ if } 0 < t \leq s$$ (3.1)

$$V(s)^{I(t)} = V(s) \text{ if } t > s \geq 0$$ (3.2)
(note how \( t = 0 \) plays a special role). Even if \( \rho \) does not extend to a representation of the whole group \( \Pi_k \), we will speak of \( \rho \) being unramified (meaning \( V^I = V \)) or tamely ramified (meaning that the Swan conductor vanishes).

Now we have (see [51, Def. 1.6]):

**FACT.** *In these terms, the Swan conductor is given by*

\[
\text{Swan}_x(\rho) = \sum_{t \geq 0} t \dim V(t).
\]

The sum over \( t \) is finite, as there are only finitely many \( t \geq 0 \) such that \( V(t) \neq 0 \). These are called the breaks of \( \rho \) at \( x \).

**Example 3.1.1.** From the formula, it follows that \( \rho \) is unramified or tamely ramified at \( x \), i.e, \( \text{Swan}_x(\rho) = 0 \), if and only if \( V(t) = 0 \) for \( t > 0 \). Note that, in general, \( V(0) \) is not the same as \( V^I(0) = V^I \).

In analytic applications, we are most interested in estimating from above the Swan conductor. The following lemma often reduces the problem to a simpler invariant.

**Lemma 3.1.2.** Let \( \rho \) be a continuous representation of \( I \) acting on \( V \) as above. Assume \( V \neq 0 \), and let

\[
\lambda_x(\rho) = \max\{t \geq 0 \mid V(t) \neq 0\}.
\]

1. We have

\[
\lambda_x(\rho) \leq \text{Swan}_x(\rho) \leq \text{rank}(\rho) \lambda_x(\rho).
\]

2. For any \( t \geq 0 \), we have \( t > \lambda_x(\rho) \) if and only if \( t > 0 \) and \( I(t) \) acts trivially on \( V \).

**Proof.** (1) Let \( \lambda = \lambda_x(\rho) \). Since \( \dim V(\lambda) \geq 1 \), and all terms in \((3.3)\) are non-negative, we get

\[
\lambda \leq \lambda \dim V(\lambda) \leq \text{Swan}_x(\rho),
\]

and the second estimate is also clear.

(2) First, \( t > \lambda_x(\rho) \) implies that \( t > 0 \). Moreover, by definition, \( t > \lambda_x(\rho) \) if and only if all \( V(s) \), for \( s \geq t \), are zero. Hence \( t > \lambda_x(\rho) \) if and only if

\[
V = \bigoplus_{s < t} V(s).
\]

We now show that this last condition, for \( t > 0 \), is equivalent with \( V^{I(t)} = V \). Indeed, assuming it first, we get

\[
V^{I(t)} = \bigoplus_{s < t} V^{I(t)}(s) = \bigoplus_{s < t} V(s) = V
\]

by \((3.2)\). Conversely, if \( V^{I(t)} = V \) and \( t > 0 \), then we get

\[
V = \left( \bigoplus_{s \geq 0} V(s) \right)^{I(t)} = \bigoplus_{s \geq 0} V^{I(t)}(s) = \bigoplus_{s < t} V^{I(t)}(s) = \bigoplus_{s < t} V(s)
\]

by \((3.1)\) and \((3.2)\).

**Remark 3.1.3.** Note that the condition \( t > 0 \) is important in (2): if \( t = 0 \), the condition \( t > \lambda_x(\rho) \) always fails, but \( I(0) = I \) may nevertheless act trivially on \( V \) (and does in fact if and only if \( \rho \) is unramified at \( x \)).
3.2. Morphisms, isomorphisms

An important notion that is rather hidden at the level of trace functions is that of *morphism* between representations.

**Definition 3.2.1 (Morphism of representations).** Let $G$ be a group, $E$ a field and

\[ \varrho_1 : G \to \text{GL}(V_1), \quad \varrho_2 : G \to \text{GL}(V_2) \]

two representations of $G$ on $E$-vector spaces. A morphism between \( \varrho_1 \) and \( \varrho_2 \), or intertwiner from \( \varrho_1 \) to \( \varrho_2 \), is an $E$-linear map

\[ \Phi : V_1 \to V_2 \]

such that

\[ \Phi(\varrho_1(g)v) = \varrho_2(g)\Phi(v) \]

for all \( g \in G \) and \( v \in V_1 \).

The space of interwiners from \( \varrho_1 \) to \( \varrho_2 \) is denoted

\[ \text{Hom}_G(V_1, V_2) \text{ or } \text{Hom}_G(\varrho_1, \varrho_2). \]

If an intertwiner \( \Phi \) is invertible, it is easily checked that its inverse \( \Phi^{-1} \) is also an intertwiner. One then says that \( \Phi \) is an isomorphism from \( \varrho_1 \) to \( \varrho_2 \).

It is clear that the identity map on the vector space underlying a representation is an intertwiner from the representation to itself, and the the composition of two interwiners is an intertwiner.

From the point of view of $\ell$-adic representations over a finite field, we can therefore speak of morphisms or of isomorphism. However, a crucial variant is often essential:

**Definition 3.2.2 (Geometric isomorphism).** Let $k$ be a finite field, $E$ a field and

\[ \varrho_1 : \Pi_k \to \text{GL}(V_1), \quad \varrho_2 : \Pi_k \to \text{GL}(V_2) \]

two representations of $\Pi_k$ on $E$-vector spaces. An $E$-linear map \( \Phi : V_1 \to V_2 \) is a *geometric isomorphism* if \( \Phi \) is an isomorphism of the restrictions of \( \varrho_i \) to the geometric Galois group $\Pi_k^0$.

Two representations of $\Pi_k$ are said to be *geometrically isomorphic* is such a \( \Phi \) exists.

By the invariance of the trace of linear maps under conjugation, it follows that whenever two finite-dimensional representations of $\Pi_k$ are isomorphic, their trace functions are equal. It is natural to ask what happens if the representations are only geometrically isomorphic. A partial answer is the following:

**Proposition 3.2.3.** Let $k$ be a finite field, $E$ a field and

\[ \varrho_1 : \Pi_k \to \text{GL}(V_1), \quad \varrho_2 : \Pi_k \to \text{GL}(V_2) \]

two irreducible representations of $\Pi_k$ on $E$-vector spaces. Then \( \varrho_1 \) and \( \varrho_2 \) are geometrically isomorphic if and only if there exists a morphism

\[ \chi : \text{Gal}(\bar{k}/k) \to E^\times \]

such that \( \varrho_2 \simeq \varrho_1 \otimes \chi \). In this case there exists \( \alpha \in E^\times \) such that

\[ t_{\varrho_2}(x; \nu) = \alpha^\nu t_{\varrho_1}(x; \nu) \]

for all \( \nu \geq 1 \) and \( x \in k_v \). Furthermore, if \( \varrho_1 \) and \( \varrho_2 \) are $\ell$-adic representations of weight $0$, then \( \alpha \) is a Weil number of weight $0$. 
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In this statement, $\varrho_1 \otimes \chi$ denotes the representation of $\Pi_k$ on $V_1$ given by

$$g \mapsto \chi(g) \varrho_1(g).$$

**Proof.** The first part is [59] Prop. 2.8.2. Then since $\chi$ factors through the geometric Galois group, the value of $\chi(\sigma)$ at any Frobenius element $\sigma = \text{Fr}_{x,\nu}$ depends only on $\nu \geq 1$ and not on $x \in k_\nu$. Moreover, for any $x \in k_\nu$, we have $(\varrho_1 \otimes \chi)^T_x = \varrho_1^T_x$ since $I_x \subset \Pi_k^T$ is in the kernel of $\chi$.

Let $\sigma = \text{Fr}_{x,1}$ for some $x \in k$ and $\alpha = \chi(\sigma) \in E^\times$. The element $\alpha^\nu$ is a Frobenius element for $x \in k_\nu$. Hence the value of $\chi$ on Frobenius elements for $k_\nu$ is $\alpha^\nu$. Thus we get (3.4) with this value of $\alpha$.

Finally if the representations $\varrho_i$ are $\ell$-adic of weight 0, then comparing eigenvalues at any $x \in k_\nu$ for some $\nu \geq 1$ which is unramified for $\varrho_1$, we see that $\alpha^\nu$ is a ratio of Weil numbers of weight 0, in particular that it is of weight 0, and hence so is also $\alpha$ (see Exercise 2.2.4 (4)).

Character theory of finite-dimensional representations gives a stronger property of the trace of any finite-dimensional representation $\varrho$ of any group $G$: seen as a function on $G$ (not just on a subset such as the Frobenius elements), the trace of $\varrho$ determines $\varrho$ up to isomorphism of representations (under some conditions of semisimplicity, see e.g. [59] Prop. 2.7.38 for a precise statement).

As we will see in Chapter 4, one interpretation of the Riemann Hypothesis over finite fields is that this property extends to show that the trace function of an $\ell$-adic representation $\varrho$ determines it up to isomorphism, provided $\varrho$ has small enough conductor with respect to the size of the base finite field. This leads to a concrete parallel for arithmetic and geometric isomorphism of $\ell$-adic representations that helps in reasoning about these objects: (1) “two representations are arithmetically isomorphic” means roughly that they have the same trace functions; (2) “two representations are geometrically isomorphic” means roughly that their trace functions are proportional, with a proportionality factor of modulus 1.

We next illustrate the notions of geometric isomorphism by classifying the Kummer and Artin-Schreier representations up to isomorphism.

**Theorem 3.2.4 (Classification).** Let $k$ be a finite field and $\ell$ a prime different from the characteristic of $k$. Let $f_1, f_2 \in k(T)$ be rational functions.

1. For a multiplicative character $\chi$ of $k^\times$ of order $d \geq 1$, the Kummer representations $\mathcal{L}_\chi(f_1)$ and $\mathcal{L}_\chi(f_2)$ are geometrically isomorphic if and only if

$$\frac{f_1}{f_2} = cg^d$$

for some $c \in k^\times$ and some $g \in k(T)$.

2. For a non-trivial additive character $\psi$ of $k$, the Artin-Schreier representations $\mathcal{L}_\psi(f_1)$ and $\mathcal{L}_\psi(f_2)$ are geometrically isomorphic if and only if

$$f_1 - f_2 = g^{|k|} - g + c$$

for some $c \in k$ and some $g \in k(T)$.

**Proof.** In both case, the “if” part is easy to see. For instance if $f_1/f_2 = cg^d$ then we get

$$\mathcal{L}_\chi(f_1) = \mathcal{L}_\chi(cg^df_2) \simeq \mathcal{L}_\chi(cg^d) \otimes \mathcal{L}_\chi(f_2)$$

geometrically, and the first factor is geometrically trivial. The additive case is similar. Thus, the point is to derive the converse. □
3.3. Irreducible representations

In representation theory, a crucial notion is that of subrepresentations and of irreducible representations.

**Definition 3.3.1.** Let $G$ be a group, $E$ a field and

$$\varrho : G \rightarrow \text{GL}(V)$$

a representation of $G$ on an $E$-vector space.

1. A subrepresentation of $\varrho$ is a subspace $W \subset V$ such that $\varrho(g)W = W$ for all $g \in G$. In this case, the restriction of $\varrho(g)$ to $W$ defines a representation $G \rightarrow \text{GL}(W)$.

2. The representation $\varrho$ is irreducible if and only if $V \neq 0$ and there is no subrepresentation $W \subset V$ except for $W = 0$ and $W = V$.

In our context, it turns out to often be useful to look at representations of $\Pi_k$ which satisfy a slightly stronger property than irreducibility:

**Definition 3.3.2.** Let $k$ be a finite field, $E$ a field and

$$\varrho : \Pi_k \rightarrow \text{GL}(V)$$

a representation of $\Pi_k$ on an $E$-vector space. Then $\varrho$ is said to be geometrically irreducible if the restriction of $\varrho$ to the geometric Galois group $\Pi_k^g$ is irreducible, i.e., if $V \neq 0$, and there is no non-zero proper subspace $W \subset V$ such that $\varrho(\sigma)W = W$ for all $\sigma \in \Pi_k^g$.

For emphasis, a representation $\Pi_k \rightarrow \text{GL}(V)$ which is irreducible will often be called arithmetically irreducible, to avoid any ambiguity with geometric irreducibility.

It may not be easy to determine whether a representation is irreducible or not. However, one case is very simple, and quite important in practice:

**Proposition 3.3.3.** Let $G$ be a group, $E$ a field and

$$\chi : G \rightarrow E^\times = \text{GL}_1(E)$$

a one-dimensional $E$-representation of $G$. Then $G$ is irreducible.

Indeed, there is simply no subspace of $E$ which is both non-zero and proper!

In particular, we get:

**Corollary 3.3.4.** Let $k$ be a finite field, $f \in k(T)$ a rational function. Then for any additive character $\psi$ of $k$, the Artin-Schreier representation $L_{\psi(f)}$ is geometrically irreducible. Similarly if $f \neq 0$ and $\chi$ is a multiplicative character of $k^\times$, the Kummer representation $L_{\chi(f)}$ is geometrically irreducible.

It is natural to ask how much stronger geometric irreducibility is in comparison with arithmetic irreducibility. This is answered by the following proposition:

**Proposition 3.3.5.** Let $G$ be a group, $H \triangleleft G$ a normal subgroup with $G/H = A$ an abelian group. Let $\varrho : G \rightarrow \text{GL}(V)$ be a finite-dimensional irreducible representation of $G$ on an $E$-vector space. Then either the restriction of $\varrho$ to $H$ is a direct sum of finitely many irreducible subrepresentations, all isomorphic to each other, and we say that the restriction of $\varrho$ to $H$ is isotypic, or there exists a proper finite index subgroup $\tilde{H} > H$ of $G$ and an irreducible representation $\pi$ of $\tilde{H}$ such that

$$\varrho \simeq \text{Ind}^G_{\tilde{H}}(\pi),$$

in which case we say that $\varrho$ is induced.
We refer to [59, Prop. 2.8.1] for the proof, and the terminology if it is unfamiliar. The important corollary in our case is the following fact:

**Corollary 3.3.6.** Let $k$ be a finite field, $E$ a field and

$$\varrho : \Pi_k \to \text{GL}(V)$$

an irreducible finite-dimensional representation of $\Pi_k$ on an $E$-vector space. Then either $\varrho$ is geometrically isotypic, i.e., there exists an irreducible representation

$$\pi : \Pi_k^g \to \text{GL}(W)$$

and an integer $n \geq 1$ such that we have an isomorphism

$$V \simeq W^n$$

as representations of $\Pi_k^g$, or the trace function of $\varrho$ on $k$ is identically zero. In the first case, $n$ is unique and $\pi$ is unique up to isomorphism.

This corollary implies that in most applications of trace functions, the distinction between geometric and arithmetic irreducibility is not very important, since an isotypic representation behaves often in much the same way as an irreducible one, and obviously those representations with zero trace function are not too complicated...

**Proof.** We have $\Pi_k^g \cong \Pi_k$ with quotient $\text{Gal}(\bar{k}/k)$ which is abelian, so we can use the previous proposition. If $\varrho$ is geometrically isotypical, we are done, so we may assume that

$$\varrho \simeq \text{Ind}^{\Pi_k}_{\tilde{H}} \pi$$

for some proper subgroup $\tilde{H}$ of $\Pi_k$ containing $\Pi_k^g$, and some irreducible representation $\pi$ of $\tilde{H}$.

By group theory and Galois theory, the subgroups $\tilde{H}$ of $\Pi_k$ containing $\Pi_k^g$ are of the form

$$\tilde{H} = \text{Gal}(k(T)/k_{\nu}(T))$$

for some $\nu \geq 1$, where $k_{\nu}$ is the extension of $k$ of degree $\nu$ in $\bar{k}$. The essential point is that no element in a Frobenius conjugacy class corresponding to $x \in k$ belongs to $\tilde{H}$ if $\nu \neq 1$.

On the other hand, because the inertia group at $x$ is a subgroup of $\Pi_k^g$ (Lemma [2.1.1], one sees that

$$V^{I_x} \simeq \text{Ind}^{\Pi_k}_{\tilde{H}} \pi^{I_x},$$

from which a standard property of induction (see, e.g., [59, Example 2.7.44 (3)]) shows that the trace of any element not in $I_x$ is zero. In particular, the trace function of $\varrho$ at $x$ is zero. \[\square\]

### 3.4. Complex conjugation

A most basic operation is complex conjugation. The following result is, for the most part, elementary, but its precision is actually by no means immediate.

**Proposition 3.4.1.** Let $k$ be a finite field and $\varrho : \Pi_k \to \text{GL}(V)$ an $\ell$-adic representation over $k$. Let $D(\varrho)$ be the contragredient representation

$$D(\varrho) : \Pi_k \text{GL}(V')$$

where $V'$ is the dual of $V$, acting by

$$(g \cdot \lambda)(v) = \lambda(g(g^{-1})v)$$
for any \( \lambda \in V' \). Then \( D(\varrho) \) is an \( \ell \)-adic representation, with
\[
\text{rank}(D(\varrho)) = \text{rank}(\varrho), \quad \text{Sing}(D(\varrho)) = \text{Sing}(\varrho),
\]
for all \( x \), and in particular
\[
c(D(\varrho)) = c(\varrho).
\]
Furthermore, we have
\[
t_{D(\varrho)}(x) = \overline{t_{\varrho}(x)}
\]
for all \( x \in k \).

**Proof.** By its definition, \( D(\varrho) \) is an analytic Galois representation of \( k \) associated to the dual of the \( \ell \)-adic representation underlying \( \varrho \).

The first property in (3.5) is then immediate, and the second as well as (3.6) follow from [51, Lemma 1.5]. Of course, these imply the equality of the conductor.

By representation theory, the eigenvalues of \( D(\varrho)(x) \) are the inverses of the eigenvalues of \( \varrho(x) \). In particular, for any unramified \( x \in k \), since the eigenvalues of \( \varrho(F_{x,\nu}) \) are Weil numbers of weight 0, the eigenvalues of \( D(\varrho(F_{x,\nu})) \) are their conjugates, and hence
\[
t_{D(\varrho)}(x; \nu) = \overline{t_{\varrho}(x; \nu)}
\]
for \( x \) unramified.

If \( x \) is ramified, the equality
\[
t_{D(\varrho)}(x; \nu) = \overline{t_{\varrho}(x; \nu)}
\]
still holds, but is much deeper: it is a result of Gabber (see [38, Th. 3], and [54, p. 31]).

**3.5. Addition**

Addition is the most basic algebraic operation. In the context of trace functions, its properties are very easy. What is less obvious but very important is how to decompose any trace function in a sum of irreducible ones. We consider these two properties in turn.

**Proposition 3.5.1.** Let \( k \) be a finite field, \( E \) a field and
\[
\varrho_1 : \Pi_k \rightarrow \text{GL}(V_1), \quad \varrho_2 : \Pi_k \rightarrow \text{GL}(V_2)
\]
two representations of \( \Pi_k \) on \( E \)-vector spaces. Then the representation \( \varrho_1 \oplus \varrho_2 \) has trace function
\[
t_{\varrho_1} + t_{\varrho_2}.
\]
If \( \varrho_1 \) and \( \varrho_2 \) are \( \ell \)-adic representations, then we have
\[
\text{rank}(\varrho_1 \oplus \varrho_2) = \text{rank}(\varrho_1) + \text{rank}(\varrho_2), \quad \text{Sing}(\varrho_1 \oplus \varrho_2) \subset \text{Sing}(\varrho_1) \cup \text{Sing}(\varrho_2),
\]
\[
\text{Swan}_x(\varrho_1 \oplus \varrho_2) = \text{Swan}_x(\varrho_1) + \text{Swan}_x(\varrho_2),
\]
hence
\[
c(\varrho_1 \oplus \varrho_2) \leq c(\varrho_1) + c(\varrho_2).
\]

**Proof.** Since \( (\varrho_1 \oplus \varrho_2)^{I_x} = \varrho_1^{I_x} \oplus \varrho_2^{I_x} \), the formula for the trace function is clear, and so are is that for the rank and the inclusion of \( \text{Sing}(\varrho_1 \oplus \varrho_2) \) in the union of the singularities of \( \varrho_1 \) and \( \varrho_2 \). The formula for the Swan conductor is a consequence of (3.3) and the additivity
\[
(V_1 \oplus V_2)(t) = V_1(t) \oplus V_2(t)
\]
of the filtrations of Section 3.1 (see [51, Prop. 1.1 (3)]).
Exercise 3.5.2. We will say that two representations have disjoint singularities when \( \text{Sing}(\varphi_1) \cap \text{Sing}(\varphi_2) = \emptyset \).

Now we decompose trace functions:

**Proposition 3.5.3.** Let \( k \) be a finite field, and \( \varphi : \Pi_k \to \text{GL}(V) \) an \( \ell \)-adic representation of \( \Pi_k \).

1. There exists an integer \( 0 \leq m \leq \text{rank}(\varphi) \) and a family \( (\varphi_i)_{1 \leq i \leq m} \) of arithmetically irreducible \( \ell \)-adic representations such that

\[
\sum_{i=1}^{m} t_{\varphi_i} = \sum_{i=1}^{m} t_{\varphi_i}.
\]

2. There exists an integer \( 0 \leq m \leq \text{rank}(\varphi) \) and a family \( (\varphi_i)_{1 \leq i \leq m} \) of arithmetically irreducible \( \ell \)-adic representations such that

\[
\sum_{i=1}^{m} t_{\varphi_i} = \sum_{i=1}^{m} t_{\varphi_i}
\]

and each \( \varphi_i \) is geometrically isotypic.

**Proof.** We may assume \( V \neq 0 \). Then the Jordan-Hölder-Noether Theorem (see, e.g., [59], Th. 2.7.1) shows that there exist \( m \geq 1 \) and subrepresentations

\[ 0 = V_0 \subset V_1 \subset \cdots \subset V_{m-1} \subset V_m = V \]

such that each quotient representation \( \varphi_i = V_i/V_{i-1} \) for \( 1 \leq i \leq m \) is (arithmetically) irreducible. This clearly implies that the trace functions of \( \varphi \) and that of \( \pi = \bigoplus \varphi_i \) coincide on the unramified \( x \), which gives (3.7) for \( x \) unramified.

It is again a non-trivial property that the equality holds if \( x \) is ramified; this depends on having \( \ell \)-adic representations (and not arbitrary coefficient fields). Precisely, in the setting of Section 3.1, the fact that \( I(0) = I_x \) and that sending a representation \( V \) to \( V(0) \) is exact (see [51], Prop. 1.1 (3)) imply that

\[
(\bigoplus \varphi_i)_x^{I_x} = \bigoplus \varphi_i^{I_x},
\]

so that the trace function of \( \bigoplus \varphi_i \) at \( x \) is

\[
\sum_{i=1}^{m} t_{\varphi_i}(x),
\]

from which (3.7) follows at \( x \).

In order to prove (2), it is enough to start with (1) and to observe that by Proposition 3.3.5 each arithmetically irreducible representation \( \varphi_i \) is either geometrically isotypic (in which case we keep it), or induced (in the sense of the statement of the proposition). In that case, Corollary 3.3.6 shows that the trace function of \( \varphi_i \) is identically zero. Thus we may drop it without changing the trace function, and therefore obtain a decomposition like (3.7) where each \( \varphi_i \) is geometrically isotypic. \( \square \)
3.6. Multiplication

Multiplication is, in principle, also an easy construction, since the product of the traces of two matrices can always be written as the trace of the tensor product. However, just like the product of two primitive Dirichlet characters might not be primitive, we have to be a bit careful. It is convenient to introduce the following terminology:

**Definition 3.6.1.** Let $k$ be a finite field, $c \geq 1$ an integer and

$\varphi : k \rightarrow \mathbb{C}$

an arbitrary function.

(1) If $\varrho : \Pi_k \rightarrow \text{GL}(V)$ is an $\ell$-adic representation, then we say that $\varphi$ is $c$-close to $\varrho$, or to the trace function of $\varrho$, if the conductor of $\varrho$ is at most $c$, and if there exists a set $X \subset k$ with $|X| \leq c$ such that

$\varphi(x) = t_{\varrho}(x)$

for $x \notin X$, and if moreover $|\varphi(x)| \leq c$ for all $x \in X$.

(2) We say that $\varphi$ is an approximate trace function with conductor $\leq c$ if there exists an $\ell$-adic representation $\varrho$ such that $\varphi$ is $c$-close to $\varrho$.

Then we have:

**Proposition 3.6.2.** Let $k$ be a finite field and

$\varrho_1 : \Pi_k \rightarrow \text{GL}(V_1), \quad \varrho_2 : \Pi_k \rightarrow \text{GL}(V_2)$

two $\ell$-adic representations of $\Pi_k$ with respective trace functions $K_1$ and $K_2$. Let $\varrho = \varrho_1 \otimes \varrho_2$.

(1) The representation $\varrho$ is an $\ell$-adic representation. It satisfies

$\text{rank}(\varrho) = \text{rank}(\varrho_1) \text{rank}(\varrho_2), \quad \text{Sing}(\varrho) \subset \text{Sing}(\varrho_1) \cup \text{Sing}(\varrho_2),$

and for any $x$, we have

$\text{Swan}_x(\varrho) \leq \text{rank}(\varrho)(\text{Swan}_x(\varrho_1) + \text{Swan}_x(\varrho_2)).$

Moreover

$c(\varrho) \leq 5c(\varrho_1)^2c(\varrho_2)^2.$

(2) The function $\varphi = K_1K_2$ on $k$ is $c$-close to $\varrho$, where

$c = 5c_1^2c_2^2.$

(3) If $\varrho_1$ and $\varrho_2$ have disjoint singularities, then the trace function of $\varrho$ is exactly $K_1K_2$.

We begin with the lemma that establishes the bound for the Swan conductor.

**Lemma 3.6.3.** Let $k$ be a finite field and

$\varrho_1 : \Pi_k \rightarrow \text{GL}(V_1), \quad \varrho_2 : \Pi_k \rightarrow \text{GL}(V_2)$

two $\ell$-adic representations of $\Pi_k$. For any $x \in \mathbb{P}^1(k)$, we have

$\text{Swan}_x(\varrho_1 \otimes \varrho_2) \leq \text{rank}(\varrho_1)(\text{rank}(\varrho_2)(\text{Swan}_x(\varrho_1) + \text{Swan}_x(\varrho_2)).$

Note that the formula also holds for unramified $x$, since the left-hand side is equal to zero, and so is the right-hand side.
Proof. Let \( r_i = \text{rank}(g_i) \). We have
\[
\text{Swan}_x(g_1 \otimes g_2) \leq r_1 r_2 \lambda_x(g_1 \otimes g_2)
\]
by the first part of Lemma 3.1.2. Then, for any \( t > 0 \), note that if \( t > \max(\lambda_x(g_1), \lambda_x(g_2)) \), the group \( I(x) \) acts trivially on both the underlying vector spaces \( V_1 \) and \( V_2 \) (by the second part of Lemma 3.1.2), hence also on \( V_1 \otimes V_2 \), so that (similarly) we have \( t > \lambda_x(g_1 \otimes g_2) \). This means that
\[
\lambda_x(g_1 \otimes g_2) \leq \max(\lambda_x(g_1), \lambda_x(g_2)),
\]
and we deduce
\[
\text{Swan}_x(g_1 \otimes g_2) \leq r_1 r_2 \max(\lambda_x(g_1), \lambda_x(g_2))) \leq r_1 r_2 \max(\text{Swan}_x(g_1), \text{Swan}_x(g_2))
\]
which is (slightly more precise than) Lemma 3.6.3. □

Proof of Proposition 3.6.2. First of all, the representation \( \rho \) is unramified outside \( S = \text{Sing}(g_1) \cup \text{Sing}(g_2) \), since
\[
\rho^{I_x} = (g_1 \otimes g_2)^{I_x} = g_1 \otimes g_2
\]
if \( I_x \) acts trivially on both \( g_1 \) and \( g_2 \). For \( x \notin S \), linear algebra says that the eigenvalues of \( \text{Fr}_{x,\nu} \) on \( g_1 \otimes g_2 \) are all the products \( \alpha \beta \) of the eigenvalues of \( \text{Fr}_{x,\nu} \) on \( g_1 \) and \( g_2 \) respectively. Hence they are Weil numbers of weight 0. Now by Theorem 2.2.9 (1), it follows that \( \rho \) is of weight 0.

For all \( x \), the Swan conductor at \( x \) of \( \rho \) is estimated by Lemma 3.6.3. Denoting \( r_i = \text{rank}(g_i) \), \( n_i = |\text{Sing}(g_i)| \) and \( c_i = c(g_i) \), we then compute
\[
c(\rho) \leq r_1 r_2 + n_1 + n_2 + r_1 r_2 \sum_{x \in S} (\text{Swan}_x(g_1) + \text{Swan}_x(g_2))
\]
\[
\leq c_1 c_2 + c_1 + c_2 + c_1 c_2 (c_1 + c_2) \leq 5c_1^2 c_2^2.
\]
This finishes the proof of (1).

(2) By linear algebra again, we have
\[
\varphi(x) = K_1(x) K_2(x)
\]
for all \( x \notin S \). We have \( |S| \leq c_1 + c_2 \leq c \) and
\[
|\varphi(x)| \leq r_1 r_2 \leq c
\]
for \( x \in S \) by Theorem 2.2.9 (2), so that the result follows from (1) and the definition of a function \( c \)-close to \( \varphi \).

(3) If the singularities of \( g_1 \) and \( g_2 \) are disjoint, then we can always use one of the formulas
\[
\rho^{I_x} = g_1 \otimes g_2^{I_x}
\]
for \( x \notin \text{Sing}(g_1) \) or
\[
\rho^{I_x} = g_1^{I_x} \otimes g_2
\]
for \( x \notin \text{Sing}(g_2) \), to conclude that
\[
\varphi(x) = K_1(x) K_2(x)
\]
for all \( x \) without exceptions. □
**Exercise 3.6.4.** Let \( \varrho : \Pi_k \rightarrow \text{GL}(V) \) be an \( \ell \)-adic representation. Let 

\[ \Lambda : \text{GL}(V) \rightarrow \text{GL}(W) \]

be a continuous homomorphism. Show that \( \Lambda \circ \varrho \) is an \( \ell \)-adic representation, and prove that for any \( x \), we have

\[ \text{Swan}_x(\Lambda \circ \varrho) \leq \dim(W) \text{Swan}_x(\varrho). \]

**Exercise 3.6.5.** Let \( k \) be a finite field and 

\[ \varrho_1 : \Pi_k \rightarrow \text{GL}(V_1), \quad \varrho_2 : \Pi_k \rightarrow \text{GL}(V_2) \]

two \( \ell \)-adic representations of \( \Pi_k \). Show that \( \text{Sing}(\varrho_1 \otimes \varrho_2) = \text{Sing}(\varrho_1) \cup \text{Sing}(\varrho_2) \) if \( \varrho_1 \) and \( \varrho_2 \) have disjoint singularities.

### 3.7. Change of variable

Changing the variable in a trace function is one of the easiest operations. We distinguish first a change of variable by a fractional linear transformation, since these arise quite often in applications.

If \( K \) is any field, we recall that \( \text{PGL}_2(K) \) acts on the projective line \( \mathbb{P}^1(K) \) by

\[ \gamma \cdot x = \frac{ax + b}{cx + d} \]

where \( \gamma \) is the class of the matrix

\[ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(K). \]

For a fixed \( \gamma \), the operation \( f \mapsto f \circ \gamma \) is an automorphism of the field \( K(T) \) of rational functions over \( K \). It induces a group homomorphism

\[ \gamma_* : \text{Gal}(\overline{K(T)}/K(T)) \rightarrow \text{Gal}(\overline{K(T)}/K(T)) \]

where \( \overline{K(T)} \) is an algebraic closure of \( K(T) \), in the following manner: for any finite Galois extension \( E/k(T) \), generated by a root \( Z \) of an equation

\[ a_0(T) + a_1(T)X + \cdots + a_{d-1}(T)X^{d-1} + X^d = 0 \]

with \( a_i \in K(T) \), we get an associated Galois extension \( E_\gamma/k(T) \) generated by a root \( Z_\gamma \) of

\[ a_0(\gamma(T)) + a_1(\gamma(T))X + \cdots + a_{d-1}(\gamma(T))X^{d-1} + X^d = 0, \]

together with an isomorphism

\[ E \rightarrow E_\gamma \]

mapping \( Z \) to \( Z_\gamma \). Then for any \( \sigma \in \text{Gal}(E/K(T)) \), we obtain a corresponding element \( \gamma_* \sigma \in \text{Gal}(E_\gamma/K(T)) \) by composition

\[ E_\gamma \rightarrow E \xrightarrow{\sigma} E \rightarrow E_\gamma. \]

This is an homomorphism

\[ \text{Gal}(E/K(T)) \rightarrow \text{Gal}(E_\gamma/K(T)) \]

and putting together all extensions \( E \), this gives the desired homomorphism.
Moreover, the function \( t \) in Section 3.6). Moreover, if \( P \) is not bijective anymore, so the conductor may become a bit larger.

For any \( \nu \) for any \( E \) of \( \varphi \) satisfies
\[
\gamma^{*} \varphi = \varphi \circ \gamma : \Pi \longrightarrow \text{GL}(V)
\]
satisfies
\[
t_{\gamma^{*} \varphi}(x; \nu) = t_{\varphi}(\gamma(x); \nu)
\]
for any \( \nu \geq 1 \) and any \( x \in \mathbb{P}^{1}(k_{\nu}) \).

Let \( \varphi : \Pi \longrightarrow \text{GL}(V) \) be an \( \ell \)-adic representation of \( k \). Then we have
\[
\text{Sing}(\gamma^{*} \varphi) = \gamma^{-1}(\text{Sing}(\varphi)),
\]
and for all \( x \in \mathbb{P}^{1}(\overline{k}) \), we have
\[
\text{Swan}_{x}(\gamma^{*} \varphi) = \text{Swan}_{\gamma^{-1}(x)}(\varphi).
\]
In particular, we have
\[
c(\gamma^{*} \varphi) = c(\varphi).
\]

If \( \varphi \) is irreducible, resp. geometrically irreducible, resp. isotypic, resp. geometrically isotypic, then so is \( \varphi_{*} \varphi \).

\textbf{Proof.} TODO \hfill \Box

\textbf{Example 3.7.2.} Among the most important examples are the elements
\[
u_{h} = \begin{pmatrix} 1 & h \\ 0 & 1 \end{pmatrix}
\quad \text{and} \quad
\nu_{a} = \begin{pmatrix} a & 0 \\ 0 & 1 \end{pmatrix}
\]
in \( \text{PGL}_{2}(k) \), which act by \( x \mapsto x + a \) and \( x \mapsto ax \), respectively. We will write
\[
(3.8)
[+h]^{*} \varphi = \nu_{h}^{*} \varphi, \quad [-h]^{*} \varphi = \nu_{-h}^{*} \varphi, \quad [\times a]^{*} \varphi = \nu_{a}^{*} \varphi.
\]

More generally, consider now an arbitrary non-constant rational function \( \varphi \in k(T) \).

We wish to obtain in a similar manner a change of variable from \( t_{\varphi}(x) \) to \( t_{\varphi}(\varphi(x)) \). However, in general, the function \( x \mapsto t_{\varphi}(\varphi(x)) \) is only an approximate trace function (as in Section 3.6). Moreover, if \( P \) is not a fractional linear transformation, this operation is not bijective anymore, so the conductor may become a bit larger.

\textbf{Proposition 3.7.3 (Polynomial change of variable).} Let \( k \) be a finite field of characteristic \( p \) and let \( \varphi \in k(T) \) be a non-constant rational function. Let \( d \geq 1 \) be the degree of \( \varphi \) as a map \( \mathbb{P}^{1}(\overline{k}) \longrightarrow \mathbb{P}^{1}(\overline{k}) \).

(1) Let \( E \) be any field. If \( \varphi : \Pi \longrightarrow \text{GL}(V) \) is any Galois representation of \( k \) on an \( E \)-vector space \( V \), the representation \( \varphi^{*} \varphi \) defined by
\[
\varphi^{*} \varphi = \varphi \circ \varphi^{*} : \Pi \longrightarrow \text{GL}(V)
\]
satisfies
\[
\text{Sing}(\varphi^{*} \varphi) \subset \varphi^{-1}(\text{Sing}(\varphi))
\]
and
\[
t_{\varphi^{*} \varphi}(x; \nu) = t_{\varphi}(\varphi(x); \nu)
\]
for any \( \nu \geq 1 \) and any \( x \in \mathbb{P}^{1}(k_{\nu}) \) such that \( \varphi(x) \notin \text{Sing}(\varphi) \).

(2) Let \( \varphi : \Pi \longrightarrow \text{GL}(V) \) be an \( \ell \)-adic representation of \( k \). Assume that no zero or pole of \( \varphi \) is of order \( \geq p \). Then we have
\[
c(\varphi^{*} \varphi) \leq 3d^{2} c(\varphi)^{2}.
\]
Moreover, the function \( t_{\varphi} \circ \varphi \) is \( c \)-close to \( t_{\varphi^{*} \varphi} \), where \( c = 3d^{2} c(\varphi)^{2} \).
Example 3.7.4. We can easily illustrate the fact that the trace function of $\varphi^*\rho$ is not always equal to $t_{\rho} \circ \varphi$. Let $k$ have odd characteristic, and let $\chi_2$ denote the non-trivial real character of $k^*$. Take $\varphi = T^2$ and consider the $\ell$-adic representation $\rho = \mathcal{L}_{\chi_2}(x)$ associated to this character (see Section 2.3). Then we have

$$t_{\rho}(\varphi(x)) = t_{\rho}(x^2) = \begin{cases} 1 & \text{if } x \neq 0, \\ 0 & \text{if } x = 0. \end{cases}$$

But on the other hand, the construction shows that $\varphi^*\rho$ is the trivial one-dimensional representation, and therefore that it satisfies $t_{\varphi^*\rho}(x) = 1$ for all $x \in k$, including $x = 0$.

3.8. Summing over solutions of a polynomial equation

The next construction is also quite frequently useful in application. From the representation-theoretic point of view, it is a version of induction. Analytically, given a fixed non-constant rational function $\varphi \in k(T)$, it will replace a trace function $K$ by the function $\varphi^*K$ defined by

$$(\varphi^*K)(x) = \sum_{y \in \mathbb{P}^1(k)} K(y).$$

In particular, for $K = 1$, we obtain the function that counts the number of solutions of the equation $\varphi(y) = x$.

To define the corresponding representations, we need some preliminaries. Let $\varphi \in k(T)$ be non-constant. The field $k(\varphi(T))$ generated by $\varphi$ is a subfield of $k(T)$, and the corresponding extension $k(T)/k(\varphi(T))$ is of finite degree $d \geq 1$, which is also the degree of $\varphi$ as a map $\mathbb{P}^1(k) \rightarrow \mathbb{P}^1(k)$. Its Galois group can thus be naturally identified with a finite-index subgroup of $\Pi_k$, which we denote $\Pi_{k,\varphi}$.

**Proposition 3.8.1** (Summing over solutions). Let $k$ be a finite field of characteristic $p$ and let $\varphi \in k(T)$ be a non-constant rational function. Let $d \geq 1$ be its degree. Let $S_\varphi \subset \mathbb{P}^1(k)$ be the set of singular values of $\varphi$, i.e., the set of those $x \in \mathbb{P}^1(k)$ such that $\varphi^{-1}(x)$ contains less than $d$ points.

1. Let $E$ be any field. If $\rho : \Pi_k \rightarrow \text{GL}(V)$ is any Galois representation of $k$ on an $E$-vector space $V$, the representation $\varphi^*\rho$ defined by

$$\varphi^*\rho = \text{Ind}_{\Pi_{k,\varphi}}^{\Pi_k} \rho : \Pi_k \rightarrow \text{GL}(V)$$

has rank $d \text{ rank}(\rho)$. It satisfies

$$t_{\varphi^*\rho}(x; \nu) = \sum_{y \in \mathbb{P}^1(k_{\nu})} t_{\rho}(y; \nu)$$

for any $\nu \geq 1$ and any $x \in \mathbb{P}^1(k_{\nu})$.

2. Let $\rho : \Pi_k \rightarrow \text{GL}(V)$ be an $\ell$-adic representation of $k$. Assume that $d < p$. Then we have

$$\text{Sing}(\varphi^*\rho) \subset \varphi(\text{Sing}(\rho)) \cup S_\varphi$$

28
and
\[ \text{Swan}_x(\varphi_\ast g) = \sum_{y \in \text{P}^1(k), \varphi(y) = x} \text{Swan}_x(g) \]
for all \( x \). Furthermore we have
\[ c(\varphi_\ast g) \leq 5d^2 c(g)^2. \]

TODO. \( \square \)

3.9. Summary
CHAPTER 4

The Riemann Hypothesis

4.1. A version of Deligne’s theorem

With the precise formalism of ℓ-adic representations in place, we may state a version of Deligne’s Riemann Hypothesis in this context. We will then show in the next section how to deduce the “black-box” version of Theorem 1.2.1. It will then be shown how to exploit the more intrinsic version in this chapter.

The following encapsulates Deligne’s (almost) most general version of the Riemann Hypothesis, as well as some important features from algebraic geometry, in order to give a convenient statement for applications.

**Theorem 4.1.1 (Deligne).** Let \( k \) be a finite field and \( \ell \) a prime different from the characteristic \( p \) of \( k \). Let \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) denote two middle-extension ℓ-adic sheaves on \( k \). Denote \( c_i = \text{c}(\mathcal{F}_i) \) and denote \( K_i \) the trace function of \( \mathcal{F}_i \). Assume that \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) are geometrically irreducible.

1. If \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) are not geometrically isomorphic then

\[
\left| \sum_{x \in k} K_1(x)K_2(x) \right| < 4c_1^2c_2^2|k|.
\]

2. If \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) are geometrically isomorphic then there exists a Weil-number \( \alpha \) of weight 0 such that \( K_2 = \alpha K_1 \), and we have

\[
\left| \sum_{x \in k} K_1(x)\overline{K_2(x)} - \alpha|k| \right| < 4c_1^2c_2^2|k|.
\]

**Remark 4.1.2.** The constant \( 4 \) has no particular meaning. In fact, in many concrete cases, we will see that it is possible to replace the factor \( 4c_1^2c_2^2 \) by some other constant that may be much sharper.

We explain the main steps of the argument. This does not by any means provide even a sketch of the full proof, but it will reduce this statement – which is not found in this exact form in the works of Deligne, as far as we know – to precise results of Deligne, Grothendieck and others that are found in the literature. Moreover, this will introduce some important invariants of Galois representations or sheaves, which will play some role in some of the later applications.

Let

\[
S = \sum_{x \in k} K_1(x)\overline{K_2(x)}
\]

denote the sum that we wish to understand. We also denote by \( r_i \) the rank of \( \mathcal{F}_i \), and by \( n_i \) the number of singularities of \( \mathcal{F}_i \). We also denote by \( \iota \) the isomorphism \( \iota : \mathbb{Q}_\ell \rightarrow \mathbb{C} \) that is used to transfer the ℓ-adic trace function to complex-valued functions.
Step 1. Let $U$ be the complement in the projective line of the union of the set of singularities of $F_1$ and $F_2$. The sum

$$T = \sum_{x \in U(k)} K_1(x)K_2(x)$$

satisfies

$$|S - T| \leq (n_1 + n_2)\|K_1K_2\|_{\infty} \leq (n_1 + n_2)r_1r_2$$

by Theorem 2.2.9 (2).

Step 2. Let

$$F = F_1 \otimes D(F_2).$$

Because the sheaves $F_i$ are of weight 0 and unramified on $U$, this is a sheaf of weight 0 unramified on $U$. Its trace function $K$ satisfies

$$K(x) = K_1(x)K_2(x)$$

for $x \in U(k)$ (see Proposition 3.4.1, noting that here do not need the deeper property of coincidence of the trace functions at ramified $x$) and hence

$$T = \sum_{x \in U(k)} K(x).$$

Remark 4.1.3. In fact, it follows from a deep result of Gabber [] that

$$\iota_D(x) = \iota(x)$$

for all $x \in k$, including possible ramified points.

Step 3. We now appeal to the trace formula of Grothendieck:

Theorem 4.1.4 (Trace formula; Grothendieck, Verdier). Let $k$ be a finite field, $U$ the complement of finitely many points in the projective line over $k$. Let $F$ be an $\ell$-adic middle-extension sheaf over $k$, lisse on $U$. We have

$$\sum_{x \in U(k)} t_\iota(x) = M_0 - M_1 + M_2,$$

where

$$M_i = \text{Tr}(\text{Fr}_k \mid H^i_c(U \times \overline{k}, F)).$$

This result introduces the étale cohomology groups $H^i_c(U \times \overline{k}, F)$ of the sheaf $F$. These were defined and studied by Grothendieck and his collaborators. They are finite-dimensional $\mathbb{Q}_\ell$-vector spaces, with an action of the Galois group $\text{Gal}(\overline{k}/k)$. In particular, the geometric Frobenius automorphism $F_{\overline{k}} \in \text{Gal}(\overline{k}/k)$ acts on $H^i_c(U \times \overline{k}, F)$, and $M_i$ is the corresponding trace. Thus $M_i$ is an element of $\mathbb{Q}_\ell$.

Applying this result to $F$ given by (4.4) and applying $\iota$ on both sides, we derive

$$T = N_0 - N_1 + N_2,$$

where

$$N_i = \iota\left(\text{Tr}(\text{Fr}_k \mid H^i_c(U \times \overline{k}, F_1 \otimes D(F_2)))\right).$$

Step 4. We apply the following non-trivial property of the étale cohomology groups:

Proposition 4.1.5. Let $k$ be a finite field, $U \neq \emptyset$ the complement of finitely many points in the projective line over $k$. Let $F$ be an $\ell$-adic middle-extension sheaf over $k$, lisse on $U$. We have

$$H^0_c(U \times \overline{k}, F) = 0.$$
This reduces the formula above to

\[ T = -N_1 + N_2. \]

**Step 5.** We now consider the $H_c^2$ cohomology group. Another property of these groups is:

**Proposition 4.1.6.** Let $k$ be a finite field, $U$ the complement of finitely many points in the projective line over $k$. Let $\mathcal{F}_1$ and $\mathcal{F}_2$ be geometrically irreducible $\ell$-adic middle-extension sheaves over $k$, both lisse on $U$. We have

\[ H_c^2(U \times \bar{k}, \mathcal{F}_1 \otimes D(\mathcal{F}_2)) = 0 \]

unless $\mathcal{F}_1$ and $\mathcal{F}_2$ are geometrically isomorphic. If they are geometrically isomorphic, say $\mathcal{F}_2 \cong \gamma^\deg(\cdot) \otimes \mathcal{F}_1$, then $H_c^2(U \times \bar{k}, \mathcal{F}_1 \otimes D(\mathcal{F}_2))$ has dimension 1 and $\text{Fr}_k$ acts on this vector space by multiplication by $\gamma^{-1}|k|$.

**Step 6.** To study $N_1$, we rely on the Riemann Hypothesis, as proved by Deligne. Here is a version of his result:

**Theorem 4.1.7 (Deligne).** Let $k$ be a finite field, $U$ the complement of finitely many points in the projective line over $k$. Let $\mathcal{F}$ be an $\ell$-adic middle-extension sheaf over $k$, lisse on $U$. Then all eigenvalues of $\text{Fr}_k$ acting on $H_c^1(U \times \bar{k}, \mathcal{F})$ are $|k|$-Weil numbers of weight at most 1.

This result applied to $N_1$ gives immediately

\[ |N_1| \leq \dim H_c^1(U \times \bar{k}, \mathcal{F})\sqrt{|k|}. \]

**Remark 4.1.8.** In many cases, the eigenvalues of the Frobenius are in fact of weight exactly 1, and therefore their modulus is $|k|^{1/2}$. This exponent 1/2 is the mark of the Riemann Hypothesis, as the statement can be interpreted as saying that certain $L$-functions have zeros on the critical line $\text{Re}(s) = 1/2$ (see ... below).

**Step 7.** The combination of the previous steps leads to

\[ |S| \leq \dim H_c^1(U \times \bar{k}, \mathcal{F})\sqrt{|k|} + (n_1 + n_2)r_1r_2 \quad \text{(4.5)} \]

if $\mathcal{F}_1$ and $\mathcal{F}_2$ are not geometrically isomorphic, and

\[ |S - \tilde{\alpha}| \leq \dim H_c^1(U \times \bar{k}, \mathcal{F})\sqrt{|k|} + (n_1 + n_2)r_1r_2 \quad \text{(4.6)} \]

otherwise. In order to deduce a useful estimate, we are therefore reduced to finding a bound for the dimension of the first cohomology group. For this purpose, we use the following other deep result:
THEOREM 4.1.9 (Euler-Poincaré formula; Grothendieck–Ogg–Shafarevich). Let \( k \) be a finite field, \( U \) the complement of \( n \geq 0 \) points in the projective line over \( k \). Let \( F \) be an \( \ell \)-adic middle-extension sheaf over \( k \), lisse on \( U \). We have

\[
(4.7) \quad h^0 - h^1 + h^2 = \text{rank}(F)(2 - n) - \sum_{x \in \text{Sing}(F)} \text{Swan}_x(F),
\]

where

\[
h^i = \dim H^i(U \times \bar{k}, F).
\]

The point of this formula is that the alternating sum of the dimensions of the cohomology groups, among which only that of \( H^1 \) is really mysterious, has an expression in terms of elementary invariants of \( F \) homology group, namely Lemma 3.6.3 and Theorem 4.1.9 we obtain a bound for the dimension of the first cohomology group, namely

\[
(4.8) \quad \dim H^1_c(U \times \bar{k}, F) = \dim H^2(U \times \bar{k}, F) + (n - 2) \text{rank}(F) + \sum_{x \in \text{Sing}(F)} \text{Swan}_x(F)
\]

\[
\leq 1 + r_1 r_2 (n_1 + n_2 - 2) + r_1 r_2 (s_1 + s_2)
\]

\[
\leq r_1 r_2 (n_1 + s_1 + n_2 + s_2) \leq r_1 r_2 (c_1 + c_2)
\]

(since the rank of a geometrically irreducible representation is at least 1).

If \( F_1 \) and \( F_2 \) are not geometrically isomorphic, we then get from (4.5) the estimate

\[
|S| \leq r_1 r_2 (n_1 + n_2 + (c_1 + c_2) \sqrt{|k|})
\]

\[
\leq r_1 r_2 ((c_1 + c_2)(1 + \sqrt{|k|}))
\]

\[
\leq 2c_1^2 c_2^2 (1 + \sqrt{|k|}) \leq 4c_1^2 c_2^2 \sqrt{|k|}
\]

since \(|k| \geq 2\). And if \( F_1 \) and \( F_2 \) are geometrically isomorphic, we get instead from (4.6) the bound

\[
|S - \bar{a}| |k| \leq 4c_1^2 c_2^2 \sqrt{|k|}
\]

in the same manner. These estimates are exactly what was claimed in Theorem 4.1.1.
4.2. More precise computations

The steps of the previous section can be applied also in particular cases, and lead to stronger estimates than the generic version of Theorem 4.1.1 when one uses precise information on ramification to compute exactly the dimension of the first cohomology space using the Euler-Poincaré formula. We illustrate this point here in a few cases, to obtain in particular the Hasse bound (1.2) and the Weil bound (1.3). Other applications will come later.

Example 4.2.1 (Hasse bound). Let \( p \) be an odd prime and let

\[
K(x) = \left( \frac{x^3 + \alpha x + \beta}{p} \right)
\]

where \( \alpha \) and \( \beta \) are elements of \( \mathbb{F}_p \) such that the cubic polynomial \( P = X^3 + \alpha X + \beta \) has three distinct roots in \( \bar{\mathbb{F}}_p \). For any fixed \( \ell \parallel p \), there is then a corresponding \( \ell \)-adic Kummer sheaf \( \mathcal{F} = \mathcal{L}_{(P(X)/p)} \) as in Section 2.3 with trace function

\[
t_\mathcal{F}(x) = K(x)
\]

for all \( x \in \mathbb{F}_p \). Let \( S \subset \bar{\mathbb{F}}_p \) be the set of zeros of \( P \). Then \( \mathcal{F} \) is lisse on \( U = \mathbb{A}^1 - S \). We have

\[
\sum_{x \in \mathbb{F}_p} \left( \frac{x^3 + \alpha x + \beta}{p} \right) = \sum_{x \in U(\mathbb{F}_p)} t_\mathcal{F}(x),
\]

since \( t_\mathcal{F}(x) = 0 \) for any root \( x \in S \) of \( P \). The trace formula applied to \( \mathcal{F} \) (which is geometrically irreducible because it has rank 1) on \( U \) gives

\[
\sum_{x \in U(\mathbb{F}_p)} t_\mathcal{F}(x) = -\text{Tr}(\text{Fr}_p | H^1_c(U \times \bar{\mathbb{F}}_p, \mathcal{F}))
\]

since the other cohomology groups of \( \mathcal{F} \) vanish (by Proposition 4.1.5 and Proposition 4.1.6, the second applied to \( \mathcal{F}_1 = \mathcal{F} \) and \( \mathcal{F}_2 \) the trivial rank 1 sheaf; then \( \mathcal{F}_1 \) is not geometrically isomorphic to \( \mathcal{F}_1 \) because \( \mathcal{F} \) is not geometrically trivial).

Since \( \mathcal{F} \) has rank 1 and is tamely ramified at the \( n = 4 \) distinct points \( x \in S \cup \{ \infty \} \), the Euler-Poincaré formula \( (4.12) \) leads to

\[
\dim H^1_c(U \times \bar{\mathbb{F}}_p, \mathcal{F}) = n - 2 = 4 - 2 = 2.
\]

Deligne’s Theorem 4.1.7 then applies to derive the bound

\[
\left| \sum_{x \in \mathbb{F}_p} \left( \frac{x^3 + \alpha x + \beta}{p} \right) \right| \leq 2\sqrt{p},
\]

which is the precise Hasse bound (1.2). An additional geometric ingredient (a form of Poincaré duality) shows that, in this case, the two eigenvalues of the Frobenius acting on \( H^1_c(U \times \bar{\mathbb{F}}_p, \mathcal{F}) \) are of weight 1 exactly (and not just of weight \( \leq 1 \), as given by Theorem 4.1.7).

Example 4.2.2 (The Weil bound). Let \( p \) be a prime number and \( a \in \mathbb{F}_p^\times \). We can proceed along similar lines with

\[
K(x) = e\left( \frac{ax + \bar{x}}{p} \right)
\]
to estimate Kloosterman sums. Let \( \varphi(X) = aX + X^{-1} \in \mathbf{F}_p(X) \) and \( \mathcal{F} = \mathcal{L}_{\psi(\varphi(X))} \) over \( \mathbf{F}_p \), where \( \psi \) is the additive character \( \psi(x) = e(x/p) \) (and we use any prime \( \ell \neq p \) to define \( \mathcal{F} \)). Then \( \mathcal{F} \) is of rank 1, ramified only at 0 and \( \infty \), and the trace formula gives

\[
\mathrm{Kl}_2(a; p) = -\frac{1}{\sqrt{p}} \sum_{x \in \mathbf{F}_p} t_{\mathcal{F}}(x) = \frac{1}{\sqrt{p}} \mathrm{Tr}(\mathcal{F}_p|H^1_\ell(U \times \hat{\mathbf{F}}_p, \mathcal{F})),
\]

where \( U = \mathbf{A}^1 - \{0\} \).

By (4.12), we obtain

\[
\dim H^1_\ell(U \times \hat{\mathbf{F}}_p, \mathcal{F}) = 0 + \text{Swan}_0(\mathcal{F}) + \text{Swan}_\infty(\mathcal{F}) = 2
\]

by the computation of Swan conductors of Artin-Schreier sheaves (where we use the fact that \( a \neq 0 \) to see that the Swan conductor at \( \infty \) is really 1).

Therefore Theorem 4.1.7 gives the bound

\[
|\mathrm{Kl}_2(a; p)| \leq 2
\]

as in (1.3).

Exercise 4.2.3. Let \( p \) be a prime and \( \psi(x) = e(x/p) \) for \( x \in \mathbf{F}_p \). Prove that

\[
\left| \sum_{x \in \mathbf{F}_p} \psi\left(\frac{a}{x+d} + \frac{b}{x} + cx\right) \right| \leq 3\sqrt{p}
\]

for all \((a, b, c, d) \in \mathbf{F}_p \) such that either (1) \( d = 0 \) and \( a + b \neq 0 \); or (2) \( d \neq 0 \) and \( (a, b, c) \neq (0, 0, 0) \).

4.3. The black-box version

4.4. First consequences of Deligne’s Theorem

Interpreted as a quasi-orthogonality statement, Theorem 4.1.1 has a number of very important consequences that go in the direction of showing that, for small enough conductors, the trace function of a geometrically irreducible middle-extension sheaf determines it uniquely. These statements, besides their intrinsic interest, suggest some fascinating problems and questions mixing algebraic geometry and analytic number theory, which we will present here, and discuss later in some cases.

Proposition 4.4.1. Let \( k \) be a finite field and \( \ell \) a prime different from the characteristic \( p \) of \( k \). Let \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) denote two middle-extension \( \ell \)-adic sheaves on \( k \). Denote \( c_i = c(\mathcal{F}_i) \) and denote \( K_i \) the trace function of \( \mathcal{F}_i \). Assume that \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) are geometrically irreducible.

(1) If \( K_1 = K_2 \) and \( c_i \leq \frac{1}{2}|k|^{1/8} \), then \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) are geometrically isomorphic.

(2) Let

\[
Z = \{ x \in k \mid K_1(x) = 0 \}.
\]

Then we have

\[
|Z| \leq |k| \left(1 - \frac{1}{2c_1^2}\right),
\]

provided \( c_1 \leq \frac{1}{2}|k|^{1/8} \).

(3) Let

\[
Z' = \{ x \in k \mid K_1(x) = K_2(x) \}.
\]

Then if \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) are not geometrically isomorphic, we have

\[
|Z'| \leq |k| \left(1 - \frac{1}{4c_2^2}\right),
\]

where \( c_2 \) depends on \( \mathcal{F}_2 \).
provided $c_1, c_2 \leq \frac{1}{2}|k|^{1/8}$.

(4) If $K_1$ is identically zero, then

$$c \geq \frac{1}{2}|k|^{1/8}.$$  

**Proof.** All of these facts follow by playing the two parts of Theorem 4.1.1 against each other. We denote by $c$ the maximum of $c_1$ and $c_2$.

(1) We proceed by contraposition, assuming that $F_1$ is not geometrically isomorphic to $F_2$. Denoting

$$S = \sum_{x \in k} K_1(x)K_2(x) = \sum_{x \in k} |K_1(x)|^2,$$

we obtain then from (4.10) the bound

$$|S| \leq 4c^4\sqrt{|k|}.$$  

On the other hand, since $K_2 = K_1$, the second bound (4.11), applied to $(F_1, F_1)$ and $\alpha = 1$, gives

$$|S - |k|| \leq 4c^4\sqrt{|k|},$$

and therefore

$$|k| \leq 8c^4\sqrt{|k|}$$

by the triangle inequality, which gives the result since $8^{1/4} \leq 2$.

(2) If $K_1(x) = 0$ for all $x \in Z$, we get

$$|k| - 4c_1^4\sqrt{|k|} \leq \sum_{x \in k - Z} |K_1(x)|^2 \leq (|k| - |Z|)c_1^2,$$

hence

$$|Z| \leq |k|\left(1 - \frac{1}{c^2}\right) + 4c^2\sqrt{|k|} \leq |k|\left(1 - \frac{1}{2c^2}\right)$$

if $c_1 \leq \frac{1}{2}|k|^{1/8}$.

(3) We write

$$\sum_{x \in k} |K_1(x)|^2 = \sum_{x \in Z'} K_1(x)K_2(x) + \sum_{x \in k - Z'} |K_1(x)|^2$$

$$= \sum_{x \in k} K_1(x)K_2(x) + \sum_{x \in k - Z'} (|K_1(x)|^2 - K_1(x)K_2(x)).$$

By the two parts of Theorem 4.1.1 we get again

$$|k| - 4c_1^4\sqrt{|k|} \leq \sum_{x \in k} |K_1(x)|^2,$$

and

$$\left|\sum_{x \in k} K_1(x)K_2(x)\right| \leq 4c_1^4\sqrt{|k|},$$

so that

$$|k| - 4c_1^4\sqrt{|k|} \leq 4c_1^4\sqrt{|k|} + 2(|k| - |Z'|)c_1^2,$$

which gives

$$|Z'| \leq |k|\left(1 - \frac{1}{c^2}\right) + 8c^2\sqrt{|k|} \leq |k|\left(1 - \frac{1}{4c^2}\right)$$

if $c_1 \leq \frac{1}{2}|k|^{1/8}$.

(4) If $K_1$ is identically zero, then we get

$$0 = \sum_{x \in k} |K_1(x)|^2 \geq |k| - 4c_1^4\sqrt{|k|},$$
hence the result.

This leads to the following questions:

**Question 4.4.2.** Let \( k \) be a finite field. What is the injectivity threshold \( IT(k) \) defined as the smallest \( c \) for which there exist two geometrically irreducible middle-extension sheaves over \( k \), not geometrically isomorphic, with the same trace function?

**Question 4.4.3.** Let \( k \) be a finite field. What is the zero threshold \( ZT(k) \) defined as the smallest \( c \) for which there exist a geometrically irreducible middle-extension sheaf over \( k \) with trace function identically zero?

Proposition 4.4.1 shows that \( IT(k) \geq \frac{1}{2} |k|^{1/8} \) and \( ZT(k) \geq \frac{1}{2} |k|^{1/8} \). This can be improved by simply being more careful in the reduction of the Riemann Hypothesis to simple estimates (see [34]). However, in the absence of tools to study analytic properties of trace functions of large conductor, it is very unclear how to proceed when the Riemann Hypothesis ceases to give non-trivial estimates.

On the other hand, direct constructions lead only to upper bounds of size about \( |k| \). For instance, if \( \chi \) is a non-trivial multiplicative character of \( k^\times \), then the Kummer sheaf \( F_2 = L_{\chi(F)} \) with
\[
F = X^{|k|} - X + 1
\]
has trace function identically 1, i.e., equal to that of the trivial sheaf \( F_1 \). In that case, \( c(F_2) \leq |k| + 2 \). Similarly, the trace function of \( L_{\chi(G)} \), for
\[
G = X^{|k|} - X,
\]
is identically zero.

The next corollary of the Riemann Hypothesis is also very interesting, as it reveals an important feature of the conductor: its height-like properties.

**Proposition 4.4.4.** Let \( k \) be a finite field and \( \ell \) a prime different from the characteristic \( p \) of \( k \). Let \( c \geq 1 \) be a real number. There are only finitely many geometric isomorphism classes of geometrically irreducible middle-extension \( \ell \)-adic sheaves on \( k \) with conductor at most \( c \). In particular, there are only finitely many geometrically irreducible trace functions on \( K \) with conductor at most \( c \), up to multiplication by complex numbers of modulus 1.

The key to this finiteness property is the following fact about unit vectors in a finite-dimensional real inner-product space:

**Lemma 4.4.5.** Let \( E \) be a finite-dimensional real inner-product space. Let \( \xi > 0 \) be given. If \( Y \) is any subset of unit vectors in \( E \) such that
\[
\langle x, y \rangle \leq 1 - \xi
\]
for all \( x \neq y \) in \( Y \), then \( Y \) is finite.

**Proof.** For any unit vector \( v \) in \( E \), let
\[
C_v = \{ w \in E \mid \|w\| = 1, \quad |\langle v, w \rangle| > 1 - \frac{\xi}{4} \}.
\]

Then, by homogeneity, the measure \( \mu \) of \( C_v \) (with respect to the surface measure on the unit sphere of \( E \), normalized for instance so that the whole sphere has measure 1) is independent of \( v \), and \( \mu > 0 \) because it contains an open neighborhood of \( v \) on the unit sphere.
We claim that \( C_x \cap C_y = \emptyset \) if \( x \) and \( y \) are on \( Y \) and distinct. Indeed, if \( w \in C_x \cap C_y \), then since
\[
\langle v_1, v_2 \rangle = 1 - \frac{1}{2} \|v_1 - v_2\|^2
\]
for any vectors \( v_1, v_2 \) of length 1, we get
\[
\|w - x\| < \sqrt{\frac{\xi}{2}}, \quad \|w - y\| < \sqrt{\frac{\xi}{2}},
\]
and therefore
\[
\|x - y\| < \sqrt{2\xi},
\]
and
\[
\langle x, y \rangle = 1 - \frac{1}{2} \|x - y\|^2 > 1 - \xi,
\]
which contradicts the assumption on \( Y \). Thus the sets \( C_x \) are disjoint for \( x \in Y \), and hence \( \mu|Y| \leq 1 \), so that \( Y \) is finite. \( \square \)

This lemma means that the angle between two distinct unit vectors in \( X \) is always bounded away from zero (by \( \arccos(1 - \xi) \in [0, \pi/2] \), if \( \xi \leq 1 \) In the combinatorics literature, sets such as \( Y \) in this statement are called spherical codes, and the property above is the beginning of a very delicate theory dealing with the problem of finding good estimates (especially upper bounds) for the maximal size of such a set \( Y \), given \( k \) and \( \xi \). We refer to [63] for details and references.

**Proof of Proposition 4.4.4.** We denote by \( M_k(c) \) a set of representatives, up to geometric isomorphism, of geometrically irreducible middle-extension \( \ell \)-adic sheaves with conductor \( \leq c \). We also write \( X_k(c) \) for the set of the trace functions of these representatives, so that
\[
X_k(c) \subset C(k),
\]
where we recall that \( C(k) \) denotes the space of complex-valued functions on \( k \).

We begin by observing that by restriction of the underlying representation to the subgroup
\[
\Pi_{k_\nu} \subset \Pi_k
\]
of \( \Pi_k \), we can find an injection of \( M_k(c) \) in \( M_{k_\nu}(c) \), where \( k_\nu \) is the extension of \( k \) of degree \( \nu \geq 1 \). Indeed, since \( \Pi_{k_\nu} \) has the same geometric Galois subgroup \( \Pi_k^\nu \) as \( \Pi_k \), a geometrically irreducible representation remains geometrically irreducible after restriction to \( \Pi_{k_\nu} \), and this restriction has the same conductor. Moreover if the restrictions of \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) are geometrically isomorphic, then tautologically so are \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \), which shows the injectivity.

In particular, it is enough to prove that \( M_{k_\nu}(c) \) is finite for some \( \nu \geq 1 \) to finish the proof. For this purpose, we pick \( \nu \) such that
\[
(4.9) \quad c < \frac{1}{2} |k|^{\nu/8}.
\]
Then by Proposition 4.4.1 the map
\[
M_{k_\nu}(c) \rightarrow X_{k_\nu}(c)
\]
is also injective, and its image is a set of non-zero vectors in the space \( C(k_\nu) \). We have an \( \mathbf{R} \)-linear isomorphism of \( C(k_\nu) \) with \( E = \mathbf{R}^{2|k|^{\nu}} \) by mapping a function to the vector
with coordinates given by the real and imaginary parts of its values \( \varphi(x) \). We equip the real vector space \( E \) with the inner-product
\[
\langle v_1, v_2 \rangle = \frac{1}{|k|^\nu} \sum_i x_i y_i,
\]
so that
\[
\langle v_1, v_2 \rangle = \frac{1}{|k|^\nu} \text{Re} \left( \sum_{x \in k_\nu} K_1(x) \overline{K_2(x)} \right)
\]
for \( v_i \) the vectors corresponding to \( K_i \in X_{k_\nu}(c) \). Let \( Y \) be the set of unit vectors \( v/\|v\| \) associated to \( K \in X_{k_\nu}(c) \); this is well-defined since \( K \neq 0 \) by the above condition on \( \nu \).

For \( v_1, v_2 \) distinct in \( Y \), corresponding to trace functions \( K_1, K_2 \), we have then
\[
\langle v_1, v_2 \rangle = \frac{1}{\|K_1\| \|K_2\|} \text{Re} \left( \frac{1}{|k|^\nu} \sum_{x \in k_\nu} K_1(x) \overline{K_2(x)} \right).
\]

From (4.9) and Theorem 4.1.1, we deduce
\[
\|K_i\| \geq \frac{3}{4}, \quad \frac{1}{|k|^\nu} \sum_{x \in k_\nu} K_1(x) \overline{K_2(x)} \leq \frac{1}{4},
\]
and hence distinct vectors \( v_1, v_2 \) in \( Y \) satisfy
\[
\langle v_1, v_2 \rangle \leq \frac{4}{9}.
\]

By Lemma 4.4.5 the set \( Y \) is therefore finite. \( \square \)

4.5. Extensions

We have stated Deligne’s Theorem for geometrically irreducible sheaves only. Although this is justified in many applications, the decomposition results of trace functions in terms of isotypic sheaves from Proposition 3.5.3 allows one to state a more general version which is also very useful.

THEOREM 4.5.1. Let \( k \) be a finite field and \( \ell \) a prime different from the characteristic \( p \) of \( k \). Let \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) denote two middle-extension \( \ell \)-adic sheaves on \( k \). Denote \( c_i = c(\mathcal{F}_i) \) and denote \( K_i \) the trace function of \( \mathcal{F}_i \). Assume that \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) are arithmetically irreducible and geometrically isotypic.

(1) If \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) are not geometrically isomorphic then
\[
\sum_{x \in k} K_1(x) K_2(x) \leq 4 c_1^2 c_2^2 \sqrt{|k|}.
\]

(2) If \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) are geometrically isomorphic then there exists a Weil-number \( \alpha \) of weight 0 such that \( K_2 = \alpha K_1 \), and an integer \( r \geq 1 \) such that we have
\[
\sum_{x \in k} K_1(x) K_2(x) - r \alpha |k| \leq 4 c_1^2 c_2^2 \sqrt{|k|}.
\]

As a corollary, we will show a very convenient analytic criterion for geometric irreducibility, due to Katz.

THEOREM 4.5.2. Let \( k \) be a finite field and \( \ell \) a prime different from the characteristic \( p \) of \( k \). Let \( \mathcal{F} \) be a middle-extension \( \ell \)-adic sheaf on \( k \). Then \( \mathcal{F} \) is geometrically irreducible if and only if
\[
\lim_{\nu \to +\infty} \frac{1}{|k|^\nu} \sum_{x \in k_\nu} |t_0(x; \nu)|^2 = 1
\]
or if and only if
\[ \frac{1}{|k|^{\nu}} \sum_{x \in k} |t(x; \nu)|^2 = 1 + O(|k|^{-\nu/2}) \]
where the implied constant depends only on \( c(F) \).

Another result that can be very useful are the extensions of the trace formula and the Euler-Poincaré formula beyond the open set \( U \) where the representations we apply these results to are unramified. We state these results over the affine line for simplicity.

**Theorem 4.5.3.** Let \( k \) be a finite field. Let \( F \) be an \( \ell \)-adic middle-extension sheaf over \( k \).

1. We have
   \[ \sum_{x \in k} t_F(x) = M_0 - M_1 + M_2, \]
   where
   \[ M_i = \text{Tr}(\text{Fr}_k \mid H^i_c(A^1 \times \bar{k}, F)). \]

2. We have
   \[ (4.12) \quad \chi(A^1, F) = \text{rank}(F) - \sum_{x \in \text{Sing}(F) - \{ x \}} \text{drop}_x(F) - \sum_{x \in \text{Sing}(F)} \text{Swan}_x(F) \]
   where
   \[ \chi(A^1, F) = \dim H^0_c(A^1 \times \bar{k}, F) - \dim H^1_c(A^1 \times \bar{k}, F) + \dim H^2_c(A^1 \times \bar{k}, F), \]
   and for any \( x \in \mathbb{P}^1(\bar{k}) \), we denote
   \[ \text{drop}_x(F) = \text{rank}(F) - \text{dim} F^{Is}. \]
CHAPTER 5

The Fourier transform and other cohomological transforms

This chapter describes one of the most important tools in applications of trace functions to analytic number theory. In a nutshell, it explains that the discrete Fourier transform of functions defined on a finite field $k$ can be interpreted at the level of sheaves, as was discovered by Deligne: the Fourier transform of a trace function is again a trace function. As we will see through numerous illustrations, this has very far-reaching consequences, arising from the preminent position of Fourier transforms in harmonic analysis.

5.1. The discrete Fourier transform

We begin with a short definition and description of the discrete Fourier transform for functions on a finite field. This is also the occasion to fix the notation and normalization.

**Definition 5.1.1.** Let $k$ be a finite field. Fix a non-trivial additive character $\psi : k \rightarrow \mathbb{C}^\times$.

The **Fourier transform with respect to $\psi$** is the linear operator $\text{FT}_\psi : C(k) \rightarrow C(k)$ defined by

$$\text{FT}_\psi(\varphi)(y) = \frac{1}{\sqrt{|k|}} \sum_{x \in k} \varphi(x) \psi(xy)$$

for any $\varphi \in C(k)$ and any $y \in k$.

**Remark 5.1.2.** For any $\nu \geq 1$, the additive character $\psi$ defines naturally a character $\psi_\nu : k_\nu \rightarrow \mathbb{C}^\times$ which is non-trivial if $\psi$ is. We will simply denote by $\text{FT}_{\psi} : C(k_\nu) \rightarrow C(k_\nu)$ the Fourier transform on $k_\nu$ with respect to this character $\psi_\nu$.

The choice of normalization is justified by the unitarity that is one of the basic properties of this operator, and which will correspond to the fact that we wish weight 0 representations to be sent to weight 0 representations in the sheaf-theoretic version of the Fourier transform.

We recall that the standard inner product defined on $C(k)$ is given by

$$\langle \varphi_1, \varphi_2 \rangle = \frac{1}{|k|} \sum_{x \in k} \varphi_1(x) \overline{\varphi_2(x)}$$

for any $\varphi_1$ and $\varphi_2 \in C(k)$.

**Proposition 5.1.3.** Let $k$ be a finite field and let $\psi$ a non-trivial additive character of $k$.

1. The Fourier transform is invertible and in fact it satisfies

$$\text{FT}_\psi(\text{FT}_\psi(\varphi)) = [\times(-1)]^* \varphi$$
for any \( \varphi \in C(k) \), where

\[
[(\times (-1)^n)^\varphi](x) = \varphi(-x).
\]

(2) The Fourier transform is unitary on \( C(k) \), i.e., for any \( \varphi_1 \) and \( \varphi_2 \) in \( C(k) \), we have

\[
\langle \varphi_1, \varphi_2 \rangle = \langle \text{FT}_\psi(\varphi_1), \text{FT}_\psi(\varphi_2) \rangle.
\]

In particular, we have

\[
\sum_{x \in k} |\varphi(x)|^2 = \sum_{y \in k} |\text{FT}_\psi(\varphi)(y)|^2
\]

for any \( \varphi \in C(k) \).

PROOF. These are standard facts that follow from the orthogonality of characters. We prove the unitarity to illustrate the normalization we use: by definition, we have

\[
\langle \text{FT}_\psi(\varphi_1), \text{FT}_\psi(\varphi_2) \rangle = \int |\varphi_1(x)| |\varphi_2(x)| \psi(x)^2 \, dx = 1.
\]

Exercise 5.1.4. Fix a finite field \( k \) and a non-trivial additive character \( \psi \).

(1) Let \( a \in k \) be given. Show that the Fourier transform with respect to \( \psi \) of \( \varphi(x) = \psi(ax) \) is given by

\[
\text{FT}_\psi(\varphi)(y) = \begin{cases} \sqrt{|k|} & \text{if } a + y = 0 \\ 0 & \text{otherwise}. \end{cases}
\]

(2) Let \( \chi : k^\times \rightarrow \mathbb{C}^\times \) be a non-trivial multiplicative character of \( k \). Extend \( \chi \) to \( k \) by putting \( \chi(0) = 0 \). Show that

\[
\text{FT}_\psi(\chi)(y) = w_{\psi}(\chi) \overline{\chi}(y)
\]

for all \( y \in k \), where

\[
w_{\psi}(\chi) = -\frac{1}{\sqrt{|k|}} \sum_{x \in k} \chi(x) \psi(x)
\]

is the Gauss sums of \( \chi \) with respect to \( \psi \). Show also that \( w_{\psi}(\chi) \) is a Weil number of weight 0.

The first part of this exercise, which is of course classical, illustrates a very special case of the Fourier transform: additive characters, although they are uniformly bounded independently of \( k \), are mapped to functions with \( L^\infty \)-norm that grows with the size of the finite field.

5.2. The sheaf-theoretic Fourier transform

The main result of this section is a very deep theorem of Deligne. To state it, we first introduce a subclass of \( \ell \)-adic representations, which are those for which the Fourier transform is defined.
**Definition 5.2.1 (Fourier sheaf).** Let $k$ be a finite field, $\ell \neq p$ a prime number. A middle-extension sheaf $\mathcal{F}$ over $k$ is of **Fourier type** or a **Fourier sheaf** if none of its geometric Jordan-Hölder component is geometrically isomorphic to an Artin-Schreier sheaf $\mathcal{L}_\psi$ attached to some (possibly trivial) additive character $\psi$.

This definition may look tricky, but it should be thought of as being generic. For instance, a sheaf $\mathcal{F}$ is of Fourier type if any of the following conditions hold:

- If $\mathcal{F}$ is geometrically irreducible, and not geometrically isomorphic to some Artin-Schreier sheaf $\mathcal{L}_\psi$; indeed, in that case $\mathcal{F}$ is its own unique geometric Jordan-Hölder component (in particular, if $\mathcal{F}$ is geometrically irreducible and of rank 2, or if $\mathcal{F}$ is geometrically irreducible and is ramified at least at some point $x \in \bar{k}$).
- If $\mathcal{F}$ is everywhere tamely ramified, and does not have a trivial Jordan-Hölder component.

**Remark 5.2.2.** In Appendix A we will indicate for each of the trace functions that we describe, whether they are of Fourier type or not.

**Theorem 5.2.3 (Deligne).** Let $k$ be a finite field and let $\psi : k \to \mathbb{C}^\times$ be a non-trivial additive character of $k$.

For any Fourier sheaf $\mathcal{F}$, there exists a Fourier sheaf $\mathcal{G} = \text{FT}_\psi(\mathcal{F})$, called the Fourier transform of $\mathcal{F}$ with respect to $\psi$, such that

1. For any $\nu \geq 1$ we have
   \[ t_\mathcal{G}(\cdot; \nu) = \text{FT}_\psi(t_\mathcal{F}(\cdot; \nu)), \]
   i.e., we have
   \[ t_\mathcal{G}(y; \nu) = -\frac{1}{|k|^\nu/2} \sum_{x \in k_\nu} t_\mathcal{F}(x; \nu) \psi(\text{Tr}_{k_\nu/k}(xy)) \]
   for any $y \in k_\nu$.
2. We have
   \[ c(\mathcal{G}) \leq 10 c(\mathcal{F})^2. \]

**Remark 5.2.4.** In fact, Deligne’s theorem gives a specific geometric construction that shows that the map sending $\mathcal{F}$ to its Fourier transform is natural (it is a functor). We did not describe it in this manner and hence there is some ambiguity in our statement. However, according to Proposition 4.4.1 (1), the upper bound on the conductor ensures that a sheaf $\mathcal{G}$ satisfying (5.1) is unique, if it exists and is geometrically irreducible, and if $c(\mathcal{F})$ is small enough compared with $|k|$.

We will now motivate the result, but first we present some basic applications that will show that Theorem 5.2.3 is extremely deep, and in fact contains already quite general instances of the Riemann Hypothesis.

**Example 5.2.5.** Let $p$ be a prime number and let $f \in \mathbb{F}_p(X)$ be a rational function that is not of the form $f = g^p - g + aX + b$ for some $g \in \mathbb{F}_p(X)$ and some $a, b \in \mathbb{F}_p$. This is the case, for instance, if $f$ is a polynomial of degree $d$ with $2 \leq d < p$. Let $\psi$ be the additive character $\psi(x) = e(x/p)$. The Artin-Schreier sheaf $\mathcal{L}_{\psi(f)}$ (see Section 2.4) is then of Fourier type, by the classification of Artin-Schreier sheaves (Theorem 3.2.4 (2)).

**5.3. Applications of the Fourier transform**

We present here some of the basic examples of use of the Fourier transform. This will also motivate the statements of some of its additional deeper properties, some of which
have little (if any) obvious counterpart at the level of the discrete Fourier transform of functions.

**Example 5.3.1 (Deligne’s bound for hyper-Kloosterman sums).**

### 5.4. Precise constructions

We explain the actual construction of the Fourier transform and some of its properties.
Appendix A: trace functions

This Appendix is a reference list of the most important examples of trace functions, together with a description of their invariants. In each case, we begin by stating the results for the functions themselves (in a manner suitable for Theorem 1.2.1), and then we discuss the geometric and algebraic invariants of the underlying representations or sheaves.

Example 1 (Kummer functions).

Example 2 (Artin-Schreier functions).

Example 3 (Kloosterman and hyper-Kloosterman sums).

Example 4 (Hypergeometric functions).
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