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I And edges joining certain pairs of
vertices;

I Maybe with multiple edges;
I Maybe with loops;
I Sometimes edges are oriented;
I And sometimes we add data to

either vertices or edeges or both.
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Some examples of graphs

Parts of the tree of life; Source: Yifan Hu
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Some examples of graphs

The nervous system of Caenorhabditis Elegans (302 neurons,
about 8000 synapses), from White, Southgate, Thomson,
Brenner (1986), updated and represented by Varshney, Chen,
Paniagua, Hall, Chklovskii (2011)
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Some examples of graphs

A “normal” family

McCaslin family genealogy in “Go Down, Moses” (W. Faulkner); Source: J. Padgett
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Some examples of graphs

Source: A. Shamir, “Random graphs in cryptography”



Some examples of graphs

Dynkin diagram of type E8

Source: E. Szemerédi, “On sets of integers
containing no k elements in arithmetic progression”,
Acta Arith. 1973



Some examples of graphs

A Cayley graph



Navigation

We are interested in the ways edges allow vertices in a graph to communicate.

A path is a sequence of successive
edges, and its length is the number of
edges involved. If the edges are
oriented, this must be taken into
account. The distance between two
vertices is the shortest length of a path
joining them, if one existe. A graph is
connected if there exists at least one
path between any pair of vertices. The
diameter is then the largest distance
between two vertices in the graph.
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Efficient navigation

In the applications we consider, we are looking for graphs with small diameter,
in comparision with the number of edges.

Example 1. In a computer data
structure, we organize objects (files,
etc) linearly (as in an audio tape).
The diameter is large: it is
proportional to the number of vertices.

Example 2. If we can put objects in a
tree-like configuration, the diameter is
much smaller: it is proportional to the
logarithm of the number of vertices.
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The cost of edges

The diameter may be very small, if
one is allowed to put many edges, as
in a complete graph.

But in practice,
we often can not choose which graph
to work with, or it could be that the
“cost” of edges requires that we
restrict their number.
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Graphs “not too dense”

The degree of a (non-oriented) graph
at a vertex is the number of edges
that it is an extremity of.

A useful
condition that controls the number of
edges for a “big” graph is to enforce
that the degree should be small at
each vertex, for instance that the
degree should be equal to 4 at each
vertex (4-regular graph). The
diameter of such a graph (if it is
connected) is at least log N/ log 4,
where N is the number of vertices.
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Example: card shuffling

Let n ≥ 1 be an integer, for instance n = 52. We
define a non-oriented graph with:

I Vertex set given by all orderings of a deck of n
playing cards (hence n! vertices; 52! ≈ 1067.9);

I Each ordering is connected with an edge to
those obtained by:

1. switching the first and second cards;
2. putting the first card in the last position;
3. putting the last card in the first position.

Exercises.
(1) This graph is connected.
(2) Its diameter is of order of magnitude n2.
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Digression: what can diameter be useful for?



Cheeger constant

Sometimes, it is not enough to have a
graph with a small diameter,

if the
graph can be disconnected by removed
just a few edges.

The “robustness” of a non-oriented graph, with vertex set S 6= ∅, is measured
by its Cheeger constant:

h = min
X⊂S

1≤|X |≤|S|/2

|∂X |
|X | ,

where ∂X is the set of edges with one extremity exactly in X (and |A| is the
number of elements of a finite set A).
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Properties

Proprerties. We defined

h = min
X⊂S

1≤|X |≤|S|/2

|∂X |
|X | ≥ 0, si |S| ≥ 2.

(1) The Cheeger constant is > 0 if and only if the graph is connected.
(2) It is not possible to isolate a subset X of vertices without removing at least
h min(|X |, |S − X |) edges.
(3) If the degree at each vertices is at most k, then the diameter of the graph
is at most (approximately)

log(|S|)
log(1 + h/k)

because the number of vertices at distance d from a fixed origin is at least

min
( |S|

2 ,
(

1 +
h
k

)d)
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Examples

Examples.

(1) A linear path of length 2n;

h ≤ 1/n.
(2) A binary tree with height k ≥ 2;

there are 2k − 1 vertices and

h ≤ 1
2k−1 − 1 .

(3) For the card-shuffling example
above, one can show that h ≤ c/n for
some constant c > 0.

We notice that in each of these cases, h tends to 0 as the number of vertices
tends to infinity.
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Expander graphs

Definition. A sequence of (non-oriented, finite) graphs (Γn)n≥1 is a family of
expanding graphs if

I The number of vertices of Γn tends to infinity as n tends to infinity;
I There exists k ≥ 1 such that the degree of each vertex of each graph is at

most k (the graphs are not too dense);
I There exists δ > 0 such that h(Γn) ≥ δ for all n (the Cheeger constant is

uniformly bounded away from zero).

Such graphs are simultaneously sparse and highly connected. In particular, the
diameter of Γn increases slowly: it is ≤ κ log(|Sn|) for some constant κ > 0,
independent of n.

But do expanders exists? Or is just a castle in the sky?
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Barzdin–Kolmogorov

Barzdin and Kolmogorov study the smallest volume that is required to realize in
space a finite graph with n vertices and degree at most 6,

if we represent
vertices with disjoint spheres of radius 1, and edges with flexibles tubes which
are (almost) disjoing and of radius 1.

Remark. It is not always possible to represente a graph in the plane, but it is
easy to convince oneself that this is possible in space.
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The results of Barzdin and Kolmogorov

Theorem 1. It is possible to do this in a
sphere of radius

√
n.

Theorem 2. For an expander faily, there
exists δ′ > 0 such that it is not possible to do
it in a sphere with radius ≤ δ′

√
n.

Theorem 3. “Almost any” graph is an
expander.

What is the meaning of Theorem 3?
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Almost all graphs are expanders

Consider a “large” integer n ≥ 1. We take the vertex set

Sn = {(1, 0), . . . , (n, 0), (1, 1), . . . , (n, 1)}.

Consider further four arbitrary permutations σ1, σ2, σ3 and σ4 of the set
{1, . . . , n}.
We construct a graph Γ(σ1, . . . , σ4) by connected with an edge (i , 0) to
(σ1(i), 1), (σ2(i), 1), (σ3(i), 1), and (σ4(i), 1).

1 2 3 4 5
σ1 3 1 4 2 5
σ2 1 4 3 5 2
σ3 5 1 4 2 3
σ4 1 2 5 3 4
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We construct a graph Γ(σ1, . . . , σ4) by connected with an edge (i , 0) to
(σ1(i), 1), (σ2(i), 1), (σ3(i), 1), and (σ4(i), 1).
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The Theorem means: there exists δ > 0 such that

lim
n→+∞

1
(n!)4 |{(σ1, . . . , σ4) | h(Γ(σ1, . . . , σ4)) ≥ δ}| = 1.



The motivation of Barzdin and Kolmogorov

Barzdin indicates in the notes of the selected works of Kolmogorov:
Unfortunately, I do not remember what was the occasion or event at which
Andrei Nikolayevich first mentioned these results (I was not present there).
I know only that the topic discussed there was the explanation of the fact
that the brain (...) is so constituted that the most of its mass is occupied
by nerve fibers (axons), while the neurons are only disposed on its surface.
The construction of Theorem 1 precisely confirms the optimality (in the
sense of volume) of such a disposition of the neuron network.

Valiant (1994–2005) has suggested possible algorithms to model realistically
certain basic operations that must be performed by the brain; he observes that
these methods require some expansion properties of the neuron network:

The property of expansion (...) is an archetypal such property. (This
property, widely studied in computer science, was apparently first discussed
in a neuroscience setting [BK].) The vicinal algorithms for the four tasks
considered here need some such connectivity properties. In each case
random graphs with appropriate realistic parameters have it, but pure
randomness is not necessarily essential.
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Bassalygo and Pinsker

Bassalygo and Pinsker show that the existence of certain types of
communication networks would follow from the existence of expanders.

Pinsker, for a similar problem (“superconcentrators”), introduces the
terminology “expanding graph”. Like Barzdin and Kolmogorov, he shows that
such graphs exist using probabilistic methods. In a final note, he mentions that
Margulis has obtained a deterministic construction.
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Margulis

Why should we care about explicit constructions?

I Because this might be required in applications (to construct efficient
networks, for instance).

I To understand the nature of the expansion property...

In particular, to
have methods to prove that certain concretely given graphs are expanders,
or not.
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The graphs of Margulis

Margulis uses Kazhdan’s Property (T).

A special case is the following:

Margulis graphs. The set of vertices is Z/nZ× Z/nZ (hence there are n2

vertices); edges connect (a, b) to the vertices

(a + b, b), (a − b, b), (a, b + a), (a, b − a), (a + b + 1, b),

(a − b + 1, b), (a, b + a + 1), (a, b − a + 1),

where the algebraic operations are performed in Z/nZ.

Example: for n = 5, the neighbors of
(2, 3) are (0, 3), (4, 3), (2, 0), (2, 1),
(1, 3), (0, 3), (2, 1), (2, 2).
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Questions...

I How should one check numerically/theoretically that a given graph is
expanding? (In other words, how can one find a lower-bound for its
Cheeger constant?)

Note that if a graph has n vertices, the definition involves 2n/2 subsets to test
in order to compute the Cheeger constant.

I Are there other remarkable properties or applications of expander graphs?
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The combinatorial Laplace operator

For a finite non-oriented graph Γ, with vertex set S 6= ∅, we define C(Γ) to be
the vector space of functions f : S −→ C. It is a finite-dimensional space, and
its dimension is equal to the number of vertices.

Assuming the degree at each x is at least 1, we then consider the linear
operator (“combinatorial” laplacian)

∆ : C(Γ) −→ C(Γ)

defined by
(∆f )(x) = f (x)− 1

d(x)

∑
y relié à x

f (y).

With respect to the basis of functions with value 1 at a single vertex, and with
value 0 elsewhere, the matrix representing ∆ is symmetrical and has real
coefficients. Hence ∆ is diagonalizable with real eigenvalues. In fact, it is not
difficult to show that the eigenvalues at non-negative. The value 0 is an
eigenvalue for ∆ for the eigenvector f which is constant equal to 1.
We denote

0 = λ0 ≤ λ1 ≤ · · · ≤ λ|S|−1

the eigenvalues of ∆ (“spectrum of the graph”).



The combinatorial Laplace operator

For a finite non-oriented graph Γ, with vertex set S 6= ∅, we define C(Γ) to be
the vector space of functions f : S −→ C. It is a finite-dimensional space, and
its dimension is equal to the number of vertices.
Assuming the degree at each x is at least 1, we then consider the linear
operator (“combinatorial” laplacian)

∆ : C(Γ) −→ C(Γ)

defined by
(∆f )(x) = f (x)− 1

d(x)

∑
y relié à x
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Spectral interpretation of expansion

Exercise. The eigenvalue λ0 = 0 is simple, or in other words, we have λ1 > 0,
if and only if Γ is connected.

Recall that h > 0 is also a characterization of connected graphs. Is there a link
between these two numerical invariants?

Combinatorial Buser and Cheeger inequalities. We have( d2
−

2d+

)
λ1 ≤ h ≤ d+

√
2λ1

where d− ≥ 1 and d+ are the minimal and maximal degrees, respectively.

In particular, a sequence (Γn) of graphs with bounded degree is an expanding
family if and only if there exists δ > 0 (a “spectral gap”) such that

λ1(Γn) ≥ δ

for all n ≥ 1.

Using (fancy) numerical linear algebra, it is then possible to compute λ1, hence
to estimate h, for very large graphs (up to a billion vertices).
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Digression

I Why “laplacian”? If we have a function f of C3 class on R2, a Taylor
expansion shows that

−∆f (a, b) = −∂
2f
∂x2 (a, b)− ∂2f

∂y 2 (a, b)

= lim
h→0

1
h2

(
f (a, b)− 1

4 (f (a + h, b) + f (a − h, b)+

f (a, b + h) + f (a, b − h))
)

I The spectrum of the Laplace opera-
tor has many other applications; for
instance, if the graph is regular of de-
gree k, the number of triangles in the
graph is equal to

k3

6 Tr((Id−∆)3) =
k3

6
∑

i

(1−λi )
3.
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Applications

Expander graphs have appeared in often surprising manner in many areas of
mathematics:

I Geometry;
I Number theory and arithmetic geometry;
I Group theory;
I Theoretical computer science;
I Operator theory;
I Combinatorics;
I And many others...
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Application: geometry, arithmetic and sieve

A classical result from plane geometry:
given three circles (©1,©2,©3) which are
pairwise tangent with disjoint interiors,

there exist two other circles (©4,©′4) such
that

(©1,©2,©3,©4) et (©1,©2,©3,©′4)

are pairwise tangents with disjoint interiors.

(With the convention that circles with radius < 0 are allowed, in which case
the “l’intérieur” is the complement of the disc bounded by the circle.)
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Circle packings

Starting with four circles
(©1,©2,©3,©4),

and applying this result
to (©1,©2,©3), (©1,©2,©4),
(©1,©3,©4), (©2,©3,©4), we obtain
four new circles, and then a full circle
packing by iterating.
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Integral circle packings

Descartes proved that the curvatures
(c1, c2, c3, c4) = (1/r1, 1/r2, 1/r3, 1/r4) of
the four circles (©1,©2,©3,©4) in such a
configuration satisfy

2(c2
1 +c2

2 +c2
3 +c2

4 )−(c1 +c2 +c3 +c4)2 = 0.

In particular, if three curvatures are
integers, so is the fourth. And hence all the
curvatures of an Apollonian circle packing
are integers, provided those of the original
4-tuple are!

-6
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What we know...

Many recent works have led to significant progress concerning this question:

I (Kontorovich–Oh, 2011) If we denote r(n) the number of circles with
curvature n ≥ 1 in a fixed packing, there exists c > 0 such that

N∑
n=1

r(n) ∼ cNδ

as N → +∞, where δ = 1, 30568 . . . is a constant which is independent of
the circle packing.

I (Bourgain–Fuchs, 2011) There exists c1 > 0 such that the number R(N)
of integers n ≤ N such that r(n) ≥ 1 satisfies R(N) ≥ c1N for N large
enough.

I (Bourgain–Kontorovich, 2014) “Almost all” those integers n ≥ 1 for which
it is not the case that r(n) = 0 for “obvious reasons” satisfy r(n) ≥ 1.
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Which graphs are involved

A direct computation shows that, at each stage, the curvatures are obtained by
formulas like

(c ′1, c2, c3, c4) = (c1, c2, c3, c4)tA1,

and similarly with matrices A2, A3, A4; these 4× 4 matrices have integral
coefficients. For instance

A1 =

−1 2 2 2
0 1 0 0
0 0 1 0
0 0 0 1



The set of all curvatures is therefore the set of coordinates of vectors of the
form v0B, where v0 corresponds to the initial four curvatures, and B runs over
the subgroup of the group of 4× 4 matrices generated by S = (A1,A2,A3,A4):
the set A of all products of matrices Ai and of their inverses (because
A−1

i = Ai ).
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Which graphs are involved

For any integer q ≥ 1, if we consider the set Aq of matrices with coefficients in
Z/qZ that are obtained by replacing each coefficient of Ai and of the elements
B ∈ A with their values modulo q, we obtain a finite group.

This group can be
computed explicitly (for all q ≥ 1, Fuchs, 2010).

We define a graph Γq (“the Cayley graph of Aq with respect to S”) by taking:
I The set Aq as vertices;
I The edges connect B ∈ Aq a BA1, BA2, BA3 and BA4.

Theorem (Varjú 2013; Helfgott, Bourgain–Gamburd,
Bourgain–Gamburd–Sarnak) The sequence of graphs (Γq) is a family of
expanders.
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Why is expansion useful here?

It is the spectral interpretation of expansion which is crucial here.

One can
deduce from it the following property: if

λ1(Γq) ≥ δ

for all q ≥ 1 (and δ < 1), then for any matrix B ∈ A and any N ≥ 1, we have∣∣∣ 1
4N |{(B1, . . . ,BN ) ∈ S

N | B1 · · ·BN ≡ B (mod q)}| − 1
|Aq|

∣∣∣ ≤ (1− δ)N .

This means that, in the products of matrices defining a complicated element of
A, each reduction modulo q has “the same chance” of appearing, as long as q
is not too large compared with the length N of the product B1 · · ·BN .
Precisely, since |Aq| ≤ q16, the error is negligible as long as

(1− δ)N ≤ 10−10q−16

which means that q may grow exponentially with q, because δ is independent
of q.
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Application: complicated knots

Around 1980, Gromov asked
whether complicated knots exist: it
would be impossible to put them in
space in such a way that their
distorsion be small.

The distorsion of a knot N is an invariant defined by Gromov:

δ(N) = min
γ : [0,1]→R3

realizing N

sup
(x,y)∈γ

x 6=y

dγ(x , y)

‖x − y‖ ,

where dγ(x , y) is the distance along the knot between x and y and ‖x − y‖ is
the usual euclidean distance.
To say that δ(N) is “large” means that, whichever way one puts the knot in
space, there will be points “close” in space which are “far away” along the knot.
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Gromov-Guth (and Pardon)

Gromov asks:
Does every isotopy class of knots in R3 have a representative in R3

with distortion < 100?

The problem is difficult because there are infinitely many different knots with
δ(N) < 100.

But the answer is “No”!

Theorem (Pardon 2010, Gromov-Guth 2011). For any D ≥ 1, there exist knots
N with δ(N) ≥ D.

The proof of Pardon is constructive and
direct: for toric knots Tp,q, he gives a
lower-bound for the distortion in terms of p
and q. (See http://images.math.cnrs.fr/
Des-Noeuds-Indetordables.html)

T8,3; picture B. Klœckner

http://images.math.cnrs.fr/Des-Noeuds-Indetordables.html
http://images.math.cnrs.fr/Des-Noeuds-Indetordables.html
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The argument of Gromov and Guth

The knots considered by Gromov
and Guth are obtained, in a rather
delicate manner, from certain
geometric shapes M of dimension 3
(compact hyperbolic manifolds).

For certain sequences (Mn) of such manifolds are associated in a natural way
certain graphs Γn, (independently of the construction of the knots Nn).

Gromov and Guth prove that there exists α > 0 such that

δ(Nn) ≥ α|Sn|h(Γn)

for all n, where Sn is the set of vertices of Γn.

Finally, they know that (Γn) is a sequence of expanding graphs, for subtle
reasons close to that used by Margulis (“Property (τ) of Lubotzky”; Selberg,
Clozel).
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Some some open questions

I Obtain “reasonable” estimates for the Cheeger constant of graphs like the
Cayley graphs of the matrix group modulo p generated by(

1 3
0 1

)
(mod p),

(
1 0
3 1

)
(mod p)

(known: λ1 ≥ 2−280
; if 3 is replaced by 1, about 1/100...)

I Find efficient algorithms to navigate in certain expanders; for instance,
find an efficient algorithm to express(

1 (p − 1)/2
0 1

)
as a product, of length proportional to log p of the matrices(

1 ±3
0 1

)
(mod p),

(
1 0
∓3 1

)
(mod p)

I And find new applications!
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