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Preface

The style of this book is a bit idiosyncratic. The results that interest us belong to number theory, but the emphasis in the proofs will be on the probabilistic aspects, and on the interaction between number theory and probability theory. In fact, we attempt to write the proofs so that they use as little arithmetic as possible, in order to clearly isolate the crucial number-theoretic ingredients which are involved.

This book is quite short. We attempt to foster an interest in the topic by focusing on a few key results that are accessible and at the same time particularly appealing, in the author’s opinion, without targeting an encyclopedic treatment of any. We also try to emphasize connections to other areas of mathematics – first, to a wide array of arithmetic topics, but also to some aspects of ergodic theory, expander graphs, etc.

In some sense, the ideal reader of this book is be a student who has attended at least one introductory advanced undergraduate or beginning graduate-level probability course, including especially the Central Limit Theorem, and maybe some aspects of Brownian motion, and who is interested in seeing how probability interacts with number theory. For this reason, there are almost no number-theoretic prerequisites, although it is helpful to have some knowledge of the distribution of primes.

Probabilistic number theory is currently evolving very rapidly, and uses more and more refined probabilistic tools and results. For many number theorists, we hope that the detailed and motivated discussion of basic probabilistic facts and tools in this book will be useful as a basic “toolbox”.

Zürich, March 13, 2020
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CHAPTER 1

Introduction

1.1. Presentation

Different authors might define “probabilistic number theory” in different ways. Our point of view will be to see it as the study of the asymptotic behavior of arithmetically-defined sequences of probability measures. Thus the content of these notes is based on examples of situations where we can say interesting things concerning such sequences. However, in Chapter 7, we will quickly survey some topics that might quite legitimately be seen as part of probabilistic number theory in a broader sense.

To illustrate what we have in mind, the most natural starting point is a famous result of Erdős and Kac.

Theorem 1.1.1 (the Erdős-Kac Theorem). For any positive integer \( n \geq 1 \), let \( \omega(n) \) denote the number of prime divisors of \( n \), counted without multiplicity. Then for any real numbers \( a < b \), we have

\[
\lim_{N \to +\infty} \frac{1}{N} \left\{ 1 \leq n \leq N \mid a \leq \frac{\omega(n) - \log \log N}{\sqrt{\log \log N}} \leq b \right\} = \frac{1}{\sqrt{2\pi}} \int_a^b e^{-x^2/2} dx.
\]

To spell out the connection between this statement and our slogan, one sequence of probability measures involved here is the sequence \( (\mu_N)_{N \geq 1} \) defined as the uniform probability measure supported on the finite set \( \Omega_N = \{1, \ldots, N\} \). This sequence is defined arithmetically, because the study of integers is part of arithmetic. The asymptotic behavior is revealed by the statement. Namely, consider the sequence of random variables

\[ X_N(n) = \frac{\omega(n) - \log \log N}{\sqrt{\log \log N}} \]

defined on \( \Omega_N \) for \( N \geq 3 \), and the sequence \( (\nu_N) \) of their probability distributions, which are (Borel) probability measures on \( \mathbb{R} \) defined by

\[ \nu_N(A) = \mu_N(X_N \in A) = \frac{1}{N} \left| \{ 1 \leq n \leq N \mid \frac{\omega(n) - \log \log N}{\sqrt{\log \log N}} \in A \} \right| \]

for any measurable set \( A \subset \mathbb{R} \). These form another arithmetically-defined sequence of probability measures, since primes are definitely arithmetic objects. Theorem 1.1.1 is, by basic probability theory, equivalent to the fact that the sequence \( (\nu_N) \) converges in law to a standard normal random variable as \( N \to +\infty \).

The Erdős-Kac Theorem is probably the simplest case where a natural deterministic arithmetic quantity (the number of prime factors of an integer), individually very hard to grasp, nevertheless exhibits a probabilistic behavior that is the same as a very common probability distribution. This is the prototype of the kinds of statements we will discuss.

We will prove Theorem 1.1.1 in the next chapter. Before we do this, we will begin in with some much more elementary results that may, with hindsight, be considered as the simplest cases of the type of results we want to describe.

\[ ^1 \text{Simply so that } \log \log N \geq 1. \]
1.2. How does probability link with number theory really?

Before embarking on this, however, it might be useful to give a rough idea of the way probability theory and arithmetic will combine to give interesting limit theorems like the Erdős-Kac Theorem. The strategy that we outline here will be, in different guises, at the core of the strategy of the proofs of most theorems in this book.

We typically will be working with a sequence \((X_n)\) of arithmetically interesting random variables, and we wish to prove that it converges in law. Two steps will be involved:

1. We begin by approximating \((X_n)\) by another sequence \((Y_n)\), in such a way that convergence in law of these approximations implies that of \((X_n)\), with the same limit. In other words, we see \(Y_n\) as a kind of perturbation of \(X_n\), which is small enough to preserve convergence in law. Notably, the approximation might be of different sorts: the difference \(X_n - Y_n\) might, for instance, converge to 0 in probability, or in some \(L^p\)-space; in fact, we will sometimes encounter a process of successive approximations, where the successive perturbations are small in different senses, before reaching a convenient approximation \(Y_n\).

2. Having found a good approximation \(Y_n\), we prove that it converges in law using a probabilistic criterion that is sufficiently robust to apply; typical examples are the method of moment, and the convergence theorem of P. Lévy based on characteristic functions (i.e., Fourier transforms), because analytic number theory often gives tools to compute approximately such invariants of arithmetically-defined random variables.

Both steps are sometimes quite easy to motivate using some heuristic arguments (for instance, when \(X_n\) or \(Y_n\) are represented as a sum of various terms, we might guess that these are “approximately independent”, to lead to a limit similar to that of sums of independent random variables), but they may also involve quite subtle ideas.

We will not dwell further on this overarching strategy, but the reader will be able to recognize, when we discuss the steps of the proofs of each of the main theorems, how they fit into this skeleton.

In many papers written by (or for) analytic number theorists, the approximations of Step 1, as well as (say) the moment computations of Step 2, are performed using notation, terminology and normalizations coming from the habits and standards of analytic number theory. In this book, we will try to express them instead, as much as possible, in good classical probabilistic style (e.g., we attempt to mention as little as possible the “elementary event” \(\omega\) of the underlying probability space). This is usually simply a matter of cosmetic transformations, but sometimes it leads to slightly different emphasis, in particular concerning the nature of the approximations in Step 1. We suggest that the reader compare our presentation with that of some of the original source papers, in order to assess whether this style is enlightening (as we often find it to be), or not.

1.3. A prototype: integers in arithmetic progressions

As mentioned above, we begin with a result that is so easy that it is usually not specifically presented as a separate statement (let alone as a theorem!). Nevertheless, as we will see, it is the basic ingredient (and explanation) for the Erdős-Kac Theorem, and generalizations of it become quite quickly very deep.

**Theorem 1.3.1.** For \(N \geq 1\), let \(\Omega_N = \{1, \ldots, N\}\) with the uniform probability measure \(P_N\). Fix an integer \(q \geq 1\), and denote by \(\pi_q : \mathbb{Z} \rightarrow \mathbb{Z}/q\mathbb{Z}\) the reduction modulo \(q\) map. Let \(X_N\) be the random variables given by \(X_N(n) = \pi_q(n)\) for \(n \in \Omega_N\).
As \( N \to +\infty \), the random variables \( X \) converge in law to the uniform probability measure \( \mu_q \) on \( \mathbb{Z}/q\mathbb{Z} \). In fact, for any function

\[
f : \mathbb{Z}/q\mathbb{Z} \rightarrow \mathbb{C},
\]

we have

\[
(1.1) \quad \left| E(f(X_N)) - E(f) \right| \leq \frac{2}{N} \| f \|_1,
\]

where

\[
\| f \|_1 = \sum_{a \in \mathbb{Z}/q\mathbb{Z}} |f(a)|.
\]

**Proof.** It is enough to prove (1.1), which gives the convergence in law by letting \( N \to +\infty \). This is quite simple. By definition, we have

\[
E(f(X_N)) = \frac{1}{N} \sum_{1 \leq n \leq N} f(\pi_q(n)),
\]

and

\[
E(f) = \frac{1}{q} \sum_{a \in \mathbb{Z}/q\mathbb{Z}} f(a).
\]

The idea is then clear: among the integers \( 1 \leq n \leq N \), roughly \( N/q \) should be in any given residue class \( a \) (mod \( q \)), and if we use this approximation in the first formula, we obtain precisely the second.

To do this in detail, we gather the integers in the sum according to their residue class \( a \) modulo \( q \). This gives

\[
\frac{1}{N} \sum_{1 \leq n \leq N} f(\pi_q(n)) = \sum_{a \in \mathbb{Z}/q\mathbb{Z}} f(a) \times \frac{1}{N} \sum_{1 \leq n \leq N \atop n \equiv a \text{ (mod } q)} 1.
\]

The inner sum, for each \( a \), counts the number of integers \( n \) in the interval \( 1 \leq n \leq N \) such that the remainder under division by \( q \) is \( a \). These integers \( n \) can be written \( n = mq + a \) for some \( m \in \mathbb{Z} \), if we view \( a \) as an actual integer, and therefore it is enough to count those integers \( m \in \mathbb{Z} \) for which \( 1 \leq mq + a \leq N \). The condition translates to

\[
\frac{1-a}{q} \leq m \leq \frac{N-a}{q},
\]

and therefore we are reduced to counting integers in an interval. This is not difficult, although since the bounds of the interval are not necessarily integers, we just have to be careful with boundary terms. The length of the interval is \( (N-a)/q - (1-a)/q = (N-1)/q \).

In general, in an interval \( [\alpha, \beta] \) with \( \alpha \leq \beta \) and the number \( N_{\alpha,\beta} \) of integers satisfies

\[
\beta - \alpha - 1 \leq N_{\alpha,\beta} \leq \beta - \alpha + 1
\]

(and the additional “boundary” contributions should not be forgotten, although they are usually negligible when the interval is long enough).

Hence the number \( N_{\alpha} \) of values of \( m \) satisfies

\[
(1.2) \quad \frac{N - 1}{q} - 1 \leq N_{\alpha} \leq \frac{N - 1}{q} + 1,
\]

and therefore

\[
\left| N_{\alpha} - \frac{N}{q} \right| \leq 1 + \frac{1}{q}.
\]
By summing over $a$ in $\mathbb{Z}/q\mathbb{Z}$, we deduce now that

$$
\left| \frac{1}{N} \sum_{1 \leq n \leq N} f(\pi_q(n)) - \frac{1}{q} \sum_{a \in \mathbb{Z}/q\mathbb{Z}} f(a) \right| = \left| \sum_{a \in \mathbb{Z}/q\mathbb{Z}} f(a) \left( \frac{Na}{N} - \frac{1}{q} \right) \right|
\leq \frac{1 + q^{-1}}{N} \sum_{a \in \mathbb{Z}/q\mathbb{Z}} |f(a)| \leq \frac{2}{N} \|f\|_1.
$$

\[\square\]

**Remark 1.3.2.** As a matter of notation, we will sometimes remove the variable $N$ from the notation of random variables, since the value of $N$ is usually made clear by the context, frequently because of its appearance in an expression involving $P_N(\cdot)$ or $E_N(\cdot)$, which refers to the probability and expectation on $\Omega_N$.

Despite its simplicity, this result already brings up a number of important features that will occur extensively in later chapters.

A first remark is that we actually proved something much stronger than the statement of convergence in law: the bound (1.1) gives a rather precise estimate of the speed of convergence of expectations (or probabilities) computed using the law of $X_N$ to those computed using the limit uniform distribution $\mu_q$. Most importantly, as we will see shortly, these estimates are uniform in terms of $q$, and give us information on convergence, or more properly speaking on the “distance” between the law of $X_N$ and $\mu_q$, even if $q$ depends on $N$ in some way.

To be more precise, take $f$ to be the characteristic function of a residue class $a \in \mathbb{Z}/q\mathbb{Z}$. Then since $E(f) = 1/q$, we get

$$
\left| P(\pi_q(n) = a) - \frac{1}{q} \right| \leq \frac{2}{N}.
$$

This is non-trivial information as long as $q$ is a bit smaller than $N$. Thus, this states that the probability that $n \leq N$ is congruent to $a$ modulo $q$ is close to the intuitive probability $1/q$, uniformly for all $q$ just a bit smaller than $N$, and also uniformly for all residue classes. We will see, both below and in many applications and similar situations, that uniformity aspects are essential in applications.

The second remark concerns the interpretation of the result. Theorem 1.3.1 can explain what is meant by such intuitive statements as: “the probability that an integer is divisible by 2 is 1/2”. Namely, this is the probability, according to the uniform measure on $\mathbb{Z}/2\mathbb{Z}$, of the set $\{0\}$, and this is simply the limit given by the convergence in law of the variables $\pi_2(n)$ defined on $\Omega_N$ to the uniform measure $\mu_2$.

This idea applies to many other similar-sounding problems. The most elementary among these can often be solved using Theorem 1.3.1. We present one famous example: what is the “probability” that an integer $n \geq 1$ is squarefree, which means that $n$ is not divisible by a square $m^2$ for some integer $m \geq 2$ (or, equivalently, by the square of some prime number)? Here the interpretation is that this probability should be

$$
\lim_{N \to +\infty} \frac{1}{N} \{|1 \leq n \leq N \mid n \text{ is squarefree}\}.
$$

If we prefer (as we do) to speak of sequences of random variables, we can take the sequence of Bernoulli variables $B_N$ indicators of the event that $n \in \Omega_N$ is squarefree, so that

$$
P(B_N = 1) = \frac{1}{N} \{|1 \leq n \leq N \mid n \text{ is squarefree}\}.
$$

We then ask about the limit in law of $(B_N)$. The answer is as follows:
Proposition 1.3.3. The sequence \((B_N)\) converges in law to a Bernoulli random variable \(B\) with \(P(B = 1) = \frac{6}{\pi^2}\). In other words, the “probability” that an integer \(n\) is squarefree, in the interpretation discussed above, is \(6/\pi^2\).

Proof. The idea is to use inclusion-exclusion: to say that \(n\) is squarefree means that it is not divisible by the square \(p^2\) of any prime number. Thus, if we denote by \(P_N\) the probability measure on \(\Omega_N\), we have

\[
P_N(n \text{ is squarefree}) = P_N\left( \bigcap_{p \text{ prime}} \{p^2 \text{ does not divide } n\} \right).
\]

There is one key step now that is both obvious and crucial: because of the nature of \(\Omega_N\), the infinite intersection may be replaced by the intersection over primes \(p \leq \sqrt{N}\), since all integers in \(\Omega_N\) are \(\leq N\). Applying the inclusion-exclusion formula, we obtain

\[
P_N\left( \bigcap_{p \leq N^{1/2}} \{p^2 \text{ does not divide } n\} \right) = \sum_I (-1)^{|I|} P_N\left( \bigcap_{p \in I} \{p^2 \text{ divides } n\} \right)
\]

where \(I\) runs over the set of subsets of the set \(\{p \leq N^{1/2}\}\) of primes \(\leq N^{1/2}\), and \(|I|\) is the cardinality of \(I\). But, by the Chinese Remainder Theorem, we have

\[
\bigcap_{p \in I} \{p^2 \text{ divides } n\} = \{d_I^2 \text{ divides } n\}
\]

where \(d_I\) is the product of the primes in \(I\). Once more, note that this set is empty if \(d_I^2 > N\). Moreover, the fundamental theorem of arithmetic shows that \(I \mapsto d_I\) is injective, and we can recover \(|I|\) also from \(d_I\) as the number of prime factors of \(d_I\). Therefore, we get

\[
P_N(n \text{ is squarefree}) = \sum_{d \leq N^{1/2}} \mu(d) P_N(d^2 \text{ divides } n)
\]

where \(\mu(d)\) is the Möbius function, defined for integers \(d \geq 1\) by

\[
\mu(d) = \begin{cases} 
0 & \text{if } d \text{ is not squarefree}, \\
(-1)^k & \text{if } d = p_1 \ldots p_k \text{ with } p_i \text{ distinct primes}
\end{cases}
\]

(see Definition C.1.3).

But \(d^2\) divides \(n\) if and only if the image of \(n\) by reduction modulo \(d^2\) is 0. By Theorem 1.3.1 applied with \(q = d^2\) for all \(d \leq N^{1/2}\), with \(f\) the characteristic function of the 0 residue class, we get

\[
P_N(d^2 \text{ divides } n) = \frac{1}{d^2} + O(N^{-1})
\]

for all \(d\), where the implied constant in the \(O(\cdot)\) symbol is independent of \(d\) (in fact, it is at most 2). Note in passing how we use crucially here the fact that Theorem 1.3.1 was uniform and explicit with respect to the parameter \(q\).

Summing the last formula over \(d \leq N^{1/2}\), we deduce

\[
P_N(n \text{ is squarefree}) = \sum_{d \leq N^{1/2}} \frac{\mu(d)}{d^2} + O\left(\frac{1}{\sqrt{N}}\right).
\]

Since the series with terms \(1/d^2\) converges, this shows the existence of the limit, and that \((B_N)\) converges in law as \(N \to +\infty\) to a Bernoulli random variable \(B\) with success
probability

\[ P(B = 1) = \sum_{d \geq 1} \frac{\mu(d)}{d^2}, \quad P(B = 0) = 1 - \sum_{d \geq 1} \frac{\mu(d)}{d^2}. \]

It is a well-known fact (the “Basel problem”, first solved by Euler; see Exercise 1.3.4 for a proof) that

\[ \sum_{d \geq 1} \frac{1}{d^2} = \frac{\pi^2}{6}. \]

Moreover, a basic property of the Möbius function states that

\[ \sum_{d \geq 1} \frac{\mu(d)}{d^s} = \frac{1}{\zeta(s)} \]

for any complex number \( s \) with \( \text{Re}(s) > 1 \), where

\[ \zeta(s) = \sum_{d \geq 1} \frac{1}{d^s} \]

is the Riemann zeta function (Corollary C.1.5), and hence we get

\[ \sum_{d \geq 1} \frac{\mu(d)}{d^2} = \frac{1}{\zeta(2)} = \frac{6}{\pi^2}. \]

**EXERCISE 1.3.4.** In this exercise, we explain a proof of Euler’s formula \( \zeta(2) = \frac{\pi^2}{6} \).

(1) Assuming that

\[ \frac{\sin(\pi x)}{\pi x} = \prod_{n \geq 1} \left( 1 - \frac{x^2}{n^2} \right) \]

(another formula of Euler), find a heuristic proof of \( \zeta(2) = \frac{\pi^2}{6} \). [**Hint:** First, express the sum of the inverses of the roots of a polynomial (with non-zero constant term) in terms of its coefficients.]

The following argument, due to Cauchy,\(^2\) can be seen as a way to make rigorous the previous idea.

(2) Show that for \( n \geq 1 \) and \( x \in \mathbb{R} - \pi \mathbb{Z} \), we have

\[ \frac{\sin(nx)}{(\sin x)^n} = \sum_{0 \leq m \leq n/2} (-1)^m \left( \frac{n}{2m + 1} \right) \cotan(x)^{n-(2m+1)}. \]

(3) Let \( m \geq 1 \) be an integer and let \( n = 2m + 1 \). Show that

\[ \sum_{r=1}^{m} \cotan\left( \frac{r\pi}{n} \right)^2 = \frac{2m(2m - 1)}{6} \]

and

\[ \sum_{r=1}^{m} \frac{1}{\sin\left( \frac{r\pi}{n} \right)^2} = \frac{2m(2m + 2)}{6}. \]

[**Hint:** Using (1), view the numbers \( \cotan(r\pi/n)^2 \) as the roots of a polynomial of degree \( m \), and use the formula for the sum of the roots of a polynomial.]

\(^2\) Thanks to M. Burger for showing me this proof.
(4) Deduce that
\[
\frac{2m(2m - 1)}{6} < \sum_{k=1}^{m} \left( \frac{2m + 1}{k\pi} \right)^2 < \frac{2m(2m + 2)}{6},
\]
and conclude.

The proof of Proposition 1.3.3 above was written in probabilistic style, emphasizing the connection with Theorem 1.3.1. It can be expressed more straightforwardly as a sequence of manipulation with finite sums, using the formula

\begin{equation}
\sum_{d^2|n} \mu(d) = \begin{cases} 1 & \text{if } n \text{ is squarefree} \\ 0 & \text{otherwise}, \end{cases}
\end{equation}

(1.4)

for \( n \geq 1 \) (which is implicit in our discussion) and the approximation

\[
\sum_{1 \leq n \leq N} 1 = \frac{N}{d} + O(1)
\]

for the number of integers in an interval which are divisible by some \( d \geq 1 \). This goes as follows:

\[
\sum_{n \leq N \text{ squarefree}} 1 = \sum_{n \leq N} \sum_{d^2|n} \mu(d) = \sum_{d \leq \sqrt{N}} \mu(d) \sum_{n \leq N \text{ squarefree}} 1
\]

\[
= \sum_{d \leq \sqrt{N}} \mu(d) \left( \frac{N}{d^2} + O(1) \right) = N \sum_{d} \frac{\mu(d)}{d^2} + O(\sqrt{N}).
\]

Obviously, this is much shorter, although one needs to know the formula (1.4), which was implicitly derived in the previous proof.\(^3\) But there is something quite important to be gained from the probabilistic viewpoint, which might be missed by reading too quickly the second proof. Indeed, in formulas like (1.3) (or many others), the precise nature of the underlying probability space \( \Omega_N \) is quite hidden – as is customary in probability where this is often not really relevant. In our situation, this suggests naturally to study similar problems for different integer-valued random variables (or different probability measures on the integers) than the random variables \( n \) on \( \Omega_N \).

This has indeed been done, and in many different ways. But even before looking at any example, we can predict that some new – interesting – phenomena will arise when doing so. Indeed, even if our first proof of Proposition 1.3.3 was written in a very general probabilistic language, it did use one special feature of \( \Omega_N \): it only contains integers \( n \leq N \), and even more particularly, it does not contain any element divisible by \( d^2 \) for \( d \) larger than \( \sqrt{N} \). (More probabilistically, the probability \( P_N(d^2 \text{ divides } n) \) is zero).

Now consider the following extension of the problem, which is certainly one of the first that may come to mind beyond our initial setting: we fix an irreducible polynomial \( P \in \mathbb{Z}[X] \) of degree \( m \geq 1 \), and consider new Bernoulli random variables \( B_{P,N} \) which are indicators of the event that \( P(n) \) is squarefree on \( \Omega_N \) (instead of \( n \) itself). Asking about the limit of these random variables means asking for the “probability” that \( P(n) \) is squarefree,

\(^3\) Readers who are already well-versed in analytic number theory might find it useful to translate back and forth various estimates written in probabilistic style in these notes.
when $1 \leq n \leq N$. But although there is an elementary analogue of Theorem 1.3.1, it is easy to see that this does not give enough control of

$$P_N(d^2 \text{ divides } P(n))$$

when $d$ is “too large” large compared with $N$. And this explains partly why, in fact, there is not even a single irreducible polynomial $P \in \mathbb{Z}[X]$ of degree 4 or higher for which it is known that $P(n)$ is squarefree infinitely often.

**Exercise 1.3.5.** (1) Let $k \geq 2$ be an integer. Compute the “probability”, in the same sense as in Proposition 1.3.3, that an integer $n$ is $k$-free, i.e., that there is no integer $m \geq 2$ such that $m^k$ divides $n$.

(2) Compute the “probability” that two integers $n_1$ and $n_2$ are coprime, in the sense of taking the corresponding Bernoulli random variables on $\Omega_N \times \Omega_N$ and their limit as $N \to +\infty$.

**Exercise 1.3.6.** Let $P \in \mathbb{Z}[X]$ be an irreducible polynomial of degree $m \geq 1$. For $q \geq 1$, let $\pi_q$ be the projection from $\mathbb{Z}$ to $\mathbb{Z}/q\mathbb{Z}$ as before.

(1) Show that for any $q \geq 1$, the random variables $X_N(n) = \pi_q(P(n))$ converge in law to a probability measure $\mu_{P,q}$ on $\mathbb{Z}/q\mathbb{Z}$. Is $\mu_{P,q}$ uniform?

(2) Find values of $T$, depending on $N$ and as large as possible, such that

$$P_N(P(n) \text{ is not divisible by } p^2 \text{ for } p \leq T) > 0.$$ 

How large should $T$ be so that this implies straightforwardly that

$$\{n \geq 1 \mid P(n) \text{ is squarefree}\}$$

is infinite?

(3) Prove that the set

$$\{n \geq 1 \mid P(n) \text{ is } (m+1)\text{-free}\}$$

is infinite, where an integer is $(m+1)$-free if it is not divisible by $p^{m+1}$ for any prime $p$.

We conclude this section with one last feature of Theorem 1.3.1 that deserves mention because of its probabilistic flavor, and that has to do with independence. If $q_1$ and $q_2$ are positive integers which are coprime, then the Chinese Remainder Theorem implies that the map

$$\left\{ \frac{\mathbb{Z}}{q_1 q_2 \mathbb{Z}} \to \frac{\mathbb{Z}}{q_1 \mathbb{Z}} \times \frac{\mathbb{Z}}{q_2 \mathbb{Z}} \right\}$$

$$x \mapsto (x \text{ (mod } q_1), x \text{ (mod } q_2))$$

is a bijection (in fact, a ring isomorphism). Under this bijection, the uniform measure $\mu_{q_1 q_2}$ on $\mathbb{Z}/q_1 q_2 \mathbb{Z}$ corresponds to the product measure $\mu_{q_1} \otimes \mu_{q_2}$. In particular, the random variables $x \mapsto x \text{ (mod } q_1)$ and $x \mapsto x \text{ (mod } q_2)$ on $\mathbb{Z}/q_1 q_2 \mathbb{Z}$ are independent.

The interpretation of this is that the random variables $\pi_{q_1}$ and $\pi_{q_2}$ on $\Omega_N$ are **asymptotically independent** as $N \to +\infty$, in the sense that

$$\lim_{N \to +\infty} P_N(\pi_{q_1}(n) = a \text{ and } \pi_{q_2}(n) = b) = \frac{1}{q_1 q_2} = \left( \lim_{N \to +\infty} P_N(\pi_{q_1}(n) = a) \right) \times \left( \lim_{N \to +\infty} P_N(\pi_{q_2}(n) = b) \right)$$

for all $(a, b) \in \mathbb{Z}^2$. Intuitively, one would say that **divisibility by** $q_1$ **and** $q_2$ **are independent**, and especially that **divisibility by distinct primes are independent events**. We summarize this in the following useful proposition:
Proposition 1.3.7. For $N \geq 1$, let $\Omega_N = \{1, \ldots, N\}$ with the uniform probability measure $P_N$. Let $k \geq 1$ be an integer, and fix a finite set $S$ of pairwise coprime integers.

As $N \to +\infty$, the vector $(\pi_q)_{q \in S}$ seen as random vector on $\Omega_N$ with values in $X_S = \prod_{q \in S} \mathbb{Z}/q\mathbb{Z}$ converges in law to a vector of independent and uniform random variables. In fact, for any function $f : X_S \to \mathbb{C}$ we have

\begin{equation}
\left| \mathbb{E}(f((\pi_q)_{q \in S})) - \mathbb{E}(f) \right| \leq \frac{2}{N} \|f\|_1.
\end{equation}

Proof. This is just an elaboration of the previous discussion: let $r$ be the product of the elements of $S$. Then the Chinese Remainder Theorem gives a ring-isomorphism $X \to \mathbb{Z}/r\mathbb{Z}$ such that the uniform measure $\mu_r$ on the right-hand side corresponds to the product of the uniform measures on $X$. Thus $f$ can be identified to a function $g : \mathbb{Z}/r\mathbb{Z} \to \mathbb{C}$, and its expectation to the expectation of $g$ according to $\mu_r$. By Theorem 1.3.1, we get

\[ \left| \mathbb{E}(f((\pi_q)_{q \in S})) - \mathbb{E}(f) \right| = \left| \mathbb{E}(g(r\pi)) - \mathbb{E}(g) \right| \leq \frac{2\|g\|_1}{N}, \]

which is the desired result since $f$ and $g$ have also the same $\ell^1$ norm. \qed

Remark 1.3.8. (1) Note that the random variables obtained by reduction modulo two coprime integers are not exactly independent: it is not true that

\[ P_N(\pi_{q_1}(n) = a \text{ and } \pi_{q_2}(n) = b) = P_N(\pi_{q_1}(n) = a)P_N(\pi_{q_2}(n) = b). \]

This is the source of many interesting aspects of probabilistic number theory where classical ideas and concepts of probability for sequences of independent random variables are generalized or “tested” in a context where independence only holds in an asymptotic or approximate sense.

(2) There is one subtle point that appears in quantitative applications of Theorem 1.3.1 and Proposition 1.3.7 that is worth mentioning. Given an integer $q \geq 1$, certain functions $f$ on $\mathbb{Z}/q\mathbb{Z}$ might have a large norm $\|f\|_1$, and yet they may have expressions as linear combinations of functions $\tilde{f}$ on certain spaces $\mathbb{Z}/d\mathbb{Z}$, where $d$ is a divisor of $q$, which have much smaller norms $\|\tilde{f}\|_1$. Taking such possibilities into account and arguing modulo $d$ instead of modulo $q$ may lead to stronger estimates for the error

\[ \mathbb{E}_N(f(\pi_q(n))) - \mathbb{E}(f) \]

than those we have written down in terms of $\|f\|_1$. This is, for instance, especially clear if we take $f$ to be a non-zero constant, in which case the difference is actually 0, but $\|f\|_1$ is of size $q$.

One can incorporate formally these improvements by using a different norm than $\|f\|_1$, as we now explain.

Let $q \geq 1$ be an integer. Let $\Phi_q$ be the set of functions $\varphi_{d,a} : \mathbb{Z}/q\mathbb{Z} \to \mathbb{C}$ which are characteristic functions of classes $x \equiv a (\text{mod } d)$ for some positive divisor $d \mid q$ and some $a \in \mathbb{Z}/d\mathbb{Z}$ (these are well-defined functions modulo $q$). In particular, the function $\varphi_{q,a}$ is just the delta function at $a$ in $\mathbb{Z}/q\mathbb{Z}$, and $\varphi_{1,a}$ is the constant function 1.
For an arbitrary function \( f : \mathbb{Z}/q\mathbb{Z} \to \mathbb{C} \), let
\[
\|f\|_{c,1} = \inf \left\{ \sum_{d \mid q} \sum_{a \pmod{d}} |\lambda_{d,a}| \mid f = \sum_{d \mid q} \sum_{a \pmod{d}} \lambda_{d,a} \varphi_{d,a} \right\}.
\]
This defines a norm on the space of functions on \( \mathbb{Z}/q\mathbb{Z} \) (the subscript \( c \) refers to congruences); the norm \( \|f\|_{c,1} \) measures how simply the function \( f \) may be expressed as a linear combination of indicator functions of congruences classes modulo divisors of \( q \).\(^4\) Note that \( \|f\|_{c,1} \leq \|f\|_{1} \), because one always has the representation
\[
f = \sum_{a \in \mathbb{Z}/q\mathbb{Z}} f(a) \varphi_{q,a}.
\]

Now the estimates (1.1) and (1.5) can be improved to
\[
\left| E(f(X_N)) - E(f) \right| \leq \frac{2}{N} \|f\|_{c,1},
\]
(1.6)
\[
\left| E(f((\pi_q)_{q \in S})) - E(f) \right| \leq \frac{2}{N} \|f\|_{c,1},
\]
(1.7)
respectively. Indeed, it suffices (using linearity and the triangle inequality) to check this for \( f = \varphi_{d,a} \) for some divisor \( d \mid q \) and some \( a \in \mathbb{Z}/d\mathbb{Z} \) (with \( \|\varphi_{d,a}\|_{c,1} \) replaced by 1), in which case the difference (in the first case) is
\[
\frac{1}{N} \sum_{n \equiv a \pmod{d}} \frac{1}{q} \sum_{x \equiv a \pmod{q}} 1 = \frac{1}{N} \sum_{n \equiv a \pmod{d}} 1 - \frac{1}{d},
\]
which reduces to the case of single element modulo \( d \), for which we now apply Theorem 1.3.1.

Another corollary of these elementary statements identifies the limiting distribution of the valuations of integers. To state it, we denote by \( S_N \) the identity random variable on the probability space \( \Omega_N = \{1, \ldots, N\} \) with uniform probability measure of Theorem 1.3.1.

**Corollary 1.3.9.** For \( p \) prime, let \( v_p \) denote the \( p \)-adic valuation on \( \mathbb{Z} \). The random vector \((v_p(S_N))_p\) converge in law, in the sense of finite distributions, to a sequence \((V_p)_p\) of independent geometric random variables with
\[
P(V_p = k) = \left(1 - \frac{1}{p}\right) \frac{1}{p^k}
\]
for \( k \geq 0 \). In other words, for any finite set of primes \( S \) and any non-negative integers \((k_p)_{p \in S}\), we have
\[
\lim_{N \to +\infty} P_N(v_p(S_N) = k_p \text{ for } p \in S) = \prod_{p \in S} P(V_p = k_p).
\]

**Proof.** For a given prime \( p \) and integer \( k \geq 0 \), the condition that \( v_p(n) = k \) means that \( n \pmod{p^{k+1}} \) belongs to the subset in \( \mathbb{Z}/p^{k+1}\mathbb{Z} \) of residue classes of the form \( bp^k \) where \( 1 \leq b \leq p - 1 \); by Theorem 1.3.1, we therefore have
\[
\lim_{N \to +\infty} P_N(v_p(S_N) = k) = \frac{p - 1}{p^{k+1}} = P(V_p = k).
\]
Proposition 1.3.7 then shows that this extends to any finite set of primes. \( \square \)

\(^4\) In terms of functional analysis, this means that this is a quotient norm of the \( \ell^1 \) norm on the space with basis \( \Phi_q \).
Example 1.3.10. Getting quantitative estimates in this corollary is a good example of Remark 1.3.8 (2). We illustrate in the simplest case, which will be used in Section 2.2.

Consider two primes $p \neq q$ and the probability

$$P_N(v_p(S_N) = v_q(S_N) = 1).$$

The indicator function $f$ of this event is naturally defined modulo $p^2q^2$, and its norm $||f||_1$ is the number of integers modulo $p^2q^2$ that are multiples of $pq$, but not of $p^2$ or $q^2$. By inclusion-exclusion, this means that $||f||_1 = (p - 1)(q - 1)$. On the other hand, we have $f = f_1 - f_2 - f_3 + f_4$ where

- The function $f_1$ is defined modulo $pq$ as the indicator of the classe 0;
- The function $f_2$ is defined modulo $p^2q$ as the indicator of the classe 0;
- The function $f_3$ is defined modulo $pq^2$ as the indicator of the classe 0;
- The function $f_4$ is defined modulo $p^2q^2$ as the indicator of the classe 0.

Hence, in the notation of Remark 1.3.8 (2), we have $||f||_{c,1} \leq 4$; using this remark, or by applying Theorem 1.3.1 four times, we get

$$P_N(v_p(S_N) = v_q(S_N) = 1) = \frac{1}{pq} \left( 1 - \frac{1}{p} \right) \left( 1 - \frac{1}{q} \right) + O\left( \frac{1}{N} \right),$$

instead of having an error term of size $pq/N$, as suggested by a direct application of (1.1).

1.4. Another prototype: the distribution of the Euler function

Although Proposition 1.3.7 is extremely simple, it is the only necessary arithmetic ingredient in the proof of a result that is another prototype of probabilistic number theory in our sense. This is a theorem proved by Schoenberg [78] in 1928, which therefore predates the Erdős–Kac by about ten years (although Schoenberg phrased the result quite differently, since this date is also before Kolmogorov’s formalization of probability theory).

The Euler “totient” function is defined for integers $n \geq 1$ by $\varphi(n) = |(\mathbb{Z}/n\mathbb{Z})^*|$ (the number of invertible residue classes modulo $n$). By the Chinese Remainder Theorem (see Example C.1.8), this function is multiplicative, in the sense that $\varphi(n_1n_2) = \varphi(n_1)\varphi(n_2)$ for $n_1$ coprime to $n_2$. Computing $\varphi(p^k) = p^k - p^{k-1} = p^k(1 - 1/p)$ for $p$ prime and $k \geq 1$, one deduces that

$$\frac{\varphi(n)}{n} = \prod_{p|n} \left( 1 - \frac{1}{p} \right)$$

for all integers $n \geq 1$ (where the product is over primes $p$ dividing $n$).

Now define random variables $F_N$ on $\Omega_N$ by

$$F_N(n) = \frac{\varphi(n)}{n}.$$

We will prove that the sequence $(F_N)_{N \geq 1}$ converges in law, and identify its limiting distribution. For this purpose, let $(B_p)_p$ be a sequence of independent Bernoulli random variables, indexed by primes, with

$$P(B_p = 1) = \frac{1}{p}, \quad P(B_p = 0) = 1 - \frac{1}{p}$$

(such random variables will also occur prominently in the next chapter).
**Proposition 1.4.1.** The random variables $F_N$ converge in law to the random variable given by

$$F = \prod_p \left(1 - \frac{B_p}{p}\right),$$

where the infinite product ranges over all primes and converges almost surely.

This proposition is not only a good illustration of limiting behavior of arithmetic random variables, but the proof that we give, which emphasizes probabilistic methods, is an excellent introduction to a number of techniques that will occur later in more complicated contexts. Before we begin, note how the limiting random variable is highly non-generic, and in fact retains some arithmetic information, since it is a product over primes. In particular, although the arithmetic content does not go beyond Proposition 1.3.7, this theorem is certainly not a simple fact!

**Proof.** For $M \geq 1$, we denote by $F_{N,M}$ the random variable on $\Omega_N$ defined by

$$F_{N,M}(n) = \prod_{p \mid n, p < M} \left(1 - \frac{1}{p}\right).$$

It is natural to think of these as approximations to $F_N$. On the other hand, for a fixed $M$, these are finite products and hence easier to handle. We will use a fairly simple “perturbation lemma” (Proposition B.4.4) to prove the convergence in law of the sequence $(F_N)_{N \geq 1}$ from the understanding of the behavior of $F_{N,M}$; this perturbation argument will reappear in a much more sophisticated context in Chapter 5 (see the proof of Theorem 5.2.2, page 85).

First, we fix $M \geq 1$. Since only primes $p \leq M$ occur in the definition of $F_{N,M}$, it follows from Proposition 1.3.7 that the random variables $F_{N,M}$ converge in law to the random variable

$$F_M = \prod_{p < M} \left(1 - \frac{B_p}{p}\right).$$

Thus Assumption (1) in Proposition B.4.4 is satisfied. We proceed to check Assumption (2), which concerns the approximation of $F_N$ by $F_{N,M}$ on average.

We write $E_{N,M} = F_N - F_{N,M}$. The expectation of $|E_{N,M}|$ is given by

$$E_N(|E_{N,M}|) = \frac{1}{N} \sum_{n \leq N} \left| \prod_{p \mid n} \left(1 - \frac{1}{p}\right) - \prod_{p \mid n, p < M} \left(1 - \frac{1}{p}\right) \right| \leq \frac{1}{N} \sum_{n \leq N} \left| \prod_{p < M} \left(1 - \frac{1}{p}\right) - 1 \right|.$$

For a given $n$, expanding the product, we see that the quantity

$$\prod_{p > M, p \mid n} \left(1 - \frac{1}{p}\right) - 1$$

is bounded by a sum of $1/d$ over integers $d \geq 2$ which are squarefree, divide $n$, and have all prime factors $> M$; let $D_n$ be the set of such integers. In particular, we always have $M < d \leq N$ if $d \in D_n$.

Thus

$$E_N(|E_{N,M}|) \leq \frac{1}{N} \sum_{n \leq N} \sum_{d \in D_n} \frac{1}{d} \leq \sum_{M < d \leq N} \frac{1}{d} \times \frac{1}{N} \sum_{n \leq N, n \equiv 0 \ (\text{mod} \ d)} 1 \leq \sum_{M < d \leq N} \frac{1}{d^2} \leq \frac{1}{M}.$$
for all $N \geq M$. Assumption (2) of Proposition B.4.4 follows immediately, and we conclude that $(F_N)_{N \geq 1}$ converges in law, and that its limit is the limit in law $F$ of the random variables $F_M$ as $M \to +\infty$. The last thing to check in order to finish the proof is that the product

$$\prod_p \left(1 - \frac{B_p}{p}\right)$$

over primes converges almost surely, and has the same law as $F$. The almost sure convergence follows from Kolmogorov’s Three Series Theorem, applied to the logarithm of this product, which is a sum

$$\sum_p Y_p, \quad Y_p = \log \left(1 - \frac{B_p}{p}\right)$$

of independent random variables. Note that $Y_p \leq 0$ and that it only takes the values $0$ (with probability $1 - 1/p$) and $\log(1 - 1/p)$ (with probability $1/p$), so that

$$\mathbb{E}(Y_p) = \frac{1}{p} \log \left(1 - \frac{1}{p}\right) \sim -\frac{1}{p^2},$$

$$\mathbb{V}(Y_p) = \mathbb{E}(Y_p^2) - \mathbb{E}(Y_p)^2 = \frac{1}{p} \log \left(1 - \frac{1}{p}\right)^2 - \frac{1}{p^2} \log \left(1 - \frac{1}{p}\right)^2 \ll \frac{1}{p^3},$$

which implies by Theorem B.10.1 that the random series $\sum Y_p$ converges almost surely, and hence so does its exponential, which is the product (1.8). Now, from this convergence almost surely, it is immediate that the law of this product is also the law of $F$. \qed

In Section 2.2 of the next chapter, we will a theorem due to Erdős and Wintner that implies the existence of limiting distributions for much more general multiplicative functions.

**Remark 1.4.2.** The distribution function of the arithmetic function $n \mapsto \varphi(n)/n$ is the function defined for $x \in \mathbb{R}$ by

$$f(x) = \mathbb{P}(F \leq x).$$

This function has been extensively studied, and is still the object of current research. It is a concrete example of a function exhibiting unusual properties in real analysis: it was proved by Schoenberg [78, 79] that $f$ is continuous and strictly increasing, and by Erdős [22] that it is purely singular, i.e., that there exists a set $N$ of Lebesgue measure 0 in $\mathbb{R}$ such that $\mathbb{P}(F \in N) = 1$; this means that the function $f$ is differentiable for all $x \notin N$, with derivative equal to 0 (Exercise 1.4.4 explains the proof).

In Figure 1.1, we plot the “empirical” values of $f$ coming from integers $n \leq 10^6$.

In the next two exercises, we use the notation of Proposition 1.4.1.

**Exercise 1.4.3.** Prove probabilistically that

$$\lim_{N \to +\infty} \mathbb{E}_N(F_N) = \frac{1}{\zeta(2)}, \quad \lim_{N \to +\infty} \mathbb{E}_N(F_N^{-1}) = \prod_p \left(1 + \frac{1}{p(p-1)}\right) = \frac{\zeta(2)\zeta(3)}{\zeta(6)}$$

where

$$\zeta(s) = \prod_p (1 - p^{-s})^{-1}.$$
is the Riemann zeta function (see again Corollary C.1.5 for the product expression). In other words, we have

\[
\lim_{N \to +\infty} \frac{1}{N} \sum_{n \leq N} \varphi(n) = \frac{1}{\zeta(2)}, \quad \lim_{N \to +\infty} \frac{1}{N} \sum_{n \leq N} \frac{n}{\varphi(n)} = \frac{\zeta(2)\zeta(3)}{\zeta(6)}.
\]

Recover these formulas using Möbius inversion (as in the “direct” proof of Proposition 1.3.3).

**Exercise 1.4.4.** (1) Prove that the support of the law of \( F \) is \([0,1]\). [**Hint:** Use Proposition B.10.8.]

By the Jessen–Wintner purity theorem (see, e.g. [13, Th. 3.26]), this fact implies that the function \( f \) is purely singular (in the sense of Remark 1.4.2) if there exists a set \( N \) of Lebesgue measure 0 such that \( P(F \in N) > 0 \). In turn, by elementary properties of absolutely continuous probability measures, this follows if there exists \( \alpha > 0 \) and, for any \( \varepsilon > 0 \), a Borel set \( I_\varepsilon \subset [0,1] \) such that

1. We have \( P(F \in X_\varepsilon) \geq \alpha \) for all \( \varepsilon \) small enough,

2. The Lebesgue measure of \( I_\varepsilon \) tends to 0 as \( \varepsilon \to 0 \).

The next questions will establish the existence of such sets. We define \( G = \log(F) \), and for \( M \geq 2 \), we let \( G_M \) denote the partial sum

\[
G_M = \sum_{p \leq M} \log \left( 1 - \frac{B_p}{p} \right).
\]

(2) Prove that for any \( \delta > 0 \), we have

\[
P(|G - G_M| > \delta) \ll \frac{1}{\delta M}
\]
for any $M > 0$.

(3) For any finite set $T$ of primes $p \leq M$, with characteristic function $\chi_T$, prove that

$$P(B_p = \chi_T(p) \text{ for } p \leq M) \gg \frac{1}{\log M} \times \prod_{p \in T} \frac{1}{p}.$$  

(4) Let $\mathcal{T}_M$ be a set of subsets $T$ of the set of primes $p \leq M$, and let $X_M$ be the event

\{ there exists $T \in \mathcal{T}_M$ such that $B_p = \chi_T(p)$ for $p \leq M$ \}.

Show that

$$P(X_M) \gg \frac{1}{\log M} \sum_{T \in \mathcal{T}_M} \prod_{p \in T} \frac{1}{p}.$$  

(5) Let $\delta > 0$ be some auxiliary parameter and

$$I_M = \bigcup_{T \in \mathcal{T}_M} \left[ \sum_{p \in T} \log(1 - 1/p) - \delta, \sum_{p \in T} \log(1 - 1/p) + \delta \right].$$

Show that the Lebesgue measure of $I_M$ is $\leq 2\delta |\mathcal{T}_M|$ and that

$$P(G \in I_M) \gg \frac{1}{\log M} \sum_{T \in \mathcal{T}_M} \prod_{p \in T} \frac{1}{p} - \frac{1}{\delta M}.$$  

(6) Conclude by finding a choice of $\delta > 0$ and $\mathcal{T}_M$ such that the Lebesgue measure of $I_M$ tends to $0$ as $M \to +\infty$ whereas $P(G \in I_M) \gg 1$ for $M$ large enough.

### 1.5. Further topics

Theorem 1.3.1 and Proposition 1.3.7 are obviously very simple statements. However, Proposition 1.4.1 has already shown that they should not be disregarded as trivial (and our careful presentation should – maybe – not be considered as overly pedantic). A further indication in this direction, maybe even stronger, is the fact that if one considers other natural sequences of probability measures on the integers, instead of the uniform measures on $\{1, \ldots, N\}$, one quickly encounters very delicate questions, and indeed fundamental open problems.

We have already mentioned the generalization related to polynomial values $P(n)$ for some fixed polynomial $P \in \mathbb{Z}[X]$. Here are some other natural sequences of measures that have been studied:

#### 1.5.1. Primes

Maybe the most important variant consists in replacing all integers $n \leq N$ by the subset $\Pi_N$ of prime numbers $p \leq N$ (with the uniform probability measure on these finite sets). According to the Prime Number Theorem, there are about $N/(\log N)$ primes in $\Pi_N$. In this case, the qualitative analogue of Theorem 1.3.1 is given by the theorem of Dirichlet, Hadamard and de la Vallée-Poussin on primes in arithmetic progression (Theorem C.3.7)s, which implies that, for any fixed $q \geq 1$, the random variables $\pi_q$ on $\Pi_N$ converge in law to the probability measure on $\mathbb{Z}/q\mathbb{Z}$ which is the uniform measure on the subset $(\mathbb{Z}/q\mathbb{Z})^\times$ of invertible residue classes (this change of the measure compared with the case of integers is simply due to the obvious fact that at most one prime may be divisible by the integer $q$).

It is expected that a bound similar to (1.1) should be true. More precisely, there should exist a constant $C \geq 0$ such that

\begin{equation}
\left| E_{\Pi_N}(f(\pi_q)) - E(f) \right| \leq \frac{C(\log qN)^2}{\sqrt{N}} \|f\|_1, \end{equation}
but that statement is very close to the Generalized Riemann Hypothesis for Dirichlet L-functions. Even a similar bound with $\sqrt{N}$ replaced by $N^\theta$ for any fixed $\theta > 0$ is not known, and would be a sensational breakthrough. Note that here the function $f$ is defined on $(\mathbb{Z}/q\mathbb{Z})^\times$ and we have

$$E(f) = \frac{1}{\varphi(q)} \sum_{a \in (\mathbb{Z}/q\mathbb{Z})^\times} f(a),$$

with $\varphi(q) = |(\mathbb{Z}/q\mathbb{Z})^\times|$ denoting the Euler function (see Example C.1.8).

However, weaker versions of (1.9), amounting roughly to a version valid on average over $q \leq \sqrt{N}$, are known: the Bombieri-Vinogradov Theorem states that, for any constant $A > 0$, there exists $B > 0$ such that we have

$$(1.10) \sum_{q \leq \sqrt{N}/(\log N)^B} \max_{a \in (\mathbb{Z}/q\mathbb{Z})^\times} \left| \mathbb{P}_{\Pi_q}(\pi_q = a) - \frac{1}{\varphi(q)} \right| \ll \frac{1}{(\log N)^A},$$

where the implied constant depends only on $A$. In many applications, this is essentially as useful as (1.9).

EXERCISE 1.5.1. Compute the “probability” that $p - 1$ be squarefree, for $p$ prime. (This can be done using the Bombieri-Vinogradov theorem, but in fact also using the weaker Siegel-Walfisz Theorem).

[Further references: Friedlander and Iwaniec [28]; Iwaniec and Kowalski [38].]

1.5.2. Random walks. A more recent (and extremely interesting) type of problem arises from taking measures on $\mathbb{Z}$ derived from random walks on certain discrete groups. For simplicity, we only consider a special case. Let $m \geq 2$ be an integer, and let $G = \text{SL}_m(\mathbb{Z})$ be the group of $m \times m$ matrices with integral coefficients and determinant 1. This is a complicated infinite (countable) group, but it is known to have finite generating sets. We fix one such set $S$, and assume that $1 \in S$ and $S = S^{-1}$ for convenience. (A well-known example is the set $S$ consisting of 1, the elementary matrices $1 + E_{i,j}$ for $1 \leq i \neq j \leq m$, where $E_{i,j}$ is the matrix where only the $(i,j)$-th coefficient is non-zero, and equal to 1, and their inverses $1 - E_{i,j}$).

The generating set $S$ defines then a random walk $(\gamma_n)_{n \geq 0}$ on $G$: let $(\xi_n)_{n \geq 1}$ be a sequence of independent $S$-valued random variables (defined on some probability space $\Omega$) such that $P(\xi_n = s) = 1/|S|$ for all $n$ and all $s \in S$. Then we let

$$\gamma_0 = 1, \quad \gamma_{n+1} = \gamma_n \xi_{n+1}.$$

Fix some (non-constant) polynomial function $F$ of the coefficients of an element $g \in G$ (so $F \in \mathbb{Z}[[g_{i,j}]]$, for instance $F(g) = (g_{1,1})$, or $F(g) = \text{Tr}(g)$ for $g = (g_{i,j})$ in $G$. We can then study the analogue of Theorem 1.3.1 when applied to the random variables $\pi_q(F(\gamma_n))$ as $n \to +\infty$, or in other words, the distribution of $F(g)$ modulo $q$, as $g$ varies in $G$ according to the distribution of the random walk.

Let $G_q = \text{SL}_m(\mathbb{Z}/q\mathbb{Z})$ be the finite special linear group. It is an elementary exercise, using finite Markov chains and the surjectivity of the projection map $G \twoheadrightarrow G_q$, to check that the sequence of random variables $(\pi_q(F(\gamma_n)))_{n \geq 0}$ converges in law as $n \to +\infty$. Indeed, its limit is a random variable $F_q$ on $\mathbb{Z}/q\mathbb{Z}$ defined by

$$P(F_q = x) = \frac{1}{|G_q|} \left| \{ g \in G_q \mid F(g) = x \} \right|,$$

It implies it for non-trivial Dirichlet characters.
for all $x \in \mathbb{Z}/q\mathbb{Z}$, where we view $F$ as also defining a function $F : G_q \to \mathbb{Z}/q\mathbb{Z}$ modulo $q$. In other words, $F_q$ is distributed like the direct image under $F$ of the uniform measure on $G_q$.

In fact, elementary Markov chain theory (or direct computations) shows that there exists a constant $c_q > 1$ such that for any function $f : G_q \to \mathbb{C}$, we have

$$\tag{1.11} \left| E(f(\pi_q(\gamma_n))) - E(f) \right| \leq \frac{\|f\|_1}{c_q^n},$$

in analogy with (1.1), with

$$\|f\|_1 = \sum_{g \in G_q} |f(g)|.$$

This is a very good result for a fixed $q$ (note that the number of elements reached by the random walk after $n$ steps also grows exponentially with $n$). For applications, our previous discussion already shows that it will be important to exploit (1.11) for $q$ varying with $n$, and uniformly over a wide range of $q$. This requires an understanding of the variation of the constant $c_q$ with $q$. It is a rather deep fact (Property (τ) of Lubotzky for $\text{SL}_2(\mathbb{Z})$, and Property (T) of Kazhdan for $\text{SL}_m(\mathbb{Z})$ if $m \geq 3$) that there exists $c > 1$, depending only on $m$, such that $c_q \geq c$ for all $q \geq 1$. Thus we do get a uniform bound

$$\left| E(f(\pi_q(\gamma_n))) - E(f) \right| \leq \frac{\|f\|_1}{c^n}$$

valid for all $n \geq 1$ and all $q \geq 1$. This is related to the theory (and applications) of expander graphs.

[Further references: Breuillard and Oh [14], Kowalski [44], [46].]

1.6. Outline of the book

Here is now a quick outline of the main results that we will prove in the text. For detailed statements, we refer to the introductory sections of the corresponding chapters.

Chapter 2 presents first the Erdős–Wintner theorem on the limiting distribution of additive function, before discussing different aspects of the Erdős-Kac Theorem. This is a good example to begin with because it is the most natural starting point for probabilistic number theory, and it remains quite a lively topic of contemporary research. This leads to natural appearances of the normal distribution as well as the Poisson distribution.

Chapters 3 and 4 are concerned with the distribution of values of the Riemann zeta function. We discuss results outside of the critical line (due to Bohr-Jessen, Bagchi and Voronin) in the first of these chapters, and consider deeper results on the critical line (due to Selberg, but following a recent presentation of Radziwiłl and Soundararajan) in the second. The limit theorems one obtains can have rather unorthodox limiting distributions (random Euler products, sometimes viewed as random functions, and – conjecturally – also eigenvalues of random unitary matrices of large size).

Chapter 5 takes up a fascinating topic in the distribution of prime numbers: the Chebychev bias, which attempts to compare the number of primes $\leq x$ in various residue classes modulo a fixed integer $q \geq 1$, and to see if some classes are “more equal” than others. Our treatment follows the basic paper of Rubinstein and Sarnak.

In Chapter 6, we consider the distribution, in the complex plane, of polygonal paths joining partial sums of Kloosterman sums, following work of the author and W. Sawin [57,
Here we will use convergence in law in Banach spaces and some elementary probability in Banach spaces, and the limit object that arises will be a very special random Fourier series.

In all of these chapters, we usually only discuss in detail one specific example of fairly general settings or theories: just the additive function $\omega(n)$ instead of more general additive functions, just the Riemann zeta function instead of more general L-functions, and specific families of exponential sums. However, we mention some of the natural generalizations of the results presented, as in Section 1.5 in this chapter.

Similarly, since our objective in this book is explicitly to write an introduction to the topic of probabilistic number theory, we did not attempt to cover the most refined results or the cutting-edge of research, or to discuss all possible topics. For the same reason, we do not discuss in depth the applications of our main results, although we usually mention at least some of them. Besides the discussion in Chapter 7 of other areas of interaction between probability theory and number theory, the reader is invited to read the short survey of the current state of the art by Perret-Gentil.[67]

At the end of the book are appendices that discuss the results of complex analysis, probability theory and number theory that we use over the main chapters of the book. In general, these are presented with some examples and detailed references, but without complete proofs, at least when they can be considered to be standard parts of their respective fields. We do not expect every reader to already be familiar with all of these facts, and in order to make it possible to read the text relatively linearly, each chapter begins with a list of the main results from these appendices that it will require, with the corresponding reference (when no reference is given, this means that the result in question will be presented within the chapter itself). We also note that the number-theoretic results in Appendix C are stated in the “classical” style of analytic number theory, without attempting to fit them to a probabilistic interpretation.
Prerequisites and notation

The basic requirements for most of this text are standard introductory graduate courses in algebra, analysis (including Lebesgue integration and complex analysis) and probability. Of course, knowledge and familiarity with basic number theory (for instance, the distribution of primes up to the Bombieri-Vinogradov Theorem) are helpful, but we review in Appendix C all the results that we use. Similarly, Appendix B summarizes the notation and facts from probability theory which are the most important for us.

We will use the following notation:

(1) For subsets $Y_1$ and $Y_2$ of an arbitrary set $X$, we denote by $Y_1 \setminus Y_2$ the difference set, i.e., the set of elements $x \in Y_1$ such that $x \notin Y_2$.

(2) A locally compact topological space is always assumed to be separated (i.e., Hausdorff), as in Bourbaki [11].

(3) For a set $X$, $|X| \in [0, +\infty]$ denotes its cardinal, with $|X| = \infty$ if $X$ is infinite. There is no distinction in this text between the various infinite cardinals.

(4) If $X$ is a set and $f$, $g$ two complex-valued functions on $X$, then we write synonymously $f = O(g)$ or $f \ll g$ to say that there exists a constant $C \geq 0$ (sometimes called an “implied constant”) such that $|f(x)| \leq Cg(x)$ for all $x \in X$. Note that this implies that in fact $g \geq 0$. We also write $f \asymp g$ to indicate that $f \ll g$ and $g \ll f$.

(5) If $X$ is a topological space, $x_0 \in X$ and $f$ and $g$ are functions defined on a neighborhood of $x_0$, with $g(x) \neq 0$ for $x$ in a neighborhood of $x_0$, then we say that $f(x) = o(g(x))$ as $x \to x_0$ if $f(x)/g(x) \to 0$ as $x \to x_0$, and that $f(x) \sim g(x)$ as $x \to x_0$ if $f(x)/g(x) \to 1$.

(6) We write $a | b$ for the divisibility relation “$a$ divides $b$”; we denote by $(a,b)$ the gcd of two integers $a$ and $b$, and by $[a,b]$ their lcm.

(7) Usually, the variable $p$ will always refer to prime numbers. In particular, a series $\sum_p (\cdots)$ refers to a series over primes (summed in increasing order, in case it is not known to be absolutely convergent), and similarly for a product over primes.

(8) We denote by $\mathbf{F}_p$ the finite field $\mathbf{Z}/p\mathbf{Z}$, for $p$ prime, and more generally by $\mathbf{F}_q$ a finite field with $q$ elements, where $q = p^n, n \geq 1$, is a power of $p$. We will recall the properties of finite fields when we require them.

(9) For a complex number $z$, we write $e(z) = e^{2i\pi z}$. If $q \geq 1$ and $x \in \mathbf{Z}/q\mathbf{Z}$, then $e(x/q)$ is then well-defined by taking any representative of $x$ in $\mathbf{Z}$ to compute the exponential.

(10) If $q \geq 1$ and $x \in \mathbf{Z}$ (or $x \in \mathbf{Z}/q\mathbf{Z}$) is an integer which is coprime to $q$ (or a residue class invertible modulo $q$), we sometimes denote by $\bar{q}$ the inverse class such that $x\bar{x} = 1$ in $\mathbf{Z}/q\mathbf{Z}$. This will always be done in such a way that the modulus $q$ is clear from context, in the case where $x$ is an integer.

(11) Given a probability space $(\Omega, \Sigma, \mathbf{P})$, we denote by $\mathbf{E}(\cdot)$ (resp. $\mathbf{V}(\cdot)$) the expectation (resp. the variance) computed with respect to $\mathbf{P}$. It will often happen (as already above) that we have a sequence $(\Omega_N, \Sigma_N, \mathbf{P}_N)$ of probability spaces;
we will then denote by $E_N$ or $V_N$ the respective expectation and variance with respect to $P_N$.

(12) Given a measure space $(\Omega, \Sigma, \mu)$ (not necessarily a probability space), a set $Y$ with a $\sigma$-algebra $\Sigma'$ and a measurable map $f : \Omega \to Y$, we denote by $f_*(\mu)$ (or sometimes $f(\mu)$) the image measure on $Y$; in the case of a probability space, so that $f$ is seen as a random variable on $\Omega$, this is the probability law of $f$ seen as a “random $Y$-valued element”. If the set $Y$ is given without specifying a $\sigma$-algebra, we will view it usually as given with the $\sigma$-algebra generated by sets $Z \subset Y$ such that $f^{-1}(Z)$ belongs to $\Sigma$.

(13) As a typographical convention, we will use sans-serif fonts like $X$ to denote an arithmetic random variables, and more standard fonts (like $X$) for “abstract” random variables. When using the same letter, this will usually mean that somehow the “purely random” $X$ is the “model” of the arithmetic quantity $X$. 

CHAPTER 2

Classical probabilistic number theory

<table>
<thead>
<tr>
<th>Probability tools</th>
<th>Arithmetic tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition of convergence in law (§ B.3)</td>
<td>Integers in arithmetic progressions (§ 1.3)</td>
</tr>
<tr>
<td>Convergence in law using auxiliary parameters (prop. B.4.4)</td>
<td>Mertens and Chebychev estimate (prop. C.3.1)</td>
</tr>
<tr>
<td>Central Limit Theorem (th. B.7.2)</td>
<td>Additive and multiplicative functions (§ C.1, C.2)</td>
</tr>
<tr>
<td>Gaussian random variables (§ B.7)</td>
<td>Bombieri–Vinogradov Theorem</td>
</tr>
<tr>
<td>The method of moments (th. B.5.5)</td>
<td></td>
</tr>
<tr>
<td>Poisson random variables (§ B.9)</td>
<td></td>
</tr>
</tbody>
</table>

2.1. Introduction

This chapter contains some of the earliest theorems of probabilistic number theory. We will prove the Erdős–Kac Theorem, but first we consider an even more classical topic: the distribution of multiplicative and additive arithmetic functions. The essential statements predate the Erdős–Kac Theorem, and can be taken to be the beginning of true probabilistic number theory. As we will see, the limiting distributions that are obtained are far from generic.

2.2. Distribution of arithmetic functions

The classical problem of the distribution of the values of arithmetic functions concerns the limiting behavior of (arithmetic) random variables of the form \( g(S_N) \), where \( g \) is an additive or multiplicative function, and \( S_N \) is the identity random variable on the probability space \( \Omega_N = \{1, \ldots, N\} \) with uniform probability measure. We saw an example in Proposition 1.4.1, but we will prove a much more general statement.

In fact, in the additive case (see Section C.2 for the definition of additive functions), there is a remarkable characterization of those additive functions \( g \) for which the sequence \( (g(S_N))_N \) converges in law as \( N \to +\infty \). Arithmetically, it may be surprising that it depends on no more than Theorem 1.3.1 (or Corollary 1.3.9), and the simplest upper-bound of the right order of magnitude for the numbers of primes less than a given quantity (Chebychev’s estimate; this was not even needed for Proposition 1.4.1).

**Theorem 2.2.1.** Let \( g \) be a complex-valued additive function such that the series

\[
\sum_{|g(p)| \leq 1} \frac{g(p)}{p}, \quad \sum_{|g(p)| \leq 1} \frac{|g(p)|^2}{p}, \quad \sum_{|g(p)| > 1} \frac{1}{p}
\]
converge. Then the sequence of random variables \((g(S_N))_N\) converges in law to the series
\begin{equation}
\sum_p g(p^{V_p}),
\end{equation}
where \((V_p)_p\) is a sequence of independent geometric random variables with
\[
\mathbb{P}(V_p = k) = \left(1 - \frac{1}{p}\right) \frac{1}{p^k}
\]
for \(k \geq 0\).

Recall that, in terms of \(p\)-adic valuations of integers, we can write
\[
g(n) = \sum_p g(p^{v_p(n)})
\]
for any integer \(n \geq 1\). Since the sequence of \(p\)-adic valuations converges in law to the sequence \((V_p)_p\) (Corollary 1.3.9), the formula (2.1) for the limiting distribution appears as a completely natural expression.

**Proof.** We write \(g = g^\flat + g^\sharp\) where both summands are additive functions, and
\[
g^\flat(p^k) = \begin{cases} g(p) & \text{if } k = 1 \text{ and } |g(p)| \leq 1 \\ 0 & \text{otherwise.} \end{cases}
\]
Thus \(g^\sharp(p) = 0\) for a prime \(p\) unless \(|g(p)| > 1\). We denote by \((B_p)\) the Bernoulli random variable indicator function of the event \(\{V_p = 1\}\); we have
\[
\mathbb{P}(B_p = 1) = \frac{1}{p} \left(1 - \frac{1}{p}\right).
\]

We will prove that the vectors \((g^\flat(S_N), g^\sharp(S_N))\) converge in law to
\[
\left(\sum_p g^\flat(p^{V_p}), \sum_p g^\sharp(p^{V_p})\right),
\]
and the desired conclusion then follows by composing with the continuous addition map \(\mathbb{C}^2 \to \mathbb{C}\) (i.e., applying Proposition B.3.1).

We will apply Proposition B.4.4 to the random vectors \(G_N = (g^\flat(S_N), g^\sharp(S_N))\) (with values in \(\mathbb{C}^2\), with the approximations \(G_N = G_{N,M} + E_{N,M}\) where
\[
G_{N,M} = \left(\sum_{p \leq M} g^\flat(p^{v_p(S_N)}), \sum_{p \leq M} g^\sharp(p^{v_p(S_N)})\right).
\]

Let \(M \geq 1\) be fixed. The random vectors \(G_{N,M}\) are finite sums, and are expressed as obviously continuous functions of the valuations \(v_p\) of the elements of \(\Omega_N\), for \(p \leq M\). Since the vector of these valuations converges in law to \((V_p)_{p \leq M}\) by Corollary 1.3.9, applying composition with a continuous map (Proposition B.3.1 again), it follows that \((G_{N,M})_N\) converges in law as \(N \to +\infty\) to the vector
\[
\left(\sum_{p \leq M} g^\flat(p^{V_p}), \sum_{p \leq M} g^\sharp(p^{V_p})\right).
\]

It is therefore enough to verify that Assumption (2) of Proposition B.4.4 holds, and we may do this separately for each of the two coordinates of the vector (by taking the norm on \(\mathbb{C}^2\) in the proposition to be the maximal of the modulus of the two coordinates).
We begin with the second coordinate involving \( g^2 \). For any \( \delta > 0 \), and \( 2 \leq M < N \), we have
\[
P_N\left( \left| \sum_{M < p \leq N} g^2(p^{V_p(S_N)}) \right| > \delta \right) \leq \sum_{M < p \leq N} P_N(v_p(S_N) > 2) + \sum_{M < p \leq N} P_N(v_p(S_N) = 1)
\]
\[
\leq \sum_{p > M} \frac{1}{p^2} + \sum_{p > M \atop |g(p)| > 1} \frac{1}{p}
\]
(simply because, if the sum is non-zero, at least one term must be non-zero, and the probability of a union of countably many sets is bounded by the sums of the probabilities of the individual sets).

Since the right-hand side converges to 0 as \( M \to +\infty \) (by assumption), this verifies that the variant discussed in Remark B.4.5 of the assumption of Proposition B.4.4 holds.

We next handle \( g^2 \). We denote by \( B_{N,p} \) the Bernoulli random variable indicator of the event \( \{ v_p(S_N) = 1 \} \), and define
\[
\varpi_N(p) = P_N(B_{N,p} = 1) = P_N(v_p(S_N) = 1).
\]
We also write \( \varpi(p) = P(B_p = 1) \). Note that
\[
\varpi_N(p) \leq \frac{1}{p}, \quad \varpi_N(p) = \frac{1}{p} \left( 1 - \frac{1}{p} \right) + O \left( \frac{1}{N} \right) = \varpi(p) + O \left( \frac{1}{N} \right).
\]
The first coordinate of \( E_{N,M} \) is
\[
H_{N,M} = \sum_{p > M} g^2(p^{V_p}) = \sum_{p > M} g^2(p)B_{N,p}.
\]
We will prove that
\[
\lim_{M \to +\infty} \limsup_{N \to +\infty} E_N( |H_{N,M}|^2 ) = 0,
\]
which will conclude the argument.

By expanding the square, we have
\[
E_N( |H_{N,M}|^2 ) = E_N\left( \left| \sum_{p > M} g^2(p)B_{N,p} \right|^2 \right) = \sum_{p_1, p_2 > M} E_N( g^2(p_1)g^2(p_2)B_{N,p_1}B_{N,p_2} ).
\]
The contribution of the diagonal terms \( p_1 = p_2 \) to (2.2) is
\[
\sum_{p > M} |g^2(p)|^2 \varpi_N(p) \leq \sum_{p > M} \frac{|g^2(p)|^2}{p}.
\]
We have
\[
E_N(B_{N,p_1}B_{N,p_2}) = P_N(v_{p_1}(S_N) = v_{p_2}(S_N) = 1) = \varpi(p_1)\varpi(p_2) + O \left( \frac{1}{N} \right)
\]
(by Example 1.3.10), so that the non-diagonal terms become
\[
\sum_{p_1, p_2 > M \atop p_1 \neq p_2} \frac{g^2(p_1)g^2(p_2)\varpi(p_1)\varpi(p_2)}{\varpi(p_1)|g^2(p_2)|} + O \left( \frac{1}{N} \sum_{p_1, p_2 > M \atop p_1, p_2 \in N} |g^2(p_1)||g^2(p_2)| \right).
\]
The first term \( S_1 \) in this sum is
\[
S_1 = \left| \sum_{p > M} g^2(p)\varpi(p) \right|^2 - \sum_{p > M} |g^2(p)|^2 \varpi(p)^2 \leq \sum_{p > M} g^2(p)\varpi(p) \leq \sum_{p > M} \frac{g^2(p)}{p} \left( 1 - \frac{1}{p} \right)^2.
\]
Next, since $|g^*(p)| \leq 1$ for all primes, the second term $S_2$ in (2.3) satisfies
\[ S_2 \ll \frac{1}{N} \sum_{p_1, p_2 > M \atop p_1 p_2 \leq N} 1 \ll \frac{\log \log N}{\log N} \]
by Chebychev’s estimate of Proposition C.3.1 (extended to products of two primes as in Exercise C.3.2 (2)). Finally, from the convergence assumptions, this means that
\[ \limsup_{N \to +\infty} E_N(|H_{N,M}|^2) \ll \left| \sum_{p > M} \frac{g^*(p)}{p} \right|^2 + \sum_{p > M} \frac{|g^*(p)|^2}{p} \to 0 \]
as $M \to +\infty$, and this concludes the proof. \qed

**Remark 2.2.2.** The result above is due to Erdős [21]; the fact that the converse assertion also holds (namely, that if the sequence $(g(S_N))_N$ converges in law, then the three series
\[ \sum_{|g(p)| \leq 1} \frac{g(p)}{p}, \quad \sum_{|g(p)| \leq 1} \frac{|g(p)|^2}{p}, \quad \sum_{|g(p)| > 1} \frac{1}{p} \]
are convergent) is known as the Erdős–Wintner Theorem [24]. The reader may be interested in thinking about proving this; see, e.g., [85, p. 327–328] for the details.

Although it is of course customary and often efficient to pass from additive functions to multiplicative functions by taking the logarithm, this is not always possible. For instance, the (multiplicative) Möbius function $\mu(n)$ does have the property that the sequence $(\mu(S_N))_N$ converges in law to a random variable taking values $0$, $1$ and $-1$ with probabilities equal, respectively, to
\[ 1 - \frac{6}{\pi^2}, \quad \frac{3}{\pi^2}, \quad \frac{3}{\pi^2}. \]
The limiting probability that $\mu(n) = 0$ comes from the elementary Proposition 1.3.3, but the fact that, among the values $1$ and $-1$, the asymptotic probability is equal, turns out to be “elementarily” equivalent to the Prime Number Theorem in the form
\[ \pi(x) \sim \frac{x}{\log x} \]
as $x \to +\infty$ (see, e.g., [38, §2.1] for the proof), hence is quite a bit deeper than Theorem 2.2.1. However, there is no additive function $\log \mu(n)$, so we cannot even begin to speak of its potential limiting distribution!

### 2.3. The basic Erdős-Kac Theorem

We begin by recalling the statement (see Theorem 1.1.1), in its probabilistic phrasing:

**Theorem 2.3.1 (Erdős-Kac Theorem).** For $N \geq 1$, let $\Omega_N = \{1, \ldots, N\}$ with the uniform probability measure $P_N$. Let $X_N$ be the random variable
\[ n \mapsto \frac{\omega(n) - \log \log N}{\sqrt{\log \log N}} \]
on $\Omega_N$ for $N \geq 3$. Then $(X_N)_{N \geq 3}$ converges in law to a standard normal random variable, i.e., to a normal random variable with expectation $0$ and variance $1$.  
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Figure 2.1. The normalized number of prime divisors for $n \leq 10^{10}$.

Figure 2.1 shows a plot of the density of $X_N$ for $N = 10^{10}$: one can see something that could be the shape of the gaussian density appearing, but the fit is very far from perfect (we will comment later why this could be expected).

The original proof of Theorem 2.3.1 is due to Erdős and Kac in 1939 [23]. We will explain a proof following the work of Granville and Soundararajan [33] and of Billingsley [5, p. 394]. The presentation emphasizes the probabilistic nature of the argument.

As we have done before, we will first explain why the statement can be considered to be unsurprising, by elaborating on the type of heuristic used to justify the limit in Theorem 2.2.1.

The arithmetic function $\omega$ is additive. Write

$$\omega(n) = \sum_p B_p(n)$$

for $n \in \Omega_N$, where $B_p$ is as usual the Bernoulli random variable on $\Omega_N$ that is the characteristic function of the event $p | n$. Using Proposition 1.3.7, the natural probabilistic guess for a limit (if there was one) would be the series

$$\sum_p B_p$$

where $(B_p)$ are independent Bernoulli random variables, as in Proposition 1.4.1. But this series diverges almost surely: indeed, the series

$$\sum_p E(B_p) = \sum_p \frac{1}{p}$$

diverges by the basic Mertens estimate from prime number theory, namely

$$\sum_{p \leq N} \frac{1}{p} = \log \log N + O(1)$$

for $N \geq 3$ (see Proposition C.3.1 in Appendix C), so that the divergence follows from Kolmogorov’s Theorem B.10.1 (or indeed an application of the Borel–Cantelli Lemma, see Exercise B.10.4).

One can however refine the formula for $\omega$ by observing that $n \in \Omega_N$ has no prime divisor larger than $N$, so that we also have

$$\omega(n) = \sum_{p \leq N} B_p(n)$$
for $n \in \Omega_N$. Correspondingly, we may expect that the probabilistic distribution of $\omega$ on $\Omega_N$ will be similar to that of the sum

$$(2.5) \quad \sum_{p \leq N} B_p.$$ 

But the latter is a sum of independent (though not identically distributed) random variables, and its asymptotic behavior is therefore well-understood. Indeed, a simple case of the Central Limit Theorem (see Theorem B.7.2) implies that the renormalized random variables

$$\frac{\sum_{p \leq N} B_p - \sum_{p \leq N} p^{-1}}{\sqrt{\sum_{p \leq N} p^{-1}(1 - p^{-1})}}$$

converge in law to a standard normal random variable. It is then to be expected that the arithmetic sums (2.4) are sufficiently close to (2.5) so that a similar renormalization of $\omega$ on $\Omega_N$ will lead to the same limit, and this is exactly the statement of Theorem 2.3.1 (by the Mertens Formula again).

We now begin the rigorous proof. We will prove convergence in law using the method of moments, as explained in Section B.3 of Appendix B, specifically in Theorem B.5.5 and Remark B.5.9. This is definitely not the only way to confirm the heuristic above, but it may be the simplest.

More precisely, we will proceed as follows:

1. We show, using Theorem 1.3.1, that for any fixed integer $k \geq 0$, we have

$$E_N(X_N^k) = E(X_N^k) + o(1),$$

where $(X_N)$ is the same renormalized random variable described above, namely

$$X_N = \frac{Z_N - E(Z_N)}{\sqrt{\text{V}(Z_N)}}$$

with

$$(2.6) \quad Z_N = \sum_{p \leq N} B_p.$$ 

2. As we already mentioned, the Central Limit Theorem applies to the sequence $(X_N)$, and shows that it converges in law to a standard normal random variable $N$.

3. It follows that

$$\lim_{N \to +\infty} E_N(X_N^k) = E(N^k),$$

and hence, by the method of moments (Theorem B.5.5), we conclude that $X_N$ converges in law to $N$. (Interestingly, we do not need to know the value of the moments $E(N^k)$ for this argument to apply.)

This sketch indicates that the Erdős-Kac Theorem is really a result of very general nature that should be valid for many random integers, and not merely for $\Omega_N$. Note that only Step 1 has real arithmetic content. As we will see, that arithmetic content is concentrated on two results: Theorem 1.3.1, which makes the link with probability
theory, and the Mertens estimate, which is only required in the form of the divergence of the series
\[ \sum_{p} \frac{1}{p}, \]
at least is one would use its partial sums
\[ \sum_{p \leq N} \frac{1}{p}. \]
for renormalization, instead of the asymptotic function \( \log \log N \).

We now implement this strategy. As will be seen, some tweaks will be required. (The reader is invited to check that omitting those tweaks leads, at the very least, to a much more complicated-looking problem!).

**Step 1.** (Truncation) This is a classical technique that applies here, and is used to shorten and simplify the sum in (2.6), in order to control the error terms in the next step. We consider the random variables \( B_p \) on \( \Omega_N \) as above, i.e., \( B_p(n) = 1 \) if \( p \) divides \( n \) and \( B_p(n) = 0 \) otherwise. Let
\[ \sigma_N = \sum_{p \leq N} \frac{1}{p}. \]
We only need recall at this point that \( \sigma_N \to +\infty \) as \( N \to +\infty \). We then define
\[ Q = N^{1/(\log \log N)^{1/3}} \]
and
\[ \tilde{\omega}(n) = \sum_{p \mid n} 1 = \sum_{p \leq Q} B_p(n), \quad \tilde{\omega}_0(n) = \sum_{p \leq Q} \left( B_p(n) - \frac{1}{p} \right), \]
viewed as random variables on \( \Omega_N \). The point of this truncation is the following: first, for \( n \in \Omega_N \), we have
\[ \tilde{\omega}(n) \leq \omega(n) \leq \tilde{\omega}(n) + (\log \log N)^{1/3}, \]
simply because if \( \alpha > 0 \) and if \( p_1, \ldots, p_m \) are primes \( \geq N^\alpha \) dividing \( n \leq N \), then we get
\[ N^{m\alpha} \leq p_1 \cdots p_m \leq N, \]
and hence \( m \leq \alpha^{-1} \). Second, for any \( N \geq 1 \) and any \( n \in \Omega_N \), we get by definition of \( \sigma_N \) the identity
\[ \tilde{\omega}_0(n) = \tilde{\omega}(n) - \sum_{p \leq Q} \frac{1}{p} \]
\[ = \omega(n) - \sigma_N + O((\log \log N)^{1/3}) \]
because the Mertens formula
\[ \sum_{p \leq x} \frac{1}{p} = \log \log x + O(1), \]
(see Proposition C.3.1) and the definition of \( \sigma_N \) show that
\[ \sum_{p \leq Q} \frac{1}{p} = \sum_{p \leq N} \frac{1}{p} + O(\log \log \log N) = \sigma_N + O(\log \log \log N). \]
Now define
\[ \hat{X}_N(n) = \frac{\tilde{\omega}_0(n)}{\sqrt{\sigma_N}}. \]
as random variables on $\Omega_N$. We will prove that $\tilde{X}_N$ converges in law to $N$. The elementary Lemma B.5.3 of Appendix B (applied using (2.8)) then shows that the random variables

$$n \mapsto \frac{\omega(n) - \sigma_N}{\sqrt{\sigma_N}}$$

converge in law to $N$. Finally, applying the same lemma one more time using the Mertens formula we obtain the Erdős-Kac Theorem.

It remains to prove the convergence of $\tilde{X}_N$. We fix a non-negative integer $k$, and our target is to prove the limit

$$E_N(\tilde{X}_N^k) \to E(N^k)$$

as $N \to +\infty$. Once this is proved for all $k$, then the method of moments shows that $(X_N)$ converges in law to the standard normal random variable $N$.

**Remark 2.3.2.** We might also have chosen to perform a truncation at $p \leq N^\alpha$ for some fixed $\alpha \in ]0, 1[$. However, in that case, we would need to adjust the value of $\alpha$ depending on $k$ in order to obtain (2.9), and then passing from the truncated variables to the original ones would require some minor additional argument. In fact, the function $(\log \log N)^{1/3}$ used to defined the truncation could be replaced by any function going to infinity slower than $(\log \log N)^{1/2}$.

**Step 2.** (Moment computation) We now begin the proof of (2.9). We use the definition of $\tilde{\omega}_0(n)$ and expand the $k$-th power in $E_N(\tilde{X}_N^k)$ to derive

$$E_N(\tilde{X}_N^k) = \frac{1}{\sigma_N^{k/2}} \sum_{p_1 \leq Q} \cdots \sum_{p_k \leq Q} E_N\left(\left(\frac{B_{p_1} - 1}{p_1}\right) \cdots \left(\frac{B_{p_k} - 1}{p_k}\right)\right)$$

(where we omit for simplicity the subscripts $N$ for the random variables $B_{p_i}$). The crucial point is that the random variable

$$(2.10) \quad \left(\frac{B_{p_1} - 1}{p_1}\right) \cdots \left(\frac{B_{p_k} - 1}{p_k}\right)$$

can be expressed as $f(\pi_q)$ for some modulus $q \geq 1$ and some function $f : \mathbb{Z}/q\mathbb{Z} \to \mathbb{C}$, so that the basic result of Theorem 1.3.1 may be applied to each summand.

To be precise, the value at $n \in \Omega_N$ of the random variable (2.10) only depends on the residue class $x$ of $n$ in $\mathbb{Z}/q\mathbb{Z}$, where $q$ is the least common multiple of $p_1, \ldots, p_k$. In fact, this value is equal to $f(x)$ where

$$f(x) = \left(\delta_{p_1}(x) - \frac{1}{p_1}\right) \cdots \left(\delta_{p_k}(x) - \frac{1}{p_k}\right)$$

with $\delta_{p_i}$ denoting the characteristic function of the residues classes modulo $q$ which are 0 modulo $p_i$. It is clear that $|f(x)| \leq 1$, as product of terms which are all $\leq 1$, and hence we have the bound

$$\|f\|_1 \leq q$$

(this is extremely imprecise, as we will see later). From this we get

$$\left| E_N\left(\left(\frac{B_{p_1} - 1}{p_1}\right) \cdots \left(\frac{B_{p_k} - 1}{p_k}\right)\right) - E(f) \right| \leq \frac{2q}{N} \leq \frac{2Q^k}{N}$$

by Theorem 1.3.1.

But by the definition of $f$, we also see that

$$E(f) = E\left(\left(\frac{B_{p_1} - 1}{p_1}\right) \cdots \left(\frac{B_{p_k} - 1}{p_k}\right)\right)$$
where the random variables \((B_p)\) form a sequence of independent Bernoulli random variables with \(P(B_p = 1) = 1/p\) (the \((B_p)\) for \(p\) dividing \(q\) are realized concretely as the characteristic functions \(\delta_p\) on \(\mathbb{Z}/q\mathbb{Z}\) with uniform probability measure).

Therefore we derive
\[
E_N(\tilde{X}_N^k) = \frac{1}{\sigma_N^{k/2}} \sum_{p_1 \leq Q} \cdots \sum_{p_k \leq Q} \left\{ E\left( \left( B_{p_1} - \frac{1}{p_1} \right) \cdots \left( B_{p_k} - \frac{1}{p_k} \right) \right) \right\} + O(Q^k N^{-1})
\]
\[
= \left( \frac{\tau_N}{\sigma_N} \right)^{k/2} E(X_N^k) + O(Q^k N^{-1})
\]
\[
= \left( \frac{\tau_N}{\sigma_N} \right)^{k/2} E(X_N^k) + o(1)
\]

by our choice (2.7) of \(Q\), where
\[
\tau_N = \sum_{p \leq Q} \frac{1}{p} \left( 1 - \frac{1}{p} \right) = \sum_{p \leq Q} V(B_p)
\]

and
\[
X_N = \frac{1}{\sqrt{\tau_N}} \sum_{p \leq Q} \left( B_p - \frac{1}{p} \right).
\]

**Step 3.** (Conclusion) We now note that the version of the Central Limit Theorem recalled in Theorem B.7.2 applies to the random variables \((B_p)\), and implies precisely that \(X_N\) converges in law to \(N\). But moreover, the sequence \((X_N)\) satisfies the uniform integrability assumption in the converse of the method of moments (see Example B.5.7, applied to the variables \(B_p - 1/p\), which are independent and bounded by 1), and hence we have in particular
\[
E(X_N^k) \rightarrow E(N^k).
\]

Since \(\tau_N \sim \sigma_N\) by the Mertens formula, we deduce that \(E_N(\tilde{X}_N^k)\) converges also to \(E(X_N^k)\), which was our desired goal (2.9).

**Exercise 2.3.3.** One can avoid appealing to the converse of the method of moments by directly using proofs of the Central Limit Theorem, based on moments, that imply directly the convergence of moments for \((X_N)\). Find such a proof in this special case. (See for instance [5, p. 391]; note that this requires knowledge of the moments of gaussian random variables, which we recall in Proposition B.7.3).

**Exercise 2.3.4.** For an integer \(N \geq 1\), let \(m(N)\) denote the set of integers that occur in the multiplication table for integers \(1 \leq n \leq N\):
\[
m(N) = \{k = ab \mid 1 \leq a \leq N, \ 1 \leq b \leq N\} \subset \Omega_N^2.
\]

Prove that \(P_{\Omega_N^2}(m(N)) \rightarrow 0\), i.e., that
\[
\lim_{N \rightarrow +\infty} \frac{|m(N)|}{N^2} = 0.
\]

This result is the basic statement concerning the “multiplication table” problem of Erdős; the precise asymptotic behavior of \(|m(N)|\) has been determined by K. Ford [26] (improving results of Tenenbaum): we have
\[
\frac{|m(N)|}{N^2} \asymp (\log N)^{-\alpha} (\log \log N)^{-3/2}
\]
where
\[ \alpha = 1 - \frac{1 + \log \log 2}{\log 2}. \]
See also the work of Koukoulopoulos [43] for generalizations.

**Exercise 2.3.5.** Let \( \Omega(n) \) be the number of prime divisors of an integer \( n \geq 1 \), counted with multiplicity (so \( \Omega(12) = 3 \)).\(^1\) Prove that
\[ P_N \left( \Omega(n) - \omega(n) \geq (\log \log N)^{1/4} \right) \leq (\log \log N)^{-1/4}, \]
and deduce that the random variables
\[ n \mapsto \frac{\Omega(n) - \log \log N}{\sqrt{\log \log N}} \]
also converge in law to \( N \).

**Exercise 2.3.6.** Try to prove the Erdős–Kac Theorem using the same “approximation” approach used in the proof of the Erdős–Wintner Theorem; what seems to go wrong (suggesting – if not proving – that one really should use different tools).

### 2.4. Convergence without renormalization

One important point that is made clear by the proof of the Erdős-Kac Theorem is that, although one might think that a statement about the behavior of the number of prime factors of integers tells us something about the distribution of primes (which are those integers \( n \) with \( \omega(n) = 1 \)), the Erdős-Kac Theorem gives no information about these. This can be seen mechanically from the proof (where the truncation step means in particular that primes are disregarded unless they are smaller than the truncation level \( Q \)), or intuitively from the fact that the statement itself implies that “most” integers of size about \( N \) have \( \log \log N \) prime factors. For instance, as \( N \to +\infty \), we have
\[ P_N \left( |\omega(n) - \log \log N| > a\sqrt{\log \log N} \right) \to P(|N| > a) \]
\[ \leq \sqrt{\frac{2}{\pi}} \int_a^{+\infty} e^{-x^2/2} \, dx \leq e^{-a^2/4}. \]

The problem lies in the normalization used to obtain a definite theorem of convergence in law: this “crushes” to some extent the more subtle aspect of the distribution of values of \( \omega(n) \), especially with respect to extreme values. One can however still study this function probabilistically, but one must use less generic methods, to go beyond the “universal” behavior given by the Central Limit Theorem. There are at least two possible approaches in this direction, and we now briefly survey some of the results.

Both methods have in common a switch in probabilistic focus: instead of looking for a normal approximation of a normalized version of \( \omega(n) \), one looks for a Poisson approximation of the unnormalized function.

Recall (see also Section B.9 in the Appendix) that a Poisson distribution with real parameter \( \lambda \geq 0 \) satisfies
\[ P(\lambda = k) = e^{-\lambda} \frac{\lambda^k}{k!} \]
\(^1\) We only use this function in this section and hope that confusion with \( \Omega_N \) will be avoided.
for any integer \( k \geq 0 \). It turns out that an inductive computation using the Prime Number Theorem leads to the asymptotic formula

\[
\frac{1}{N} |\{n \leq N \mid \omega(n) = k\}| \sim \frac{1}{(k-1)!} \left( \frac{\log \log N}{\log N} \right)^{k-1} = e^{-\log \log N} \left( \frac{\log \log N}{(k-1)!} \right),
\]

for any fixed integer \( k \geq 1 \). This suggests that a better probabilistic approximation to the arithmetic function \( \omega(n) \) on \( \Omega_N \) is a Poisson distribution with parameter \( \log \log N \). The Erdős-Kac Theorem would then be, in essence, a consequence of the simple fact that a sequence \((X_n)\) of Poisson random variables with parameters \( \lambda_n \rightarrow +\infty \) has the property that

\[
(2.11) \quad \frac{X_n - \lambda_n}{\sqrt{\lambda_n}} \rightarrow \mathcal{N},
\]

as explained in Proposition B.9.1. Figure 2.2 shows the density of the values of \( \omega(n) \) for \( n \leq 10^{10} \) and the corresponding Poisson density. (The values of the probabilities for consecutive integers are joined by line segments for readability).

The trick to make this precise is to give a meaning to this statement, which cannot be a straightforward convergence statement since the parameter is varying with \( N \).

Harper [35] (to the author’s knowledge) was the first to implement explicitly such an idea. He derived an explicit upper-bound for the total variation distance between a truncated version of \( \omega(n) \) on \( \Omega_N \) and a suitable Poisson random variable, namely between

\[
\sum_{\substack{p \mid n \\mid n \leq Q}} 1, \quad \text{where } Q = N^{1/(3 \log \log N)^2}
\]

and a Poisson random variable \( \text{Po}_N \) with parameter

\[
\lambda_N = \sum_{p \leq Q} \frac{1}{N \left\lfloor \frac{N}{p} \right\rfloor}
\]

(so that the Mertens formula implies that \( \lambda_N \sim \log \log N \)).

Precisely, Harper proves that for any subset \( A \) of the non-negative integers, we have

\[
\left| \mathbb{P}_N \left( \sum_{\substack{p \mid n \\mid n \leq Q}} 1 \in A \right) - \mathbb{P}(\text{Po}_N \in A) \right| \ll \frac{1}{\log \log N},
\]

and moreover that the decay rate \( (\log \log N)^{-1} \) is best possible. This requires some additional arithmetic information than the proof of Theorem 2.3.1 (essentially some form
of sieve), but the arithmetic ingredients remain to a large extent elementary. On the other hand, new ingredients from probability theory are involved, especially cases of Stein’s Method for Poisson approximation.

A second approach starts from a proof of the Erdős-Kac Theorem due to Rényi and Turán [73], which is the implementation of the Lévy Criterion for convergence in law. Precisely, they prove that

\[ \mathbf{E}_N(e^{it\omega(n)}) = (\log N)^{e^{it}-1} (\Phi(t) + o(1)) \]

for any \( t \in \mathbb{R} \) as \( N \to +\infty \) (in fact, uniformly for \( t \in \mathbb{R} \) – note that the function here is \( 2\pi \)-periodic), with a factor \( \Phi(t) \) given by

\[ \Phi(t) = \frac{1}{\Gamma(e^{it})} \prod_p \left( 1 - \frac{1}{p} \right)^{e^{it}} \left( 1 + \frac{e^{it}}{p-1} \right), \]

where the Euler product is absolutely convergent. Recognizing that the term \( (\log N)^{e^{it}-1} \) is the characteristic function of a Poisson random variable \( \text{Po}_N \) with parameter \( \log \log N \), one can then obtain the Erdős-Kac Theorem by the same computation that leads to (2.11), combined with the continuity of \( \Phi \) that shows that

\[ \Phi\left( \frac{t}{\sqrt{\log \log N}} \right) \to \Phi(0) = 1 \]

as \( N \to +\infty \).

The computation that leads to (2.12) is now interpreted as an instance of the Selberg-Delange method (see [85, II.5, Th. 3] for the general statement, and [85, II.6, Th. 1] for the special case of interest here).

It should be noted that the proof of (2.12) is quite a bit deeper than the proof of Theorem 2.3.1, and this is at it should, because this formula contains precise information about the extreme values of \( \omega(n) \), which we saw are not relevant to the Erdős-Kac Theorem. Indeed, taking \( t = \pi \) and observing that \( \Phi(\pi) = 0 \) (because of the pole of the Gamma function), we obtain

\[ \frac{1}{N} \sum_{n \leq N} (-1)^{\omega(n)} = \mathbf{E}(e^{-i\pi\omega(n)}) = o\left( \frac{1}{(\log N)^2} \right) \]

This is well-known to imply the Prime Number Theorem

\[ \sum_{p \leq N} 1 \sim \frac{N}{\log N} \]

(see, for instance [38, §2.1], where the Möbius function is used instead of \( n \mapsto (-1)^{\omega(n)} \), noting that these functions coincide on squarefree integers).

The link between the formula (2.12) and Poisson distribution was noticed in joint work with Nikeghbali [55]. Among other things, we remarked that it implies easily a bound for the Kolmogorov-Smirnov distance between \( n \mapsto \omega(n) \) on \( \Omega \) and a Poisson random variable \( \text{Po}_N \). Additional work with A. Barbour [2] leads to bounds in total variation distance, and to better (non-Poisson) approximations of even better quality. Another suggestive remark is that if we consider the independent random variables that appear in the proof of the Erdős-Kac theorem, namely

\[ X_N = \sum_{p \leq N} \left( B_p - \frac{1}{p} \right), \]
where \((B_p)\) is a sequence of independent Bernoulli random variables with \(P(B_p = 1) = 1/p\), then we have (by a direct computation) the following analogue of (2.12):

\[
E(e^{it \mathcal{X}_N}) = (\log N)e^{it - 1} \left( \prod_p \left( 1 - \frac{1}{p} \right) e^{it} \left( 1 + \frac{e^{it}}{p-1} \right) + o(1) \right).
\]

It is natural to ask then if there is a similar meaning to the factor \(1/\Gamma(e^{it})\) that also appears in (2.13). And there is: for \(N \geq 1\), define \(\ell_N\) as the random variable on the symmetric group \(\mathfrak{S}_N\) that maps a permutation \(\sigma\) to the number of cycles in its canonical cyclic representation (where we count fixed points as cycles of length 1, so for instance we have \(\ell_N(1) = N\)). Then, giving \(\mathfrak{S}_N\) the uniform probability measure, we have

(2.14) \[
E(e^{it \ell_N}) = N^{e^{it} - 1} \left( \frac{1}{\Gamma(e^{it})} + o(1) \right),
\]

corresponding to a Poisson distribution with parameter \(\log N\) this time. This is not an isolated property: see the survey paper of Granville [32] for many significant analogies between (multiplicative) properties of integers and random permutations.

**Remark 2.4.1.** Observe that (2.12) would be true if we had a decomposition

\[
\omega(n) = P_0(n) + Y_N(n)
\]
as random variables on \(\Omega_N\), where \(Y_N\) is independent of \(P_0\) and converges in law to a random variable with characteristic function \(\Phi\). However, this is not in fact the case, because \(\Phi\) is not a characteristic function of a probability measure! (It is unbounded on \(\mathbb{R}\)).

**Exercise 2.4.2.** The goal of this exercise is to give a proof of the formula (2.14). We assume basic familiarity with the notion of tensor product of vector spaces and symmetric powers of vector spaces, and elementary representation theory of finite groups.

For \(N \geq 1\), we define \(\ell_N\) as a random variable on \(\mathfrak{S}_N\) as above.

1. Show that the formula (2.14) follows from the exact expression

\[
E(e^{it \ell_N}) = \prod_{j=1}^{N} \left( 1 - \frac{1}{j} + \frac{e^{it}}{j} \right)
\]
valid for all \(N \geq 1\) and all \(t \in \mathbb{R}\). [**Hint:** Use the formula

\[
\frac{1}{\Gamma(z+1)} = \prod_{k \geq 1} \left( 1 + \frac{z}{k} \right) \left( 1 + \frac{1}{k} \right)^{-z}
\]
which is valid for all \(z \in \mathbb{C}\) (this is due to Euler).]

2. Show that (1) is also equivalent with the formula

(2.15) \[
E(m^{\ell_N}) = \prod_{j=1}^{N} \left( 1 - \frac{1}{j} + \frac{m}{j} \right)
\]
for all \(N \geq 1\) and all integers \(m \geq 0\).

3. Let \(m \geq 0\) be a fixed integer. Let \(V\) be an \(m\)-dimensional complex vector space. For any \(N \geq 1\), there is a homomorphism

\[
\varrho_N: \mathfrak{S}_N \rightarrow GL(V \otimes \cdots \otimes V) = GL(V^\otimes N)
\]
(with N tensor factors) such that \( \sigma \in \mathfrak{S}_N \) is sent to the unique automorphism of the tensor power \( V^\otimes N \) which satisfies

\[
x_1 \otimes \cdots \otimes x_N \mapsto x_{\sigma(1)} \otimes \cdots \otimes x_{\sigma_N}.
\]

for all \((x_1, \ldots, x_N) \in V^\otimes N\). (This is a representation of \( \mathfrak{S}_N \) on the vector space \( V^\otimes N \); note that this space has dimension \( m^N \).)

(4) For any \( \sigma \in \mathfrak{S}_N \), the trace of the automorphism \( \varrho_N(\sigma) \) of \( V^\otimes N \) is equal to \( m^\ell_N(\sigma) \).

(5) Deduce that the formula (2.15) holds. [**Hint:** Use the fact that for any representation \( \varrho \): \( G \to \text{GL}(E) \) of a finite group on a finite-dimensional \( \mathbb{C} \)-vector space, the average of the trace of \( \varrho(g) \) over \( g \in G \) is equal to the dimension of the space of vectors \( x \in E \) that are invariant, i.e., that satisfy \( \varrho(g)(x) = x \) for all \( g \in G \) (see, e.g. [48, Prop. 4.3.1] for this); then identify and compute the dimension of this space.]

(6) Deduce also from (2.15) that there exists a sequence \( (B_j)_{j \geq 1} \) of independent Bernoulli random variables such that we have an equality in law

\[
\ell_N = B_1 + \cdots + B_N
\]

for all \( N \geq 1 \), and \( P(B_j = 1) = 1/j \) for all \( j \geq 1 \).

### 2.5. Further topics

Classically, the Erdős–Wintner and the Erdős–Kac Theorem (and related topics) are presented in a different manner, which is well illustrated in the book of Tenenbaum [85, III.1, III.2]. This emphasizes the notion of density of sets of integers, namely quantities like

\[
\limsup_{N \to +\infty} \frac{1}{N} \left| \{1 \leq n \leq N \mid n \in A \} \right|
\]

for a given set \( A \), or the associated liminf, or the limit when it exists. Convergence in law is then often encapsulated in the existence of these limits for sets of the form

\[
A = \{ n \geq 1 \mid f(n) \leq x \},
\]

the limit \( F(x) \) (which is only assumed to exist for continuity points of \( F \)) being a "distribution function", i.e., \( F(x) = P(X \leq x) \) for some real-valued random variable \( X \).

Our emphasis on a more systematic probabilistic presentation has the advantage of leading more naturally to the use of purely probabilistic techniques and insights. This is especially relevant when we consider random variables with values in more complicated sets than \( \mathbb{R} \) (as we will do in the next chapters), in which case the analogue of distribution functions becomes awkward or simply doesn’t exist. Our point of view is also more natural when we come to consider arithmetic random variables \( Y_N \) on \( \Omega_N \) that genuinely depend on \( N \), in the sense that that there doesn’t exist an arithmetic function \( f \) such that \( Y_N \) is the restriction of \( f \) to \( \Omega_N \) for all \( N \geq 1 \).

Among the many generalizations of the Erdős–Kac Theorem (and related results for more general arithmetic functions), we wish to mention Billingsley’s work [4, Th. 4.1, Example 1, p. 764] that obtains a functional version where the convergence in law is towards Brownian motion (we refer to Billingsley’s very accessible text [3] for a first presentation of Brownian motion, and to the book of Revuz and Yor [75] for a complete modern treatment): for \( 0 \leq t \leq 1 \), define a random variable \( \tilde{X}_N \) on \( \tilde{\Omega}_N \) with values in the Banach space \( C([0,1]) \) of continuous functions on \([0,1]\) by putting \( \tilde{X}_N(n)(0) = 0 \) and

\[
\tilde{X}_N(n)(\frac{\log \log k}{\log \log N}) = \frac{1}{(\log \log N)^{1/2}} \left( \sum_{\substack{p|n \\text{ prime} \leq k}} 1 - \log \log k \right)
\]
for $2 \leq k \leq N$, and by linear interpolation between such points. Then Billingsley proves that $\tilde{X}_N$ converges in law to Brownian motion as $N \to +\infty$.

[Further references: Tenenbaum [85].]
CHAPTER 3

The distribution of values of the Riemann zeta function, I

<table>
<thead>
<tr>
<th>Probability tools</th>
<th>Arithmetic tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition of convergence in law (§ B.3)</td>
<td>Dirichlet series (§ A.4)</td>
</tr>
<tr>
<td>Kolmogorov’s Theorem for random series (th. B.10.1)</td>
<td>Riemann zeta function (§ C.4)</td>
</tr>
<tr>
<td>Weyl Criterion and Kronecker’s Theorem (§ B.6, th. B.6.5)</td>
<td>Fundamental theorem of arithmetic</td>
</tr>
<tr>
<td>Menshov–Rademacher Theorem (th. B.10.5)</td>
<td>Mean square of $\zeta(s)$ outside the critical line (prop. C.4.1)</td>
</tr>
<tr>
<td>Lipschitz test functions (prop. B.4.1)</td>
<td>Euler product (lemma C.1.4)</td>
</tr>
<tr>
<td>Support of a random series (prop. B.10.8)</td>
<td>Strong Mertens estimate and Prime Number Theorem (cor. C.3.4)</td>
</tr>
</tbody>
</table>

### 3.1. Introduction

The Riemann zeta function is defined first for complex numbers $s$ such that $\text{Re}(s) > 1$, by means of the series

$$\zeta(s) = \sum_{n \geq 1} \frac{1}{n^s}.$$  

(3.1)

It plays an important role in prime number theory, arising because of the famous Euler product formula, which expresses $\zeta(s)$ as a product over primes, in this region: we have

$$\zeta(s) = \prod_p (1 - p^{-s})^{-1}$$

if $\text{Re}(s) > 1$. By standard properties of series of holomorphic functions (note that $s \mapsto n^s = e^{s \log n}$ is entire for any $n \geq 1$), the Riemann zeta function is holomorphic for $\text{Re}(s) > 1$. It is of crucial importance however that it admits an analytic continuation to $\mathbb{C} \setminus \{1\}$, with furthermore a simple pole at $s = 1$ with residue 1.

This analytic continuation can be performed simultaneously with the proof of the functional equation: the function defined by

$$\xi(s) = \pi^{-s/2} \Gamma(s/2) \zeta(s)$$

satisfies

$$\xi(1 - s) = \xi(s),$$

and has simple poles with residue 1 at $s = 0$ and $s = 1$. Since the inverse of the gamma function is an entire function, the analytic continuation of the Riemann zeta function follows immediately.
However, for many purposes (including the results of this chapter), it is enough to know that $\zeta(s)$ has analytic continuation for $\Re(s) > 0$, and this can be checked quickly using the following computation, based on summation by parts (Lemma A.1.1): for $\Re(s) > 1$, we have

$$\sum_{n \geq 1} \frac{1}{n^s} = s \int_{1}^{+\infty} \left( \sum_{1 \leq n \leq t} \frac{1}{n} \right) t^{-s-1} dt$$

$$= s \int_{1}^{+\infty} (t - \{t\}) t^{-s-1} dt$$

$$= s \int_{1}^{+\infty} t^{-s} dt - s \int_{1}^{+\infty} \{t\} t^{-s-1} dt = \frac{s}{s-1} - s \int_{1}^{+\infty} \{t\} t^{-s-1} dt.$$

Since the rational function $s \mapsto s/(s-1)$ has a simple pole at $s = 1$ with residue 1, and since $0 \leq \{t\} \leq 1$, the integral defining the function

$$s \mapsto s \int_{1}^{+\infty} \{t\} t^{-s-1} dt$$

is absolutely convergent, and therefore this function is holomorphic, for $\Re(s) > 0$. The expression above then shows that the Riemann zeta function is meromorphic, with a simple pole at $s = 1$ with residue 1, for $\Re(s) > 0$.

Since $\zeta(s)$ is quite well-behaved for $\Re(s) > 1$, and since the Gamma function is a very well-known function, this relation shows that one can understand the behavior of $\zeta(s)$ for $s$ outside of the critical strip

$$S = \{ s \in \mathbb{C} \mid 0 \leq \Re(s) \leq 1 \}.$$

The Riemann Hypothesis is a crucial statement about $\zeta(s)$ when $s$ is in the critical strip: it states that if $s \in S$ satisfies $\zeta(s) = 0$, then the real part of $s$ must be $1/2$. Because holomorphic functions (with relatively slow growth, a property true for $\zeta$, although this requires some argument to prove) are essentially characterized by their zeros (just like polynomials are!), the proof of this conjecture would enormously expand our understanding of the properties of the Riemann zeta function. Although it remains open, this should motivate our interest in the distribution of values of the zeta function. Another motivation is that it contains crucial information about primes, which will be very visible in Chapter 5.

We first focus our attention to a vertical line $\Re(s) = \tau$, where $\tau$ is a fixed real number such that $\tau \geq 1/2$ (the case $\tau \leq 1$ will be the most interesting, but some statements do not require this assumption). We consider real numbers $T \geq 2$ and define the probability space $\Omega_T = [-T, T]$ with the uniform probability measure $dt/(2T)$. We then view

$$t \mapsto \zeta(\tau + it)$$

as a random variable $Z_{\tau,T}$ on $\Omega_T = [-T, T]$. These are arithmetically defined random variables. Do they have some specific, interesting, asymptotic behavior?

The answer to this question turns out to depend on $\tau$, as the following first result reveals:

**Theorem 3.1.1 (Bohr-Jessen).** Let $\tau > 1/2$ be a fixed real number. Define $Z_{\tau,T}$ as the random variable $t \mapsto \zeta(\tau + it)$ on $\Omega_T$. There exists a probability measure $\mu_\tau$ on $\mathbb{C}$ such that $Z_{\tau,T}$ converges in law to $\mu_\tau$ as $T \to +\infty$. Moreover, the support of $\mu_\tau$ is compact if $\tau > 1$, and is equal to $\mathbb{C}$ if $1/2 < \tau \leq 1$. 
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Figure 3.1. The modulus of $\zeta(s + it)$ for $s$ in the square $[3/4 - 1/8, 3/4 + 1/8] \times [-1/8, 1/8]$, for $t = 0, 21000, 58000$ and 75000.

We will describe precisely the measure $\mu_\tau$ in Section 3.2: it is a highly non-generic probability distribution, whose definition (and hence properties) retains a significant amount of arithmetic, in contrast with the Erdős-Kac Theorem, where the limit is a very generic distribution.

Theorem 3.1.1 is in fact a direct consequence of a result due to Voronin [89] and Bagchi [1], which extends it in a very surprising direction. Instead of fixing $\tau \in ]1/2, 1[$ and looking at the distribution of the single values $\zeta(\tau + it)$ as $t$ varies, we consider for such $\tau$ some radius $r$ such that the disc $D = \{ s \in \mathbb{C} \mid |s - \tau| \leq r \}$ is contained in the interior of the critical strip, and we look for $t \in \mathbb{R}$ at the functions

$$\zeta_{D,t}: \begin{cases} D & \rightarrow & \mathbb{C} \\ s & \mapsto & \zeta(s + it) \end{cases}$$

which are “vertical translates” of the Riemann zeta function restricted to $D$. For each $T \geq 0$, we view $t \mapsto \zeta_{D,t}$ as a random variable (say $Z_{D,T}$) on $([-T, T], dt/(2T))$ with values in the space $H(D)$ of functions which are holomorphic in the interior of $D$ and continuous on its boundary. Bagchi’s remarkable result is a convergence in law in this space: there exists a probability measure $\nu$ on $H(D)$ such that the random variables $Z_{D,T}$ converge in law to $\nu$ as $T \rightarrow +\infty$. Computing the support of $\nu$ (which is a non-trivial task) leads to a proof of Voronin’s universality theorem: for any function $f \in H(D)$ which does not vanish on $D$, and for any $\varepsilon > 0$, there exist $t \in \mathbb{R}$ such that

$$\| \zeta(\cdot + it) - f \|_\infty < \varepsilon,$$

where the norm is the supremum norm on $D$. In other words, up to arbitrarily small error, all functions $f$ (that do not vanish) can be seen by looking at some vertical translate of the Riemann zeta function!

We illustrate this fact in Figure 3.1, which presents density plots of $|\zeta(s + it)|$ for various values of $t \in \mathbb{R}$, as functions of $s$ in the square $[3/4 - 1/8, 3/4 + 1/8] \times [-1/8, 1/8]$. Voronin’s Theorem implies that, for suitable $t$, such a picture will be arbitrarily “close” to that for any holomorphic function on this square that never vanishes there; one such function displayed in Figure 3.2 is $f(s) = 2 + \cos(10s)^3$.

We will prove the Bohr-Jessen-Bagchi theorems in the next section, and use in particular the computation of the support of Bagchi’s limiting distribution for translates of the Riemann zeta function to prove Voronin’s universality theorem in Section 3.3.
3.2. The theorems of Bohr-Jessen and of Bagchi

We begin by stating a precise version of Bagchi’s Theorem. In the remainder of this chapter, we denote by $\Omega_T$ the probability space $([-T, T], dt/(2T))$ for $T \geq 1$. We will often write $E_T(\cdot)$ and $P_T(\cdot)$ for the corresponding expectation and probability.

**Theorem 3.2.1 (Bagchi [1]).** Let $\tau$ be such that $1/2 < \tau < 1/2 < \tau < 1$, let $r > 0$ be such that $D = \{s \in \mathbb{C} \mid |s - \tau| \leq r\} \subset \{s \in \mathbb{C} \mid 1/2 < \text{Re}(s) < 1\}$, and if $\tau \geq 1$, let $D$ be any compact subset of $\{s \in \mathbb{C} \mid \text{Re}(s) \geq 1\}$ such that $\tau \in D$.

Consider the $H(D)$-valued random variables $Z_{D,T}$ defined by

$t \mapsto (s \mapsto \zeta(s+it))$

on $\Omega_T$. Let $(X_p)_{p \text{ prime}}$ be a sequence of independent random variables which are identically distributed, with distribution uniform on the unit circle $S^1 \subset \mathbb{C}^\times$.

Then we have convergence in law $Z_{D,T} \rightarrow Z_D$ as $T \rightarrow +\infty$, where $Z_D$ is the random Euler product defined by

$Z_D(s) = \prod_p (1 - p^{-s}X_p)$. 

In this theorem, the space $H(D)$ is viewed as a Banach space (hence a metric space, so that convergence in law makes sense) with the norm

$\|f\|_\infty = \sup_{z \in D} |f(z)|$.

We can already see that Theorem 3.2.1 is (much) stronger than the convergence in law component of Theorem 3.1.1 which we now prove assuming this result:

**Corollary 3.2.2.** Fix $\tau$ such that $1/2 < \tau$. As $T \rightarrow +\infty$, the random variables $Z_{\tau,T}$ of Theorem 3.1.1 converge in law to the random variable $Z_D(\tau)$, where $D$ is either a disc contained in the interior of the critical strip, if $\tau < 1$, or any compact subset of $\{s \in \mathbb{C} \mid \text{Re}(s) \geq 1\}$ such that $\tau \in D$.

**Proof.** Fix $D$ as in the statement. Tautologically, we have

$Z_{\tau,T} = \zeta_{D,T}(\tau)$

or $Z_{\tau,T} = e_{\tau} \circ \zeta_{D,T}$, where

$e_{\tau} \left\{ \begin{array}{c}
H(D) \rightarrow \mathbb{C} \\
f \mapsto f(\tau)
\end{array} \right.$
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is the evaluation map. Since this map is continuous for the topology on \(H(D)\), it is tautological (see Proposition B.3.1 in Appendix B) that the convergence in law \(Z_{D,T} \to Z_D\) of Bagchi’s Theorem implies the convergence in law of \(Z_T\) to the random variable \(e_\tau \circ Z_D\), which is simply \(Z_D(\tau)\).

In order to prove the final part of Theorem 3.1.1, and to derive Voronin’s universality theorem, we need to understand the support of the limit \(Z_D\) in Bagchi’s Theorem. We will prove in Section 3.3:

**Theorem 3.2.3 (Bagchi, Voronin).** Let \(\tau\) be such that \(1/2 < \tau < 1\), and \(r\) such that \(D = \{s \in \mathbb{C} \mid |s - \tau| \leq r\} \subset \{s \in \mathbb{C} \mid 1/2 < \text{Re}(s) < 1\}\).

The support of the distribution of the law of \(Z_D\) contains
\[
H(D)^\times = \{f \in H(D) \mid f(z) \neq 0 \text{ for all } z \in D\}
\]
and is equal to \(H(D)^\times \cup \{0\}\).

In particular, for any function \(f \in H(D)^\times\), and for any \(\varepsilon > 0\), there exists \(t \in \mathbb{R}\) such that
\[
\sup_{s \in D} |\zeta(s + it) - f(s)| < \varepsilon.
\]

It is then obvious that if \(1/2 < \tau < 1\), the support of the Bohr-Jessen random variable \(Z_D(\tau)\) is equal to \(\mathbb{C}\).

We now begin the proof of Theorem 3.2.1 by giving some intuition for the result and in particular for the shape of the limiting distribution. Indeed, this very elementary argument will suffice to prove Bagchi’s Theorem in the case \(\tau > 1\). This turns out to be similar to the intuition behind the Erdős-Kac Theorem. We begin with the Euler product
\[
\zeta(s + it) = \prod_p (1 - p^{-s-it})^{-1},
\]
which is valid for \(\text{Re}(s) > 1\). We can express this also (formally, we “compute the logarithm”, see Proposition A.2.2 (2)) in the form
\[
\zeta(s + it) = \exp\left(-\sum_p \log(1 - p^{-s-it})\right),
\]
and see that this is the exponential of a sum of random variables where the randomness lies in the behavior of the sequence of random variables \((X_p,T)_p\) on \(\Omega_T\) given by \(X_p(t) = p^{-it}\), which take values in the unit circle \(S^1\). We view \((X_p,T)_p\), for each \(T \geq 1\), as taking value in the infinite product \(\hat{S}^1 = \prod_p S^1\) of circles parameterized by primes, which is still a compact metric space. It is therefore natural to study the behavior of these sequences as \(T \to +\infty\), in order to guess how \(Z_{D,T}\) will behave. This has a very simple answer:

**Proposition 3.2.4.** For \(T \geq 0\), let
\[
X_T = (X_p,T)_p
\]
be the \(\hat{S}^1\)-valued random variable on \(\Omega_T\) given by
\[
t \mapsto (p^{-it})_p.
\]
Then \(X_T\) converges in law as \(T \to +\infty\) to a random variable \(X = (X_p)_p\), where the \(X_p\) are independent and uniformly distributed on \(S^1\).
Bagchi’s Theorem is therefore to be understood as saying that we can “pass to the limit” in the formula (3.3) to obtain a convergence in law of \( \zeta(s + it) \), for \( s \in \mathbb{D} \), to 
\[
\exp\left(- \sum_p \log(1 - p^{-s}X_p)\right).
\]

This sketch is of course incomplete in general, the foremost objection being that we are interested in particular in the zeta function outside of the region of absolute convergence, where the Euler product does not converge absolutely, so the meaning of (3.3) is unclear. But we will see that nevertheless enough connections remain to carry the argument through.

We isolate the crucial part of the proof of Proposition 3.2.4 as a lemma, since we will also use it in the proof of Selberg’s Theorem in the next chapter (see Section 4.2).

**Lemma 3.2.5.** Let \( r > 0 \) be a real number. We have
\[
|E_T(r^{-it})| \leq \min\left(1, \frac{1}{T \log |r|}\right).
\]
In particular, if \( r = n_1/n_2 \) for some positive integers \( n_1 \neq n_2 \), then we have
\[
E_T(r^{-it}) \ll \min\left(1, \frac{\sqrt{n_1 n_2}}{T}\right)
\]
where the implied constant is absolute.

**Proof of Lemma 3.2.5.** Since \( |r^{-it}| = 1 \), we see that the expectation is always \( \leq 1 \). If \( r \neq 1 \), then we get
\[
E_T(r^{-it}) = \frac{1}{2T} \left[ \frac{i}{\log r} r^{-it} \right]_{-T}^{iT} = \frac{i(r^{iT} - r^{-iT})}{2T(\log r)},
\]
which has modulus at most \( |\log r|^{-1}T^{-1} \), hence the first bound holds.

Assume now that \( r = n_1/n_2 \) with \( n_1 \neq n_2 \) positive integers. Assume that \( n_2 > n_1 \geq 1 \). Then \( n_2 \geq n_1 + 1 \), and hence
\[
|\log \frac{n_1}{n_2}| \geq |\log \left(1 + \frac{1}{n_1}\right)| \geq \frac{1}{n_1} \geq \frac{1}{\sqrt{n_1 n_2}}.
\]
If \( n_2 < n_1 \), we exchange the role of \( n_1 \) and \( n_2 \), and since both sides of the bound (3.5) are symmetric in terms of \( n_1 \) and \( n_2 \), the result follows. \( \square \)

**Proof of Proposition 3.2.4.** The impression of having an infinite-dimensional situation is illusory. Because the limiting measure (the law of \( (X_p) \)) is simply the Haar measure on the compact (abelian) group \( \hat{\mathbb{S}}^1 \), the well-known Weyl Criterion (see Section B.6 in Appendix B) shows that the statement is equivalent with the property that
\[
\lim_{T \to +\infty} E_T(\chi(X_p, T)) = 0
\]
for any non-trivial continuous character \( \chi : \hat{\mathbb{S}}^1 \to \mathbb{S}^1 \). An elementary property of compact groups shows that for any such character there exists a finite non-empty subset \( S \) of primes, and for each \( p \in S \) some integer \( m_p \in \mathbb{Z} - \{0\} \), such that
\[
\chi(z) = \prod_{p \in S} z_p^{m_p}
\]
for any $z = (z_p)_p \in \hat{S}^1$ (see Example B.6.2(2)). We then have by definition
\[
E_T(\chi(\mathbf{X}_{p,T})) = \frac{1}{2T} \int_{-T}^{T} \prod_{p \in S} p^{-\text{im}_p} dt = \frac{1}{2T} \int_{-T}^{T} r^{-it} dt
\]
where $r > 0$ is the rational number given by
\[
r = \prod_{p \in S} p^{m_p}.
\]

Since we have $r \neq 1$ (because $S$ is not empty and $m_p \neq 0$), we obtain $E_T(\chi(\mathbf{X}_{p,T})) \to 0$ as $T \to +\infty$ from (3.4). \hfill \Box

As a corollary, Bagchi’s Theorem follows formally for $\tau > 1$ and $D$ contained in the set of complex numbers with real part $> 1$. This is once more a very simple fact which is often not specifically discussed, but which gives an indication and a motivation for the more difficult study in the critical strip.

**Special case of Theorem 3.2.1 for $\tau > 1$.** Assume that $\tau > 1$ and that $D$ is a compact subset containing $\tau$ contained in \{ $s \in \mathbb{C} \mid \text{Re}(s) > 1$ \}. We view $X_T = (X_{p,T})$ as random variables with values in the topological space $\hat{S}^1$, as before. This is also (as a countable product of metric spaces) a metric space. We claim that the map
\[
\varphi \begin{cases} 
\hat{S}^1 & \longrightarrow & H(D) \\
(x_p) & \mapsto & \left( s \mapsto -\sum_p \log(1 - x_p p^{-s}) \right)
\end{cases}
\]
is continuous (see Definition A.2.1 again for the definition of the logarithm here). If this is so, then the composition principle (see Proposition B.3.1) and Proposition 3.2.4 imply that $\varphi(X_T)$ converges in law to the $H(D)$-valued random variable $\varphi(X)$, where $X = (X_p)$ with the $X_p$ uniform and independent on $S^1$. But this is exactly the statement of Bagchi’s Theorem for $D$.

Now we check the claim. Fix $\varepsilon > 0$. Let $T > 0$ be some parameter to be chosen later in terms of $\varepsilon$. For any $x = (x_p)$ and $y = (y_p)$ in $\hat{S}^1$, we have
\[
\|\varphi(x) - \varphi(y)\|_{\infty} \leq \sum_{p \leq T} \| \log(1 - x_p p^{-s}) - \log(1 - y_p p^{-s}) \|_{\infty} + \sum_{p > T} \| \log(1 - x_p p^{-s}) \|_{\infty} + \sum_{p > T} \| \log(1 - y_p p^{-s}) \|_{\infty}.
\]

Because $D$ is compact in the half-plane $\text{Re}(s) > 1$, the minimum of the real part of $s \in D$ is some real number $\sigma_0 > 1$. Since $|x_p| = |y_p| = 1$ for all primes, and
\[
|\log(1 - z)| \leq 2|z|
\]
for $|z| \leq 1/2$ (an elementary estimate, especially since the factor 2 could be replaced by any other fixed positive number; see Proposition A.2.2 (3)), it follows that
\[
\sum_{p > T} \| \log(1 - x_p p^{-s}) \|_{\infty} + \sum_{p > T} \| \log(1 - y_p p^{-s}) \|_{\infty} \leq 4 \sum_{p > T} p^{-\sigma_0} \ll T^{1-\sigma_0}.
\]

We fix $T$ so that $T^{1-\sigma_0} < \varepsilon/2$. Now the map
\[
(x_p)_{p \leq T} \mapsto \sum_{p \leq T} \| \log(1 - x_p p^{-s}) - \log(1 - y_p p^{-s}) \|_{\infty}
\]
is obviously continuous, and therefore uniformly continuous since the domain is a compact set. This function has value 0 when $x_p = y_p$ for $p \leq T$, so there exists $\delta > 0$ such that
\[
\sum_{p \leq T} |\log(1 - x_pp^{-s}) - \log(1 - y_pp^{-s})| < \frac{\varepsilon}{2}
\]
if $|x_p - y_p| \leq \delta$ for $p \leq T$. Therefore, provided that
\[
\max_{p \leq T} |x_p - y_p| \leq \delta,
\]
we have
\[
\|\varphi(x) - \varphi(y)\|_{\infty} \leq \varepsilon.
\]
This proves the (uniform) continuity of $\varphi$.

We now begin the proof of Bagchi’s Theorem in the critical strip. The argument follows partly his original proof [1], which is quite different from the Bohr–Jessen approach, with some simplifications. Here are the main steps of the proof:

- We prove convergence almost surely of the random Euler product, and of its formal Dirichlet series expansion; this also shows that they define random holomorphic functions;
- We prove that both the Riemann zeta function and the limiting Dirichlet series are, in suitable mean sense, limits of smoothed partial sums of their respective Dirichlet series;
- We then use an elementary argument to conclude using Proposition 3.2.4.

We fix from now on a sequence $(X_p)_p$ of independent random variables all uniformly distributed on $S^1$. We often view the sequence $(X_p)$ as an $\hat{S}^1$-valued random variable. Furthermore, for any positive integer $n \geq 1$, we define
\[
X_n = \prod_{p|n} X_{v_p(n)}
\]
where $v_p(n)$ is the $p$-adic valuation of $n$. Thus $(X_n)$ is a sequence of $S^1$-valued random variables.

**Exercise 3.2.6.** Prove that the sequence $(X_n)_{n \geq 1}$ is neither independent nor symmetric.

We first show that the limiting random functions are indeed well-defined as $H(D)$-valued random variables.

**Proposition 3.2.7.** Let $\tau \in ]1/2, 1[$ and let $U_\tau = \{s \in C \mid \Re(s) > \tau\}$.

1. The random Euler product defined by
\[
Z(s) = \prod_p (1 - X_pp^{-s})^{-1}
\]
converges almost surely for any $s \in U_\tau$ and for any compact subset $K \subset U_\tau$, the random function
\[
Z_K : \begin{cases} K & \rightarrow C \\ s & \mapsto Z(s) \end{cases}
\]
is an $H(K)$-valued random variable.

2. The random Dirichlet series defined by
\[
\tilde{Z} = \sum_{n \geq 1} X_n n^{-s}
\]
converges almost surely for any \( s \in U_\tau \), and for any compact subset \( K \subset U_\tau \), the random function \( \tilde{Z}_K : s \mapsto \tilde{Z}(s) \) on \( K \) is an \( H(K) \)-valued random variable. Moreover, we have \( \tilde{Z}_K = Z_K \) almost surely.

**Proof.** (1) For \( N \geq 1 \) and \( s \in K \) we have by definition
\[
\sum_{p \leq N} \log(1 - X_p p^{-s})^{-1} = \sum_{p \leq N} \frac{X_p}{p^s} + \sum_{k \geq 2} \sum_{p \leq N} \frac{X_p^k}{p^{ks}}.
\]
Since \( \text{Re}(s) > 1/2 \) for \( s \in K \), the series
\[
\sum_{k \geq 2} \sum_{p} \frac{X_p^k}{p^{ks}}
\]
converges absolutely for \( s \in U_\tau \). By Lemma A.4.1, its sum is therefore a random holomorphic function in \( H(K) \)-valued random variable for any compact subset \( K \) of \( U_\tau \).

Fix now \( \tau_1 < \tau \) such that \( \tau_1 > \frac{1}{2} \). We can apply Kolmogorov’s Theorem B.10.1 to the independent random variables \( (X_p p^{-\tau_1}) \), since
\[
\sum_{p} V(p^{-\tau_1} X_p) = \sum_{p} \frac{1}{p^{2\tau_1}} < +\infty.
\]
Thus the series
\[
\sum_{p} \frac{X_p}{p^{\tau_1}}
\]
converges almost surely. By Lemma A.4.1 again, it follows that
\[
P(s) = \sum_{p} \frac{X_p}{p^s}
\]
converges almost surely for all \( s \in U_\tau \), and is holomorphic on \( U_\tau \). By restriction, its sum is an \( H(K) \)-valued random variable for any \( K \) compact in \( U_\tau \).

These facts show that the sequence of partial sums
\[
\sum_{p \leq N} \log(1 - X_p p^{-s})^{-1}
\]
converges almost surely as \( N \to +\infty \) to a random holomorphic function on \( K \). Taking the exponential, we obtain the almost sure convergence of the random Euler product to a random holomorphic function \( Z_K \) on \( K \).

(2) The argument is similar, except that the sequence \( (X_n)_{n \geq 1} \) is not independent. However, it is orthonormal: if \( n \neq m \), we have
\[
E(X_n \overline{X}_m) = 0, \quad E(|X_n|^2) = 1
\]
(indeed \( X_n \) and \( X_m \) may be viewed as characters of \( \hat{S}^1 \), and they are distinct if \( n \neq m \), so that this is the orthogonality property of characters of compact groups). We can then apply the Menshov-Rademacher Theorem B.10.5 to \( (X_n) \) and \( a_n = n^{-\tau_1} \): since
\[
\sum_{n \geq 1} |a_n|^2 (\log n)^2 = \sum_{n \geq 1} \frac{(\log n)^2}{n^{2\tau_1}} < +\infty,
\]
the series \( \sum X_n n^{-\tau_1} \) converges almost surely, and Lemma A.4.1 shows that \( \tilde{Z} \) converges almost surely on \( U_\tau \), and defines a holomorphic function there. Restricting to \( K \) leads to \( \tilde{Z}_K \) as \( H(K) \)-valued random variable.
Finally, to prove that $Z_K = \tilde{Z}_K$ almost surely, we may replace $K$ by the compact subset

$$K_1 = \{ s \in \mathbb{C} \mid \eta_1 \leq \sigma \leq A, \quad |t| \leq B \},$$

with $A \geq 2$ and $B$ chosen large enough to ensure that $K \subset K_1$. The previous argument shows that the random Euler product and Dirichlet series converge almost surely on $K_1$. But $K_1$ contains the open set

$$V = \{ s \in \mathbb{C} \mid 1 < \text{Re}(s) < 2, \quad |t| < B \}$$

where the Euler product and Dirichlet series converge absolutely, so that Lemma C.1.4 proves that the random holomorphic functions $Z_{K_1}$ and $\tilde{Z}_{K_1}$ are equal when restricted to $V$. By analytic continuation (and continuity), they are equal also on $K_1$, hence a posteriori on $K$. □

We will prove Bagchi’s Theorem using the random Dirichlet series, which is easier to handle than the Euler product. However, we will still denote it $Z(s)$, which is justified by the last part of the proposition.

For the proof of Bagchi’s Theorem, some additional properties of this random Dirichlet series are needed. Most importantly, we need to find a finite approximation that also applies to the Riemann zeta function. This will be done using smooth partial sums.

First we need to check that $Z(s)$ is of polynomial growth on average on vertical strips.

**Lemma 3.2.8.** Let $Z(s)$ be the random Dirichlet series $\sum X_n n^{-s}$ defined and holomorphic almost surely for $\text{Re}(s) > 1/2$. For any $\sigma_1 > 1/2$, we have

$$\mathbb{E}(|Z(s)|) \ll 1 + |s|$$

uniformly for all $s$ such that $\text{Re}(s) \geq \sigma_1$.

**Proof.** The series

$$\sum_{n \geq 1} \frac{X_n}{n^{\sigma_1}}$$

converges almost surely. Therefore the partial sums

$$S_u = \sum_{n \leq u} \frac{X_n}{n^{\sigma_1}}$$

are bounded almost surely.

By summation by parts (Lemma A.1.1), it follows that for any $s$ with real part $\sigma > \sigma_1$, we have

$$Z(s) = (s - \sigma_1) \int_1^{+\infty} \frac{S_u}{u^{s-\sigma_1+1}} du,$$

where the integral converges almost surely. Hence

$$|Z(s)| \leq (1 + |s|) \int_1^{+\infty} \frac{|S_u|}{u^{\sigma-\sigma_1+1}} du.$$
Fubini’s Theorem (for non-negative functions) and the Cauchy-Schwarz inequality then imply

\[ E(|Z(s)|) \leq (1 + |s|) \int_1^{+\infty} E(|S_u|) \frac{du}{u^{\sigma_1 + 1}} \]

\[ \leq (1 + |s|) \int_1^{+\infty} E(|S_u|^2)^{1/2} \frac{du}{u^{\sigma_1 + 1}} \]

\[ = (1 + |s|) \int_1^{+\infty} \left( \sum_{n \leq u} \frac{1}{n^{2\sigma_1}} \right)^{1/2} \frac{du}{u^{\sigma_1 + 1}} \ll 1 + |s|, \]

using the orthonormality of the variables \(X_n\). \(\square\)

We can then deduce a good result on average approximation by partial sums.

**Proposition 3.2.9.** Let \(\varphi : [0, +\infty[ \rightarrow [0, 1]\) be a smooth function with compact support such that \(\varphi(0) = 1\). Let \(\widehat{\varphi}\) denote its Mellin transform. For \(N \geq 1\), define the \(H(D)\)-valued random variable

\[ Z_{D,N} = \sum_{n \geq 1} X_n \varphi \left( \frac{n}{N} \right) n^{-s}. \]

There exists \(\delta > 0\) such that

\[ E(\|Z_D - Z_{D,N}\|_{\infty}) \ll N^{-\delta} \]

for \(N \geq 1\).

We recall that the norm ||·||_{\infty} refers to the sup norm on the compact set \(D\).

**Proof.** The first step is to apply the smoothing process of Proposition A.4.3 in Appendix A. The random Dirichlet series

\[ Z(s) = \sum_{n \geq 1} X_n n^{-s} \]

converges almost surely for \(\text{Re}(s) > 1/2\). For \(\sigma > 1/2\) and any \(\delta > 0\) such that

\[-\delta + \sigma \geq 1/2,\]

we have therefore almost surely the representation

\[ Z_D(s) - Z_{D,N}(s) = -\frac{1}{2i\pi} \int_{(-\delta)} Z(s + w) \widehat{\varphi}(w) N^w dw \]

for \(s \in D\). (Figure 3.3 may help understand the location of the regions involved in the proof.)

Note that here are below, it is important that the “almost surely” property holds for all \(s\); this is simply because we work with random variables taking values in \(H(D)\), and not with particular evaluations of these random functions at a specific \(s \in D\).

We need to control the supremum norm on \(D\), since this is the norm on the space \(H(D)\). For this purpose, we use Cauchy’s inequality.

Let \(S\) be a compact segment in \([1/2, 1]\) such that the fixed rectangle \(R = S \times [-1/2, 1/2] \subset \mathbb{C}\) contains \(D\) in its interior. Then, almost surely, for any \(v \in D\), Cauchy’s theorem gives

\[ Z_D(v) - Z_{D,N}(v) = \frac{1}{2i\pi} \int_{\partial R} (Z_D(s) - Z_{D,N}(s)) \frac{ds}{s - v}, \]
where the boundary of $R$ is oriented counterclockwise. The definition of $R$ ensures that $|s - v|^{-1} \gg 1$ for $v \in D$ and $s \in \partial R$, so that the random variable $\|Z_D - Z_{D,N}\|_\infty$ satisfies

$$\|Z_D - Z_{D,N}\|_\infty \ll \int_{\partial R} |Z_D(s) - Z_{D,N}(s)||ds|.$$ 

Using (3.8) and writing $w = -\delta + iu$ with $u \in \mathbb{R}$, we obtain

$$\|Z_D - Z_{D,N}\|_\infty \ll N^{-\delta} \int_{\partial R} \int_{\mathbb{R}} |Z(-\delta + \sigma + i(t + u))| |\hat{\varphi}(-\delta + iu)||ds|du.$$ 

Therefore, taking the expectation, and using Fubini’s Theorem (for non-negative functions), we get

$$E(\|Z_D - Z_{D,N}\|_\infty) \ll N^{-\delta} \int_{\partial R} \int_{\mathbb{R}} E(|Z(-\delta + \sigma + i(t + u))|) |\hat{\varphi}(-\delta + iu)||ds|du$$

$$\ll N^{-\delta} \sup_{s = \sigma + it} \int_{\mathbb{R}} E(|Z(-\delta + \sigma + i(t + u))|) |\hat{\varphi}(-\delta + iu)|du.$$ 

We therefore need to bound

$$\int_{\mathbb{R}} E(|Z(-\delta + \sigma + i(t + u))|) |\hat{\varphi}(-\delta + iu)|du,$$

for some fixed $\sigma + it$ in the compact rectangle $R$. We take

$$\delta = \frac{1}{2} (\min S - 1/2)$$

which is $> 0$ since $S$ is compact in $]1/2, 1[$, so that

$$-\delta + \sigma > 1/2, \quad 0 < \delta < 1.$$

Since $\hat{\varphi}$ decays faster than any polynomial at infinity in vertical strips, and

$$E(|Z(s)|) \ll 1 + |s|$$

uniformly for $s \in \mathbb{R}$ by Lemma 3.2.8, we have

$$\int_{\mathbb{R}} E(|Z(-\delta + \sigma + i(t + u))|) |\hat{\varphi}(-\delta + iu)|du \ll 1$$

uniformly for $s = \sigma + it \in \mathbb{R}$, and the result follows. \qed

The last preliminary result is a similar approximation result for the translates of the Riemann zeta function by smooth partial sums of its Dirichlet series.
**Proposition 3.2.10.** Let \( \varphi : [0, +\infty[ \rightarrow [0, 1] \) be a smooth function with compact support such that \( \varphi(0) = 1 \). Let \( \hat{\varphi} \) denote its Mellin transform. For \( N \geq 1 \), define

\[
\zeta_N(s) = \sum_{n \geq 1} \varphi \left( \frac{n}{N} \right) n^{-s},
\]

and define \( Z_{N,T} \) to be the \( \text{H}(D) \)-valued random variable \( t \mapsto (s \mapsto \zeta_N(s + it)) \).

There exists \( \delta > 0 \) such that

\[
E_T(\|Z_{D,T} - Z_{N,T}\|_\infty) \ll N^{-\delta} + NT^{-1}
\]

for \( N \geq 1 \) and \( T \geq 1 \).

Note that \( \zeta_N \) is an entire function, since \( \varphi \) has compact support, so that the range of the sum is in fact finite. The meaning of the statement is that the smoothed partial sums \( \zeta_N \) give very uniform and strong approximations to the vertical translates of the Riemann zeta function.

**Proof.** We will write \( Z_T \) for \( Z_{D,T} \) for simplicity. We begin by applying the smoothing process of Proposition A.4.3 in Appendix A in the case \( a_n = 1 \). For \( \sigma > 1/2 \) and any \( \delta > 0 \) such that \( -\delta + \sigma \geq 1/2 \), we have (as in the previous proof) the representation

\[
(3.9) \quad \zeta(s) - \zeta_N(s) = -\frac{1}{2i\pi} \int_{(-\delta)} \zeta(s + w) \hat{\varphi}(w) N^w dw - N^{1-s} \hat{\varphi}(1-s)
\]

where the second term on the right-hand side comes from the fact that the Riemann zeta function has a pole at \( s = 1 \) with residue 1.

As before, let \( S \) be a compact segment in \( [1/2, 1] \) such that the fixed rectangle \( R = S \times [-1/2, 1/2] \subset \mathbb{C} \) contains \( D \) in its interior. Then for any \( v \) with \( \text{Re}(v) > 1/2 \) and \( t \in \mathbb{R} \), Cauchy’s theorem gives

\[
\zeta(v + it) - \zeta_N(v + it) = \frac{1}{2i\pi} \int_{\partial R} (\zeta(s + it) - \zeta_N(s + it)) \frac{ds}{s - v},
\]

where the boundary of \( R \) is oriented counterclockwise; using \( |s - v|^{-1} \gg 1 \) for \( v \in D \) and \( s \in \partial R \), we deduce that the random variable \( \|Z_T - Z_{N,T}\|_\infty \) takes the value

\[
\sup_{s \in D} |\zeta(s + it) - \zeta_N(s + it)|
\]

at \( t \in \Omega_T \), satisfies

\[
\|Z_T - Z_{N,T}\|_\infty \ll \int_{\partial R} |\zeta(s + it) - \zeta_N(s + it)||ds|
\]

for \( t \in \Omega_T \). Taking the expectation with respect to \( t \) (i.e., integrating over \( t \in [-T, T] \)) and applying Fubini’s Theorem for non-negative functions leads to

\[
E_T \left( \|Z_T - Z_{N,T}\|_\infty \right) \ll \int_{\partial R} E_T (|\zeta(s + it) - \zeta_N(s + it)|) |ds|
\]

\[
\ll \sup_{s \in \partial R} E_T (|\zeta(s + it) - \zeta_N(s + it)|).
\]

(3.10)

We take again \( \delta = \frac{1}{2} \min(S - 1/2) > 0 \), so that \( 0 < \delta < 1 \). For any fixed \( s = \sigma + it \in \partial R \), we have

\[
-\delta + \sigma \geq \frac{1}{2} + \delta > \frac{1}{2}.
\]
Applying (3.9) and using again Fubini’s Theorem, we obtain

\[
E_T(|\zeta(s + it) - \zeta_N(s + it)|) \ll N^{-\delta} \int_{\mathbb{R}} |\hat{\varphi}(-\delta + iu)| E_T\left(|\zeta(\sigma - \delta + i(t + u))|\right) du \\
+ N^{1-\sigma} E_T(|\hat{\varphi}(1 - s - it)|).
\]

The rapid decay of \(\hat{\varphi}\) on vertical strips shows that the second term (arising from the pole) is \(\ll NT^{-1}\). In the first term, since \(\sigma - \delta \geq \min(S) - \delta \geq \frac{1}{2} + \delta\), we have

\[
E_T\left(|\zeta(\sigma - \delta + i(t + u))|\right) = \frac{1}{2T} \int_{-T}^{T} |\zeta(\sigma - \delta + i(t + u))| dt \ll 1 + \frac{|u|}{T} \ll 1 + |u|
\]

by Proposition C.4.1 in Appendix C. Hence

\[
E_T\left(|\zeta(s + it) - \zeta_N(s + it)|\right) \ll N^{-\delta} \int_{\mathbb{R}} |\hat{\varphi}(-\delta + iu)| \tilde{T}(1 + |u|) du + NT^{-1}.
\]

Now the fast decay of \(\hat{\varphi}(s)\) on the vertical line \(\Re(s) = -\delta\) shows that the last integral is bounded, and we conclude from (3.10) that

\[
E_T\left(\|Z_T - Z_{N,T}\|_{\infty}\right) \ll N^{-\delta} + NT^{-1},
\]

as claimed.

\[\square\]

Finally we can prove Theorem 3.2.1:

**Proof of Bagchi’s Theorem.** By Proposition B.4.1, it is enough to prove that for any bounded and Lipschitz function \(f : H(D) \to \mathbb{C}\), we have

\[
E_T(f(Z_{D,T})) \to E(f(Z_D))
\]
as \(T \to +\infty\). We may use the Dirichlet series expansion of \(Z_D\) according to Proposition 3.2.7, (2).

Since \(D\) is fixed, we omit it from the notation for simplicity, denoting \(Z_T = Z_{D,T}\) and \(Z = Z_D\). Fix some integer \(N \geq 1\) to be chosen later. We denote

\[
Z_{T,N} = \sum_{n \geq 1} n^{-s-n} \varphi\left(\frac{n}{N}\right)
\]

(viewed as random variable defined for \(t \in [-T, T]\)) and

\[
Z_N = \sum_{n \geq 1} X_n n^{-s} \varphi\left(\frac{n}{N}\right)
\]

the smoothed partial sums of the Dirichlet series as in Propositions 3.2.10 and 3.2.9.

We then write

\[
|E_T(f(Z_T)) - E(f(Z))| \leq |E_T(f(Z_T) - f(Z_{T,N}))| + |E_T(f(Z_{T,N})) - E(f(Z_N))| + |E(f(Z_N) - f(Z))|.
\]

Since \(f\) is a Lipschitz function on \(H(D)\), there exists a constant \(C \geq 0\) such that

\[
|f(x) - f(y)| \leq C\|x - y\|_{\infty}
\]

for all \(x, y \in H(D)\). Hence we have

\[
|E_T(f(Z_T)) - E(f(Z))| \leq C E_T(\|Z_T - Z_{T,N}\|_{\infty}) + |E_T(f(Z_{T,N})) - E(f(Z_N))| + C E(\|Z_N - Z\|_{\infty}).
\]
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Fix $\varepsilon > 0$. Propositions 3.2.10 and 3.2.9 together show that there exists some $N \geq 1$ and some constant $C_1 \geq 0$ such that

$$E_T(\| Z_T - Z_{T,N} \|_\infty) < \varepsilon + \frac{C_1N}{T}$$

for all $T \geq 1$ and

$$E(\| Z_N - Z \|_\infty) < \varepsilon.$$

We fix such a value of $N$. By Proposition 3.2.4 and composition, the random variables $Z_{T,N}$ (which are Dirichlet polynomials) converge in law to $Z_N$ as $T \to +\infty$. Since $N/T \to 0$ also for $T \to +\infty$, we deduce that for all $T$ large enough, we have

$$| E_T(f(Z_T)) - E(f(Z)) | < 4\varepsilon.$$

This finishes the proof.

Exercise 3.2.11. Prove that if $\sigma > 1/2$ is fixed, then we have almost surely

$$\lim_{T \to +\infty} \frac{1}{2T} \int_{-T}^T |Z(\sigma + it)|^2 dt = \zeta(2\sigma).$$

[Hint: Use the Birkhoff-Khintchine pointwise ergodic theorem for flows, see e.g. [18, §8.6.1].]

Before we continue towards the computation of the support of Bagchi’s measure, and hence the proof of Voronin’s Theorem, we can use the current available information to obtain bounds on the probability that the Riemann zeta function is “large” on the subset $D$. More precisely, it is natural to discuss the probability that the logarithm of the modulus of translates of the zeta function is large, since this will also detect how close it might approach zero.

Proposition 3.2.12. Let $\sigma_0$ be the infimum of the real part of $s$ for $s \in D$. There exists a positive constant $c > 0$, depending on $D$, such that for any $A > 0$, we have

$$\limsup_{T \to +\infty} P_T(\| \log |Z_{D,T}| \|_\infty > A) \leq c \exp(-c^{-1}A^{1/(1-\sigma_0)}(\log A)^{1/(2(1-\sigma_0))}).$$

Proof. We have

$$\limsup_{T \to +\infty} P_T(\| \log |Z_{D,T}| \|_\infty > A) \leq P_T(\| \log |Z_D| \|_\infty > A)$$

and

$$\log |Z_D| = \sum_p \text{Re}\left( \frac{X_p}{p^s} \right) + O(1)$$

where the implied constant depends on $D$. In addition, we have

$$P_T(\left\| \sum_p \text{Re}\left( \frac{X_p}{p^s} \right) \right\|_\infty > A) \leq P_T(\left\| \sum_p \frac{X_p}{p^s} \right\|_\infty > A).$$

Since $\sigma_0 > \frac{1}{2}$ and the random variables $(X_p)$ are independent and bounded by 1, we can therefore estimate the right-hand side of this last inequality using the variant of Proposition B.11.13 discussed in Remark B.11.14 (2) for the Banach space $H(D)$, and hence conclude the proof. □
3.3. The support of Bagchi’s measure

Our goal in this section is to explain the proof of Theorem 3.2.3, which is due to Bagchi [1, Ch. 5]. Since it involves results of complex analysis that are quite far from the main interest of these notes, we will only treat in detail the part of the proof that involves arithmetic, giving references for the results that are used.

The support is easiest to compute using the random Euler interpretation of the random Dirichlet series, essentially because it is essentially a sum of independent random variables. To be precise, define

\[ P(s) = \sum_p \frac{X_p}{p^s}, \quad \hat{P}(s) = \sum_p \sum_{k \geq 1} \frac{X_p}{p^{ks}} \]

(see the proof of Proposition 3.2.7). The series converge almost surely for \( \text{Re}(s) > 1/2 \).

We claim that the support of the distribution of \( \hat{P} \), when viewed as an \( H(D) \)-valued random variable, is equal to \( H(D) \). Let us first assume this.

Since \( Z = \exp(\hat{P}) \), we deduce by composition (see Lemma B.2.1) that the support of \( Z \) is the closure of the set of functions of the form \( e^g \), where \( g \in H(D) \). But this last set is precisely \( H(D)^\times \), and Lemma A.5.5 in Appendix A shows that its closure in \( H(D) \) is \( H(D)^\times \cup \{0\} \).

Finally, to prove the approximation property (3.2), which is the original version of Voronin’s universality theorem, we simply apply Lemma B.3.2 to the family of random variables \( Z_T \), which gives the much stronger statement that for any \( \varepsilon > 0 \), we have

\[ \liminf_{T \to +\infty} \lambda(\{t \in [-T, T] \mid \sup_{s \in D} |\zeta(s + it) - f(s)| < \varepsilon\}) > 0, \]

where \( \lambda \) denotes Lebesgue measure.

From Proposition B.10.8 in Appendix B, the following proposition will imply that the support of the random Dirichlet series \( P \) is \( H(D) \). The statement is slightly more general to help with the last step afterwards.

**Proposition 3.3.1.** Let \( \tau \) be such that \( 1/2 < \tau < 1 \). Let \( r > 0 \) be such that

\[ D = \{ s \in \mathbb{C} \mid |s - \tau| \leq r \} \subset \{ s \in \mathbb{C} \mid 1/2 < \text{Re}(s) < 1 \}. \]

Let \( N \) be an arbitrary positive real number. The set of all series

\[ \sum_{p>N} \frac{x_p}{p^s}, \quad (x_p) \in \hat{S}^1, \]

which converge in \( H(D) \) is dense in \( H(D) \).

We will deduce the proposition from the density criterion of Theorem A.5.1 in Appendix A, applied to the space \( H(D) \) and the sequence \( (f_p) \) with \( f_p(s) = p^{-s} \) for \( p \) prime. Since \( \|f_p\|_\infty = p^{-\sigma_1} \), where \( \sigma_1 = \tau - r > 1/2 \), the condition

\[ \sum_p \|f_p\|_\infty^2 < +\infty \]

holds. Furthermore, Proposition 3.2.7 certainly shows that there exist some \( (x_p) \in \hat{S}^1 \) such that the series \( \sum_p x_pf_p \) converges in \( H(D) \). Hence the conclusion of Theorem A.5.1 is what we seek, and we only need to check the following lemma to establish the last hypothesis required to apply it:
Lemma 3.3.2. Let $\mu \in C(\bar{D})'$ be a continuous linear functional. Let

$$g(z) = \mu(s \mapsto e^{sz})$$

be its Laplace transform. If

$$\sum_p |g(\log p)| < +\infty,$$

then we have $g = 0$.

Indeed, the point is that $\mu(f_p) = \mu(s \mapsto p^{-s}) = g(p)$, so that the assumption (3.13) concerning $g$ is precisely (A.2).

This is a statement that has some arithmetic content, as we will see, and indeed the proof involves the Prime Number Theorem.

Proof. Let

$$\rho = \limsup_{r \to +\infty} \frac{\log |g(r)|}{r},$$

which is finite by Lemma A.5.2 (1). By Lemma A.5.2 (3), it suffices to prove that $\rho \leq 1/2$ to conclude that $g = 0$. To do this, we will use Theorem A.5.3, that provides access to the value of $\rho$ by “sampling” $g$ along certain sequences of real numbers tending to infinity.

The idea is that (3.13) implies that $|g(\log p)|$ cannot be often of size at least $1/p = e^{-\log p}$, since the series $\sum p^{-1}$ diverges. Since the log $p$ increase slowly, this makes it possible to find real numbers $r_k \to +\infty$ growing linearly and such that $|g(r_k)| \leq e^{-r_k}$, and from this and Theorem A.5.3 we will get a contradiction.

To be precise, we first note that for $y \in \mathbb{R}$, we have

$$|g(iy)| \leq \|\mu\| \|s \mapsto e^{iys}\|_{\infty} \leq \|\mu\| e^{r|y|},$$

(since the maximum of the absolute value of the imaginary part of $s \in \bar{D}$ is $r$), and therefore

$$\limsup_{y \to +\infty} \frac{\log |g(iy)|}{|y|} \leq r.$$

We put $\alpha = r \leq 1/4$. Then the first condition of Theorem A.5.3 holds for the function $g$. We also take $\beta = 1$ so that $\alpha \beta < \pi$.

For any $k \geq 0$, let $I_k$ be the set of primes $p$ such that $e^k \leq p < e^{k+1}$. By the Mertens Formula (C.4), or the Prime Number Theorem, we have

$$\sum_{p \in I_k} \frac{1}{p} \sim \frac{1}{k}$$

as $k \to +\infty$. Let further $A$ be the set of those $k \geq 0$ for which the inequality

$$|g(\log p)| \geq \frac{1}{p}$$

holds for all primes $p \in I_k$, and let $B$ be its complement among the non-negative integers. We then note that

$$\sum_{k \in A} \frac{1}{k} \ll \sum_{k \in A} \sum_{p \in I_k} \frac{1}{p} \ll \sum_{k \in A} \sum_{p \in I_k} |g(\log p)| < +\infty.$$
This shows that B is infinite. For \( k \in B \), let \( p_k \) be a prime in \( I_k \) such that \( |g(\log p_k)| < p_k^{-1} \). Let \( r_k = \log p_k \). We then have

\[
\limsup_{k \to +\infty} \frac{\log |g(r_k)|}{r_k} \leq -1.
\]

Since \( p_k \in I_k \), we have

\[
r_k = \log p_k \sim k.
\]

Furthermore, if we order B in increasing order, the fact that

\[
\sum_{k \in B} \frac{1}{k} < +\infty
\]

implies that the \( k \)-th element \( n_k \) of B satisfies \( n_k \sim k \).

Now we consider the sequence formed from the \( r_{2k} \), arranged in increasing order. We have \( r_{2k}/k \to 2 \) from the above. Moreover, by construction, we have

\[
r_{2k+2} - r_{2k} \geq 1,
\]

hence \( |r_{2k} - r_{2l}| \gg |k - l| \). Since \( |g(r_{2k})| \leq e^{-r_{2k}} \) for all \( k \in B \), we can apply Theorem A.5.3 to this increasing sequence and we get

\[
\varrho = \limsup_{k \to +\infty} \frac{\log |g(r_{2k})|}{r_{2k}} \leq -1 < 1/2,
\]

as desired. \( \square \)

There remains a last lemma to prove, that allows us to go from the support of the series \( \tilde{P}(s) \) of independent random variables to that of the full series \( \hat{P}(s) \).

**Lemma 3.3.3.** The support of \( \hat{P}(s) \) is \( H(D) \).

**Proof.** We can write

\[
\tilde{P} = -\sum_p \log(1 - X_p p^{-s})
\]

where the random variables \( (\log(1 - X_p p^{-s}))_p \) are independent, and the series converges almost surely in \( H(D) \). Therefore it is enough by Proposition B.10.8 to prove that the set of convergent series

\[
-\sum_p \log(1 - x_p p^{-s}), \quad (x_p) \in \hat{S}^1,
\]

is dense in \( H(D) \).

Fix \( f \in H(D) \) and \( \varepsilon > 0 \) be fixed. For \( N \geq 1 \) and any \( (x_p) \in \hat{S}^1 \), let

\[
h_N(s) = \sum_{p > N} \sum_{k \geq 2} \frac{x_p^k}{k p^{k s}}.
\]

This series converges absolutely for any \( s \) such that \( \operatorname{Re}(s) > 1/2 \) and \( (x_p) \in \hat{S}^1 \), and we have

\[
\|h_N\|_\infty \leq \sum_{p > N} \sum_{k \geq 2} \frac{1}{k p^{k/2}} \to 0
\]

as \( N \to +\infty \), uniformly with respect to \( (x_p) \in \hat{S}^1 \). Fix N such that \( \|h_N\|_\infty < \frac{\varepsilon}{2} \) for any \( (x_p) \in \hat{S}^1 \).
Now let \( x_p = 1 \) for \( p \leq N \) and define \( f_0 \in H(D) \) by

\[
f_0(s) = f(s) + \sum_{p \leq N} \log(1 - x_pp^{-s}).
\]

For any choice of \((x_p)_{p>N}\) such that the series

\[
\sum_p \frac{x_p}{p^s}
\]

defines an element of \( H(D) \), we can then write

\[
f(s) + \sum_p \log(1 - x_pp^{-s}) = g_N(s) + f_0(s) + h_N(s),
\]

for \( s \in D \), where

\[
g_N(s) = \sum_{p>N} \frac{x_p}{p^s}.
\]

By Proposition 3.3.1, there exists \((x_p)_{p>N}\) such that the series \( g_N \) converges in \( H(D) \) and \( \|g_N + f_0\|_{\infty} < \frac{\varepsilon}{2} \). We then have

\[
\left\| f + \sum_p \log(1 - x_pp^{-s}) \right\|_{\infty} < \varepsilon.
\]

\[\square\]

**Exercise 3.3.4.** This exercise uses Voronin’s Theorem to deduce that the Riemann zeta function is not the solution to any algebraic differential equation.

1. For \((a_0, \ldots, a_m) \in \mathbb{C}^{m+1}\) such that \(a_0 \neq 0\), prove that there exists \((b_0, \ldots, b_m) \in \mathbb{C}^{m+1}\) such that we have

\[
\exp\left(\sum_{k=0}^{m} b_k s^k\right) = \sum_{k=0}^{m} \frac{a_k}{k!} s^k + O(s^{m+1})
\]

for \( s \in \mathbb{C} \).

Now fix a real number \( \sigma \) with \( \frac{1}{2} < \sigma < 1 \) and let \( g \) be a holomorphic function on \( \mathbb{C} \) which does not vanish.

2. For any \( \varepsilon > 0 \), prove that there exists a real number \( t \) and \( r > 0 \) such that

\[
\sup_{|s| \leq r} |\zeta(s + \sigma + it) - g(s)| < \varepsilon \frac{r^k}{k!}.
\]

3. Let \( n \geq 1 \) be an integer. Prove that there exists \( t \in \mathbb{R} \) such that for all integers \( k \) with \( 0 \leq k \leq n - 1 \), we have

\[
|\zeta^{(k)}(\sigma + it) - g^{(k)}(0)| < \varepsilon.
\]

4. Let \( n \geq 1 \) be an integer. Prove that the image in \( \mathbb{C}^n \) of the map

\[
\begin{cases}
\mathbb{R} \rightarrow \mathbb{C}^n \\
t \mapsto (\zeta(\sigma + it), \ldots, \zeta^{(n-1)}(\sigma + it))
\end{cases}
\]

is dense in \( \mathbb{C}^n \).

5. Using (4), prove that if \( n \geq 1 \) and \( N \geq 1 \) are integers, and \( F_0, \ldots, F_N \) are continuous functions \( \mathbb{C}^n \rightarrow \mathbb{C} \), not all identically zero, then the function

\[
\sum_{k=0}^{N} s^k F_k(\zeta(s), \zeta'(s), \ldots, \zeta^{(n-1)}(s))
\]

is dense in \( \mathbb{C}^n \).
is not identically zero. In particular, the Riemann zeta function satisfies no algebraic differential equation.

3.4. Further topics

If we look back at the proof of Bagchi’s Theorem, and at the proof of Voronin’s Theorem, we can see precisely which arithmetic ingredients appeared. They are the following:

- The crucial link between the arithmetic objects and the probabilistic model is provided by Proposition 3.2.4, which depends on the unique factorization of integers into primes; this is an illustration of the asymptotic independence of prime numbers, similarly to Proposition 1.3.7;
- The proof of Bagchi’s theorem then relies on the mean-value property (3.11) of the Riemann zeta function; this estimate has arithmetic meaning (through the large sieve inequalities that enter into its proof, and also through its generalizations, as briefly described below);
- The Prime Number Theorem, which appears in the proof of Voronin’s Theorem, in order to control the distribution of primes in (roughly) dyadic intervals.

Note that some arithmetic features remain in the Random Dirichlet Series that arises as the limit in Bagchi’s Theorem, in contrast with the Erdős-Kac Theorem, where the limit is the universal gaussian distribution. This means, in particular, that going beyond Bagchi’s Theorem to applications (as in Voronin’s Theorem) still naturally involves arithmetic problems, many of which are very interesting in their interaction with probability theory (see below for a few references).

We thus see a clean separation of specific arithmetic arguments. In view of this, it is not very surprising that Bagchi’s Theorem can be generalized to many other situations. The most interesting concerns perhaps the limiting behavior, in $H(D)$, of families of $L$-functions of the type

$$L(f, s) = \sum_{n \geq 1} \lambda_f(n)n^{-s}$$

where $f$ runs over some sequence of arithmetic objects with associated $L$-functions, ordered in a sequence of probability spaces (which need not be continuous like $\Omega_T$). We refer to [38, Ch. 5] for a survey and discussion of $L$-functions, and to [47] for a discussion of families of $L$-functions. There are some rather obvious special cases, such as the vertical translates $L(\chi, s + it)$ of a fixed Dirichlet $L$-function $L(\chi, s)$, since all properties of the Riemann zeta function extend to this case. Another interesting case is the finite set $\Omega_q$ of non-trivial Dirichlet characters modulo a prime number $q$, with the uniform probability measure. Then one can look at the distribution of the restrictions to $D$ of the Dirichlet $L$-functions $L(s, \chi)$ for $\chi \in \Omega_q$, and indeed one can check that Bagchi’s Theorem extends to this situation.

A second example, which is treated in [50] is, still for a prime $q \geq 2$, the set $\Omega_q$ of holomorphic cuspidal modular forms of weight 2 and level $q$, either with the uniform probability measure of with that provided by the Petersson formula ([47, 31, ex. 8]). An analogue of Bagchi’s Theorem holds, but the limiting random Dirichlet series is not the same as in Theorem 3.2.1: with the Petersson average, it is

$$\prod_p \left(1 - X_p p^{-s} + p^{-2s}\right)^{-1},$$

(3.14)
where \((X_p)\) is a sequence of independent random variables, which are all distributed according to the Sato-Tate measure (the same that appears in Example B.6.1 (3)). This different limit is simply due to the form that “local spectral equidistribution” (in the sense of [47]) takes for this family (see [47, 38]). Indeed, the local spectral equidistribution property plays the role of Proposition 3.2.4. The analogue of (3.11) follows from a stronger mean-square formula, using Cauchy’s inequality: there exists a constant \(A > 0\) such that, for any \(\sigma_0 > 1/2\) and all \(s \in \mathbb{C}\) with \(\text{Re}(s) \geq \sigma_0\), we have

\[
(3.15) \quad \sum_{f \in \Omega_q} \omega_f |L(f, s)|^2 \ll (1 + |s|)^A
\]

for \(q \geq 2\), where \(\omega_f\) is the Petersson-averaging weight (see [54, Prop. 5], which proves an even more difficult result where \(\text{Re}(s)\) can be as small as \(1/2 + c(\log q)^{-1}\)).

However, extending Bagchi’s Theorem to many other families of \(L\)-functions (e.g., vertical translates of an \(L\)-function of higher rank) requires restrictions, in the current state of knowledge. The reason is that the analogue of the mean-value estimates (3.11) or (3.15) is usually only known when \(\text{Re}(s) \geq \sigma_0 > 1/2\), for some \(\sigma_0\) such that \(\sigma_0 < 1\). Then the only domains \(D\) for which one can prove a version of Bagchi’s Theorem are those contained in \(\text{Re}(s) > \sigma_0\).

[Further references: Titchmarsh [87], especially Chapter 11, discusses the older work of Bohr and Jessen, which has some interesting geometric aspects that are not apparent in modern treatments. Bagchi’s Thesis [1] contains some generalizations as well as more information concerning the limit theorem and Voronin’s Theorem.]
CHAPTER 4

The distribution of values of the Riemann zeta function, II

4.1. Introduction

In this chapter, as indicated previously, we will continue working with the values of the Riemann zeta function, but on the critical line \( s = \frac{1}{2} + it \), where the issues are quite a bit deeper.

Indeed, the analogue of Theorem 3.1.1 fails for \( \tau = 1/2 \), which shows that the Riemann zeta function is significantly more complicated on the critical line. However, there is a limit theorem after normalization, due to Selberg, for the logarithm of the Riemann zeta function. To state it, we specify carefully the meaning of \( \log \zeta(\frac{1}{2} + it) \). We define a random variable \( L_T \) on \( \Omega_T \) by putting

\[
L_T(t) = \begin{cases} 0 & \text{if } \zeta(\frac{1}{2} + it) = 0, \\ \log |\zeta(\frac{1}{2} + it)| & \text{otherwise} \end{cases}
\]

where the logarithm of \( \zeta \) is the unique branch that is holomorphic on a narrow strip

\[
\{ s = \sigma + iy \in \mathbb{C} \mid \sigma > \frac{1}{2} - \delta, \quad |y - t| \leq \delta \}
\]

for some \( \delta > 0 \), and satisfies \( \log \zeta(\sigma + it) \to 0 \) as \( \sigma \to +\infty \).

**Theorem 4.1.1** (Selberg). With notation as above, the random variables

\[
\frac{L_T}{\sqrt{\frac{1}{2} \log \log T}}
\]

on \( \Omega_T \) converge in law as \( T \to +\infty \) to a standard complex gaussian random variable.

We will in fact only prove “half” of this theorem: we consider only the real part of \( \log \zeta(\frac{1}{2} + it) \), or in other words, we consider \( \log |\zeta(\frac{1}{2} + it)| \). So we (re)define the arithmetic random variables \( L_T \) on \( \Omega_T \) by \( L_T(t) = 0 \) if \( \zeta(\frac{1}{2} + it) = 0 \), and otherwise \( L_T(t) = \log |\zeta(\frac{1}{2} + it)| \). Note that dealing with the modulus means in particular that we need not worry about the definition of the logarithm of complex numbers. We will prove:
Theorem 4.1.2 (Selberg). The random variables

$$L_T \sqrt{\frac{1}{2} \log \log T}$$

converge in law as $T \to +\infty$ to a standard real gaussian random variable.

4.2. Strategy of the proof of Selberg’s theorem

We present the recent proof of Theorem 4.1.2 due to Radziwiłł and Soundararajan [69]. In comparison with Bagchi’s Theorem, the strategy has the common feature of the use of suitable approximations to $\zeta$, and the probabilistic limiting behavior will ultimately derive from the independence and distribution of the vector $t \mapsto (p^{-it})_p$ (as in Proposition 3.2.4). However, one has to be much more careful than in the previous section. Precisely, the approximation used by Radziwiłł and Soundararajan involves three steps:

- Step 1: An approximation of $L_T$ by the random variable $\tilde{L}_T$ given by $t \mapsto \log |\zeta(\sigma_0 + it)|$ for $\sigma_0$ sufficiently close to $1/2$ (where $\sigma_0$ depends on $T$);
- Step 2: For the random variable $Z_T$ given by $t \mapsto \zeta(\sigma_0 + it)$, so that $\log |Z_T| = \tilde{L}_T$, an approximation of the inverse $1/Z_T$ by a short Dirichlet polynomial $D_T$ of the type

$$D_T(s) = \sum_{n \geq 1} a_T(n)\mu(n)n^{-s}$$

where $a_T(n)$ is zero for $n$ large enough (again, depending on $T$); here $\mu(n)$ denotes the M"obius function (see Definition C.1.3), which satisfies

$$\sum_{n \geq 1} \mu(n)n^{-s} = \frac{1}{\zeta(s)}$$

if $\text{Re}(s) > 1$ (see Corollary C.1.5). At this point, we get an approximation of $L_T$ by $-\log |D_T|$;
- Step 3: An approximation of $|D_T|$ by what is essentially a short Euler product, namely by $\exp(-\text{Re}(P_T))$, where

$$P_T(t) = \sum_{p^k \leq X} \frac{1}{k} \frac{1}{p^k(\sigma_0 + it)}$$

for suitable $X$ (again depending on $T$). In this definition, and in all formulas involving such sums below, the condition $p^k \leq X$ is implicitly restricted to integers $k \geq 1$. At this point, $L_T$ is approximated by $\text{Re}(P_T)$.

Finally, the last probabilistic step is to prove that the random variables

$$\frac{\text{Re}(P_T)}{\sqrt{\frac{1}{2} \log \log T}}$$

converge in law to a standard normal random variable as $T \to +\infty$.

None of these steps (except maybe the last) is especially easy, in comparison with the results discussed up to now, and the specific approximations that are used (namely, the choices of the coefficients $a_T(n)$ as well as of the length parameter $X$) are quite subtle and by no means obvious. Even the nature of the approximation will not be the same in the three steps!
In order to simplify the reading of the proof, we first specify the relevant parameters. We assume from now on that \( T \geq e^2 \). We denote by 
\[
\varrho_T = \sqrt{\frac{1}{2} \log \log T} \geq 1,
\]
the normalizing factor in the theorem. We then define
\[
W = (\log \log \log T)^4 \approx (\log \varrho_T)^4, \quad \sigma_0 = \frac{1}{2} + \frac{W}{\log T} = \frac{1}{2} + O\left(\frac{(\log \varrho_T)^4}{\log T}\right)
\]
(4.2)
\[
X = T^{1/(\log \log \log T)^2} = T^{1/\sqrt{W}}.
\]
(4.3)
Note that we omit the dependency on \( T \) in most of these notation. We will also require a further parameter
\[
Y = T^{1/(\log \log T)^2} = T^{4/\sigma_0^4} \leq X.
\]
(4.4)
We begin by stating the precise approximation statements. All parameters are now fixed as above for the remainder of this chapter. After stating the precise form of each steps of the proof, we will show how they combine to imply Theorem 4.1.2, and finally we will establish these intermediate results.

**Proposition 4.2.1** (Moving outside of the critical line). We have
\[
E_T(\|L_T - \tilde{L}_T\|) = o(\varrho_T)
\]
as \( T \to +\infty \).

We now define properly the Dirichlet polynomials that appear in the second step of the approximation. It is here that the arithmetic subtlety lies, since the definition is quite delicate. We define first
\[
m_1 = 100 \log \log T \asymp \varrho_T \quad m_2 = 100 \log \log \log T \asymp \log \varrho_T.
\]
(4.5)
We denote by \( b_T(n) \) the characteristic function of the set of squarefree integers \( n \geq 1 \) such that all prime factors of \( n \) are \( \leq Y \), and \( n \) has at most \( m_1 \) prime factors. We denote by \( c_T(n) \) the characteristic function of the set of squarefree integers \( n \geq 1 \) such that all prime factors \( p \) of \( n \) satisfy \( Y < p \leq X \), and \( n \) has at most \( m_2 \) prime factors. We associate to these the Dirichlet polynomials
\[
B(s) = \sum_{n \geq 1} \mu(n)b_T(n)n^{-s}, \quad C(s) = \sum_{n \geq 1} \mu(n)c_T(n)n^{-s}
\]
for \( s \in \mathbb{C} \). Finally, define \( D(s) = B(s)C(s) \). The coefficient of \( n^{-s} \) in the expansion of \( D(s) \) is the Dirichlet convolution
\[
\sum_{d,e=n} b_T(d)c_T(e)\mu(d)\mu(e) = \sum_{d,e=n} b_T(d)c_T(e)\mu(d)\mu(e)
\]
\[
= \mu(n) \sum_{d,e=n} b_T(d)c_T(e) = \mu(n)a_T(n),
\]
say, by Proposition A.4.4, where we used the fact that \( d \) and \( e \) are coprime if \( b_T(d)c_T(e) \) is non-zero since the set of primes dividing an integer in the support of \( b_T \) is disjoint from the set of primes dividing an integer in the support of \( c_T \). It follows then from this formula that \( a_T(n) \) is the characteristic function of the set of squarefree integers \( n \geq 1 \) such that
(1) All prime factors of \( n \) are \( \leq X \);
(2) There are at most $m_1$ prime factors $p$ of $n$ such that $p \leq Y$;
(3) There are at most $m_2$ prime factors $p$ of $n$ such that $Y < p \leq X$.
It is immediate, but very important, that $a_T(n) = 0$ unless is quite small, namely
\[ n \leq Y^{100 \log \log T} X^{100 \log \log \log T} = T^c \]
where
\[ c = \frac{100}{\log \log T} + \frac{100}{\log \log \log T} \to 0. \]

Finally, we define the arithmetic random variable
\[
(4.6) \quad D_T = D(\sigma_0 + it) .
\]

**Remark 4.2.2.** Although the definition of $D(s)$ may seem complicated, we will see its different components coming together in the proofs of this proposition and the next.

If we consider the support of $a_T(n)$, we note that (by the Erdős-Kac Theorem, extended to squarefree integers) the typical number of prime factors of an integer $n \leq Y^{m_1}$ is about $\log \log Y^{m_1} \sim \log \log T$. Therefore the integers satisfying $b_T(n) = 1$ are quite typical, and only extreme outliers (in terms of the number of prime factors) are excluded. On the other hand, the integers satisfying $c_T(n) = 1$ have much fewer prime factors than is typical, and are therefore quite rare (they are, in a weak sense, “almost prime”). This indicates that $a_T$ is a subtle arithmetic truncation of the characteristic function of integers $n \leq T^c$, and hence that

\[
\sum_{n \geq 1} a_T(n) \mu(n) n^{-s}
\]
is an arithmetic truncation of the Dirichlet series that formally gives the inverse of $\zeta(s)$. This should be contrasted with the more traditional analytic truncations of $\zeta(s)$ that were used in Lemma 3.2.8 and Proposition 3.2.9. For comparison, it is useful to note that Selberg himself used (for this purpose and for many other results concerning the Riemann zeta function) truncations that are roughly of the shape

\[
\sum_{n \leq X} \mu(n) n^s \left(1 - \frac{\log n}{\log X}\right).
\]

**Proposition 4.2.3** (Dirichlet polynomial approximation). The difference $Z_T D_T$ converges to 1 in $L^2$, i.e., we have

\[
\lim_{T \to +\infty} E_T \left( |1 - Z_T D_T|^2 \right) = 0.
\]

**Proposition 4.2.4** (Euler product approximation). The random variables $D_T \exp(-P_T)$ converge to 1 in probability, i.e., for any $\varepsilon > 0$, we have

\[
\lim_{T \to +\infty} P_T \left( |D_T \exp(P_T) - 1| > \varepsilon \right) = 0.
\]

*In particular, $P_T(D_T = 0)$ tends to 0 as $T \to +\infty$.*

Despite our probabilistic presentation, the three previous statement are really theorems of number theory, and would usually be stated without probabilistic notation. For instance, the first one means that

\[
\frac{1}{T} \int_{-T}^T \left| \log |\zeta(1/2 + it)| - \log |\zeta(\sigma_0 + it)| \right| dt = o(\log \log T).
\]

The last result finally introduces the probabilistic behavior,
Proposition 4.2.5 (Normal Euler products). The random variables \( g_T^{-1}P_T \) converge in law as \( T \to +\infty \) to a standard complex gaussian. In particular, the random variables
\[
\frac{\text{Re}(P_T)}{\sqrt{\frac{1}{2} \log \log T}}
\]
converge in law to a standard normal random variable.

We will now explain how to combine these ingredients for the final step of the proof.

Proof of Theorem 4.1.2. Until Proposition 4.2.5 is used, this is essentially a variant of the fact that convergence in probability implies convergence in law, and that convergence in \( L^1 \) or \( L^2 \) implies convergence in probability.

For the details, fix some standard Gaussian random variable \( N \). Let \( f \) be a bounded Lipschitz function \( \mathbb{R} \to \mathbb{R} \), and let \( C \geq 0 \) be a real number such that
\[
|f(x) - f(y)| \leq C|x - y|, \quad |f(x)| \leq C, \quad \text{for } x, y \in \mathbb{R}
\]
We consider the difference
\[
\left| E_T \left( f \left( \frac{\bar{L}_T}{g_T} \right) \right) - E(f(N)) \right|
\]
and must show that this tends to 0 as \( T \to +\infty \).

We estimate this quantity using the “chain” of approximations introduced above: we have
\[
(4.7) \quad \left| E_T \left( f \left( \frac{\bar{L}_T}{g_T} \right) \right) - E(f(N)) \right| \leq 
\]
\[
E_T \left( \left| f \left( \frac{\bar{L}_T}{g_T} \right) - f \left( \frac{\tilde{L}_T}{g_T} \right) \right| \right) + E_T \left( \left| f \left( \frac{\tilde{L}_T}{g_T} \right) - f \left( \frac{\log |D_T|^{-1}}{g_T} \right) \right| \right) + 
\]
\[
E_T \left( \left| f \left( \frac{\log |D_T|^{-1}}{g_T} \right) - f \left( \frac{\text{Re} P_T}{g_T} \right) \right| \right) + \left| E_T \left( f \left( \frac{\text{Re} P_T}{g_T} \right) \right) - E(f(N)) \right|
\]
and we discuss each of the four terms on the right-hand side using the four previous propositions (here and below, we define \( |D_T|^{-1} \) to be 0 if \( D_T = 0 \)).

The first term is handled straightforwardly using Proposition 4.2.1: we have
\[
E_T \left( \left| f \left( \frac{\bar{L}_T}{g_T} \right) - f \left( \frac{\tilde{L}_T}{g_T} \right) \right| \right) \leq \frac{C}{g_T} E_T (|L_T - \tilde{L}_T|) \to 0
\]
as \( T \to +\infty \).

For the second term, let \( A_T \subset \Omega_T \) be the event \( \{D_T = 0\} \cup \{\tilde{L}_T - \log |D_T|^{-1} > 1/2\} \), and \( A_T' \) its complement. Since \( \log |Z_T| = \tilde{L}_T \), we then have
\[
E_T \left( \left| f \left( \frac{\tilde{L}_T}{g_T} \right) - f \left( \frac{\log |D_T|^{-1}}{g_T} \right) \right| \right) \leq 2C P_T(A_T) + \frac{C}{2g_T}.
\]
Proposition 4.2.3 implies that \( P_T(A_T) \to 0 \) (convergence to 1 of \( Z_T D_T \) in \( L^2 \) implies convergence to 1 in probability, hence convergence to 0 in probability for the logarithm of the modulus) and therefore
\[
E_T \left( \left| f \left( \frac{\tilde{L}_T}{g_T} \right) - f \left( \frac{\log |D_T|^{-1}}{g_T} \right) \right| \right) \to 0
\]
as \( T \to +\infty \).
We now come to the third term on the right-hand side of (4.7). Distinguishing according to the events

$$B_T = \{ |\log |D_T \exp(P_T)| > 1/2 \}$$

and its complement, we get as before

$$E_T\left( f\left( \frac{\log |D_T|^{-1}}{\theta_T} \right) - f\left( \frac{\text{Re} P_T}{\theta_T} \right) \right) \leq 2C P_T(B_T) + \frac{C}{2\theta_T},$$

and this also tends to 0 as $T \to +\infty$ by Proposition 4.2.4.

Finally, Proposition 4.2.5 implies that

$$\left| E_T\left( f\left( \text{Re} P_T \varrho_T \right) \right) - E(f(N)) \right| \to 0$$
as $T \to +\infty$, and hence we conclude the proof of the theorem, assuming the approximation statements. □

We now explain the proofs of these four propositions. We begin with the “easiest” part, which is also the where the transition to the probabilistic behavior enters. A key tool is the quantitative form of Proposition 3.2.4 contained in Lemma 3.2.5. More precisely, as in Section 3.2, let $X = (X_p)_p$ be a sequence of independent random variables uniformly distributed on $S^1$. We define $X_n$ for $n \geq 1$ by multiplicativity as in formula (3.7).

**Lemma 4.2.6.** Let $(a(n))_{n \geq 1}$ be any sequence of complex numbers with bounded support. For any $T \geq 2$ and $\sigma \geq 0$, we have

$$E_T\left( \left| \sum_{n \geq 1} \frac{a(n)}{n^{\sigma+it}} \right|^2 \right) = E\left( \left| \sum_{n \geq 1} X_n \right|^2 \right) + O\left( \frac{1}{T} \sum_{m,n \geq 1} |a(m)a(n)| \right)$$

$$= \sum_{n \geq 1} \frac{|a(n)|^2}{n^{2\sigma}} + O\left( \frac{1}{T} \sum_{m,n \geq 1} \frac{|a(m)a(n)|}{(mn)^{\sigma - \frac{1}{2}}} \right)$$

where the implied constant is absolute.

**Proof.** We have

$$E_T\left( \left| \sum_{n \geq 1} \frac{a(n)}{n^{\sigma+it}} \right|^2 \right) = \sum_{m} \sum_{n} \frac{a(m)\overline{a(n)}}{(mn)^\sigma} E_T\left( \left( \frac{n}{m} \right)^{it} \right).$$

We now apply Lemma 3.2.5 and separate the “diagonal” contribution where $m = n$ from the remainder. This leads to the second formula in the lemma, and the first then simply reflects the orthonormality of the sequence $(X_n)_{n \geq 1}$. □

When applying this lemma, we may call the first term the “diagonal” contribution, and the second the “off-diagonal” one.

**Proof of Proposition 4.2.5.** We have $P_T = Q_T + R_T$, where $Q_T$ is the contribution of the primes, and $R_T$ the contribution of squares and higher powers of primes. We first claim that $R_T$ is uniformly bounded in $L^2$ for all $T$. Indeed, using Lemma 4.2.6, we
\[
\mathbf{E}_T(|R_T|^2) = \mathbf{E}_T\left(\left|\sum_{k \geq 2} \sum_{p \leq X^{1/k}} \frac{1}{k} p^{-k\sigma_0} p^{-kU}\right|^2\right) = \sum_{p^k \leq X, k \geq 2} \frac{1}{k^2} b^{-2k\sigma_0} + O\left(\frac{1}{T} \sum_{k,l \geq 2} \sum_{p^k,q^l \leq X, p \neq q} \frac{1}{kl} (pq)^{-2\sigma_0 + \frac{1}{2}}\right) \ll 1 + \frac{X^2 \log X}{T} \ll 1
\]

since \(X \ll T^\varepsilon\) for any \(\varepsilon > 0\).

From this, it follows that it is enough to show that \(Q_T/\varrho_T\) converges in law to a standard complex gaussian random variable \(N\). For this purpose, we use moments, i.e., we compute

\[
\mathbf{E}_T\left(Q_T^k \overline{Q_T^\ell}\right)
\]

for integers \(k, \ell \geq 0\), and we compare with the corresponding moment of the random variable

\[Q_T = \sum_{p \leq X} p^{-\sigma_0} X_p.\]

After applying Lemma 3.2.5 again (as in the proof of Lemma 4.2.6), we find that

\[
\mathbf{E}_T\left(Q_T^k \overline{Q_T^\ell}\right) = \mathbf{E}(Q_T^k \overline{Q_T^\ell}) + O\left(\frac{1}{T} \sum_{m \neq n} (mn)^{-\sigma_0 + 1/2}\right)
\]

where the sum in the error term runs over integers \(m\) (resp. \(n\)) with at most \(k\) prime factors, counted with multiplicity, all of which are \(\leq X\) (resp. at most \(\ell\) prime factors, counted with multiplicity, all of which are \(\leq X\)). Hence this error term is

\[
\ll \frac{1}{T} \left(\sum_{p \leq X} 1\right)^{k+\ell} \ll \frac{X^{k+\ell}}{T}.
\]

Next, we note that

\[
\mathbf{V}(Q_T) = \sum_{p \leq X} p^{-2\sigma_0} \mathbf{V}(X_p^2) = \frac{1}{2} \sum_{p \leq X} p^{-2\sigma_0}.
\]

We compute this sum by splitting in two ranges \(p \leq Y\) and \(Y < p \leq X\). The second sum is

\[
\ll \sum_{Y < p \leq X} \frac{1}{p} = \log \left(\frac{\log X}{\log Y}\right) + O(1) \ll \log \log \log T
\]

by Proposition C.3.1 and (4.2). On the other hand, for \(p \leq Y = T^{1/(\log \log T)^2}\), we have

\[
p^{-2\sigma_0} = p^{-1} \exp\left(-2\frac{W(\log p)}{(\log T)^2}\right) = p^{-1}\left(1 + O\left(\frac{W}{(\log \log T)^2}\right)\right),
\]

which, in view of (4.2) implies that \(\mathbf{V}(Q_T) \sim \frac{1}{2} \log \log T = \varrho_T^2\) as \(T \to +\infty\).

It is again a case of the Central Limit Theorem that \(Q_T/\sqrt{\mathbf{V}(Q_T)}\), hence also \(Q_T/\varrho_T\), converges in law to a standard complex gaussian random variable, with convergence of the moments (Theorem B.7.2 and Theorem B.5.6 (2), Remark B.5.8), so the conclusion follows from the method of moments, since \(X^{k+\ell}/T \to 0\) as \(T \to +\infty\).

The other propositions will now be proved in order. Some of the arithmetic results that we will used are only stated in Appendix C (with suitable references).
**Proof of Proposition 4.2.1.** We appeal to Hadamard’s factorization of the Riemann zeta function (Proposition C.4.2) in the form of its corollary, Proposition C.4.3. Let $t \in \Omega_T$ be such that there is no zero of zeta with ordinate $t$ (this only excludes finitely many values of $t$ for a given $T$). We have

$$\log |\zeta(\sigma_0 + it)| \leq \log |\zeta(1/2 + it)| = \text{Re} \left( \int_{1/2}^{\sigma_0} \frac{\zeta'}{\zeta} (\sigma + it) d\sigma \right) = \int_{1/2}^{\sigma_0} \text{Re} \left( \frac{\zeta'}{\zeta} (\sigma + it) \right) d\sigma.$$  

For any $\sigma$ with $1/2 \leq \sigma \leq \sigma_0$, we have

$$-\frac{\zeta'}{\zeta} (\sigma + it) = \sum_{|t - \text{Im}(\rho)| < 1} \frac{1}{\sigma + it - \rho} + O(\log(2 + |t|)),$$

by Proposition C.4.3, where the sum is over zeros $\rho$ of $\zeta(s)$ such that $|\sigma + it - \rho| < 1$.

We fix $t_0 \in \Omega_T$ and integrate over $t$ such that $|t - t_0| \leq 1$. This leads to

$$\int_{t_0 - 1}^{t_0 + 1} |\log |\zeta(\sigma_0 + it)| - \log |\zeta(1/2 + it)|| dt \leq \sum_{|t - \text{Im}(\rho)| \leq 1} \int_{t_0 - 1}^{t_0 + 1} \int_{t_0 - 1}^{t_0 + 1} |\text{Re} \left( \frac{1}{\sigma + it - \rho} \right) | dtd\sigma.$$  

An elementary integral (!) gives

$$\int_{t_0 - 1}^{t_0 + 1} |\text{Re} \left( \frac{1}{\sigma + it - \rho} \right) | d\sigma \leq \int_{\mathbb{R}} \frac{|\sigma - \beta|}{(|\sigma - \beta|^2 + (t - \gamma)^2) d\sigma} = \pi$$

for all $\sigma$ and $\rho$. Hence we get

$$\frac{1}{T} \int_{|t - t_0| \leq 1} |\log |\zeta(1/2 + it - \rho)| - \log |\zeta(\sigma_0 + it - \rho)|| dt \ll (\sigma_0 - \frac{1}{2}) \frac{m(t_0)}{T},$$

where $m(t_0)$ is the number of zeros $\rho$ such that $|t_0 - \text{Im}(\rho)| \leq 1$. This is $\ll \log(2 + |t_0|)$ by Proposition C.4.3 again. Finally, by summing the bound

$$\frac{1}{T} \int_{|t - t_0| \leq 1} |\log |\zeta(1/2 + it - \rho)| - \log |\zeta(\sigma_0 + it - \rho)|| dt \ll (\sigma_0 - \frac{1}{2}) \frac{\log(2 + |t_0|)}{T},$$

over a partition of $\Omega_T$ in $\ll T$ intervals of length 2, we deduce that

$$E_T(|L_T - \tilde{L}_T|) \ll (\sigma_0 - \frac{1}{2}) \log T = W.$$  

We have $W = o(\varrho_T)$ (by a rather wide margin!), and the proposition follows. 

The last two propositions are more involved, and we present their proofs is separate sections.

### 4.3. Dirichlet polynomial approximation

We will prove Proposition 4.2.3 in this section, i.e., we need to prove that

$$E_T(|1 - Z_T D_T|^2),$$

where $Z_T(t) = \zeta(\sigma_0 + it)$, tends to 0 as $T \to +\infty$. This is arithmetically the most involved part of the proof.

First of all, we use the approximation formula

$$\zeta(\sigma_0 + it) = \sum_{1 \leq n \leq T} n^{-\sigma_0 - it} + O\left( \frac{T^{1-\sigma_0}}{|t| + 1 + T^{-1/2}} \right)$$
for $t \in \Omega_T$ (see Proposition C.4.4). Multiplying by $D_T$, we obtain

$$E_T(Z_T D_T) = \sum_{m \geq 1 \atop n \in T} a_T(m) E_T((mn)^{-\sigma_0}) +$$

$$O(T^{1/2} \sum_{m \geq 1} a_T(m) E_T((|t| + 1)^{-1}) + T^{-1/2} \sum_{m \geq 1} a_T(m)m^{-\sigma_0}).$$

We recall that $|a_T(n)| \leq 1$ for all $n$, and $a_T(n) = 0$ unless $n \ll T^\varepsilon$, for any $\varepsilon > 0$. Hence, by (3.4), this becomes

$$E_T(Z_T D_T) = 1 + O\left(\frac{1}{T} \sum_{n \in T \atop m \neq n} a_T(m)(mn)^{-\sigma_0}(\log mn)\right) + O(T^{-1/2+\varepsilon})$$

$$= 1 + O(T^{-1/2+\varepsilon})$$

for any $\varepsilon > 0$ (in the diagonal terms, only $m = n = 1$ contributes, and in the off-diagonal terms $mn \neq 1$, we have $E_T((mn)^{-it}) \ll T^{-1} \log(mn)$). It follows that it suffices to prove that

$$\lim_{T \to +\infty} E_T(|Z_T D_T|^2) = 1.$$ 

We expand the mean-square using the formula for $D_T$, and obtain

$$E_T(|Z_T D_T|^2) = \sum_{m,n} \mu(m)\mu(n) (mn)^{\sigma_0} a_T(m)a_T(n) E_T\left(\left(\frac{m}{n}\right)^it |Z_T|^2\right).$$

Now the asymptotic formula of Proposition C.4.5 translates to a formula for $E_T((m/n)^it |Z_T|^2)$, namely

$$E_T\left(\left(\frac{m}{n}\right)^it |Z_T|^2\right) = \zeta(2\sigma_0)\left(\frac{(m,n)^2}{mn}\right)^{\sigma_0}$$

$$+ \zeta(2 - 2\sigma_0)\left(\frac{(m,n)^2}{mn}\right)^{1-\sigma_0} E_T\left(\left(\frac{|t|}{2\pi}\right)^{1-2\sigma_0}\right) + O(\min(m,n)T^{-\sigma_0+\varepsilon})$$

for any $\varepsilon > 0$, where the expectation is really the integral

$$\frac{1}{2\pi} \int_{-T}^{T} \left\{ \frac{|t|}{2\pi} \right\}^{1-2\sigma_0} dt.$$ 

Using the properties of $a_T(n)$, the error term is easily handled, since it is at most

$$T^{-\sigma_0+\varepsilon} \sum_{m,n} (mn)^{-\sigma_0} a_T(m)a_T(n) \min(m,n) \leq T^{-\sigma_0+\varepsilon} \left(\sum_m m^{1/2} a_T(m)\right)^2 \ll T^{-\sigma_0+2\varepsilon}$$

for any $\varepsilon > 0$. Thus we only need to handle the main terms, which we write as

$$\zeta(2\sigma_0)M_1 + \zeta(2 - 2\sigma_0) E_T\left(\left(\frac{|t|}{2\pi}\right)^{1-2\sigma_0}\right)M_2,$$

where

$$M_1 = \sum_{m,n} \mu(m)\mu(n) (mn)^{2\sigma_0} a_T(m)a_T(n)(m,n)^{2\sigma_0}$$

and

$$M_2 = \sum_{m,n} \mu(m)\mu(n) (mn)^{\sigma_0} a_T(m)a_T(n).$$
and $M_2$ is the other term. Using the multiplicative structure of $a_T$, this factors in turn as $M_1 = M'_1 M''_1$, where

$$M'_1 = \sum_{m,n} \frac{\mu(m)\mu(n)}{[m,n]^{2\sigma_0}} b_T(m)b_T(n),$$

$$M''_1 = \sum_{m,n} \frac{\mu(m)\mu(n)}{[m,n]^{2\sigma_0}} c_T(m)c_T(n).$$

We compare $M'_1$ to the similar sum $\tilde{M}'_1$ where $b_T(n)$ and $b_T(m)$ are replaced by characteristic functions of integers with all prime factors $\leq Y$, forgetting only the requirement that these have $\leq m_1$ prime factors. By Example C.1.7, we have

$$\tilde{M}'_1 = \prod_{p \leq Y} \left(1 - \frac{1}{p^{2\sigma_0}}\right).$$

The difference $M'_1 - \tilde{M}'_1$ can be bounded from above by

$$2e^{-m_1} \sum_{m,n} \left| \frac{\mu(m)\mu(n)}{[m,n]^{2\sigma_0}} \right| e^{\Omega(m)}$$

where the sum runs over integers with all prime factors $\leq Y$ (this step is a case of what is called “Rankin’s trick”: the condition $\Omega(m) > m_1$ is handled by bounding its characteristic function by the non-negative function $e^{\Omega(m) - m_1}$). Again from Example C.1.7, this is at most

$$2(\log T)^{-100} \prod_{p \leq Y} \left(1 + \frac{1+2e}{p}\right) \ll (\log T)^{-90}$$

(By Proposition C.3.6). Thus

$$M'_1 \sim \prod_{p \leq Y} (1 - p^{-2\sigma_0})$$

as $T \to +\infty$. One deals similarly with the second term $M''_1$, which turns out to satisfy

$$M''_1 \sim \prod_{Y < p \leq X} (1 - p^{-2\sigma_0}),$$

and hence

$$M_1 \sim \zeta(2\sigma_0) \prod_{p \leq X} (1 - p^{-2\sigma_0}) = \prod_{p > X} (1 - p^{-2\sigma_0}).$$

Now, by the choice of the parameters, we obtain from the Prime Number Theorem (Theorem C.3.3) the upper-bound

$$\sum_{p > X} p^{-2\sigma_0} \leq \int_X^{+\infty} \frac{1}{t^{2\sigma_0} \log t} dt \leq \frac{X^{1-2\sigma_0}}{(2\sigma_0 - 1) \log X} = \frac{X^{1-2\sigma_0}}{2\sqrt{W}} \leq \frac{1}{2\sqrt{W}}.$$  

Since this tends to 0 as $T \to +\infty$, it follows that

$$\prod_{p > X} (1 - p^{-2\sigma_0}) = \exp \left( \sum_{p > X} \left( \frac{1}{p^{2\sigma_0}} + O \left( \frac{1}{p^{3\sigma_0}} \right) \right) \right) = \exp \left( - \sum_{p > X} p^{-2\sigma_0} (1 + o(1)) \right)$$

converges to 1 as $T \to +\infty$.  
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There only remains to check that the second part \( M_2 \) of the main term tends to 0 as \( T \to +\infty \). We have

\[
M_2 = \sum_{m,n} \frac{\mu(m)\mu(n)}{mn} a_T(m)a_T(n)(m,n)^{2-2\sigma_0} = \sum_{m,n} \frac{\mu(m)\mu(n)}{mn} a_T(m)a_T(n)(mn)^{1-2\sigma_0}.
\]

The procedure is very similar: we factor \( M_2 = M'_2 M''_2 \), where \( M'_2 \) has coefficients \( b_T \) instead of \( a_T \), and \( M''_2 \) has \( c_T \). Applying Example C.1.7 and Rankin’s Trick to both factors now leads to

\[
M_2 \sim \prod_{p \leq X} \left(1 + \frac{1}{p^{2-2\sigma_0}} \left(-\frac{1}{p^{2\sigma_0-1}} - \frac{1}{p^{4\sigma_0-2}} + \frac{1}{p^{4\sigma_0-2}} \right) \right) = \prod_{p \leq X} \left(1 - \frac{2}{p} + \frac{1}{p^{2\sigma_0}} \right).
\]

Now, however, we deduce from this that the contribution of \( M_2 \) is

\[
\sim \zeta(2-2\sigma_0) \mathcal{E}_T \left( \left( \frac{|t|}{2\pi} \right)^{1-2\sigma_0} \right) \prod_{p \leq X} \left(1 - \frac{2}{p} + \frac{1}{p^{2\sigma_0}} \right).
\]

Since \( \zeta(s) \) has a pole at \( s = 1 \) with residue 1, this last expression is

\[
\ll \frac{T^{1-2\sigma_0}}{2\sigma_0 - 1} \prod_{p \leq X} \left(1 - \frac{1}{p} \right) \ll \frac{T^{1-2\sigma_0}}{(2\sigma_0 - 1) \log X}.
\]

In terms of the parameter \( W \), since \( 2\sigma_0 - 1 = 2W/\log T \) and \( X = T^{1/\sqrt{W}} \), the right-hand side is simply \( \exp(-2W)W^{-1/2} \), and hence tends to 0 as \( T \to +\infty \). This concludes the proof.

4.4. Euler product approximation

This section is devoted to the proof of Proposition 4.2.4. We need to prove that \( D_T \exp(P_T) \) converges to 1 in probability. This involves some extra decomposition of \( P_T \): we write

\[
P_T = Q_T + R_T
\]

where \( Q_T \) is the contribution to (4.1) of the prime powers \( p^k \leq Y \).

In addition, for any integer \( m \geq 0 \), we denote by \( \exp_m \) the Taylor polynomial of degree \( m \) of the exponential function at 0, i.e.

\[
\exp_m(z) = \sum_{j=0}^m \frac{z^j}{j!}.
\]

We have an elementary lemma:

**Lemma 4.4.1.** Let \( z \in \mathbb{C} \) and \( m \geq 0 \). If \( m \geq 100|z| \), then

\[
\exp_m(z) = e^z + O(\exp(-m)) = e^z(1 + O(\exp(-99|z|))).
\]

**Proof.** Indeed, since \( j! \geq (j/e)^k \) for all \( j \geq 0 \) and \( |z| \leq m/100 \), the difference \( e^z - \exp_m(z) \) is at most

\[
\sum_{j>m} \frac{(m/100)^j}{j!} \leq \sum_{j>m} \left( \frac{em}{100j} \right)^j \ll \exp(-m).
\]
We define
\[ E_T = \exp_{m_1}(-Q_T), \quad F_T = \exp_{m_2}(-R_T), \]
where we recall that \( m_1 \) and \( m_2 \) are the parameters defined in (4.5). We have by definition
\[ D_T = B_T C_T, \]
with
\[ B_T(t) = \sum_{n \geq 1} b_T(n) \mu(n) n^{-\sigma_0 - it}, \quad C_T(t) = \sum_{n \geq 1} c_T(n) \mu(n) n^{-\sigma_0 - it}, \]
where \( b_T \) and \( c_T \) are defined after the statement of Proposition 4.2.1, e.g., \( b_T(n) \) is the characteristic function of squarefree integers \( n \) such that \( n \) has \( \leq m_1 \) prime factors, all of which are \( \leq Y \).

The idea of the proof is that, usually, \( Q_T \) (resp. \( R_T \)) is not too large, and then the random variable \( E_T \) is a good approximation to \( \exp(-Q_T) \). On the other hand, because of the shape of \( E_T \) (and the choice of the parameters), it will be possible to prove that \( E_T \) is close to \( B_T \) in \( L^2 \)-norm, and similarly for \( F_T \) and \( C_T \). Combining these facts will lead to the conclusion.

We first observe that, as in the beginning of the proof of Proposition 4.2.5, by the usual appeal to Lemma 3.2.5, we have
\[ E_T(|Q_T|^2) \ll \varrho_T, \quad E_T(|R_T|^2) \ll \log \varrho_T. \]
Markov’s inequality implies that \( P_T(|Q_T| > \varrho_T) \) tends to 0 as \( T \to +\infty \). Now by the lemma above, whenever \( |Q_T| \leq \varrho_T \), we have
\[ E_T = \exp(-Q_T) \left( 1 + O((\log T)^{-99}) \right). \]
Similarly, the probability \( P_T(|R_T| > \varrho_T) \) tends to 0, and whenever \( |R_T| \leq \varrho_T \), we have
\[ F_T = \exp(-R_T) \left( 1 + O((\log \log T)^{-99}) \right). \]

For the next step, we claim that
\begin{align*}
(4.8) \quad & E_T \left( |E_T - B_T|^2 \right) \ll (\log T)^{-60}, \\
(4.9) \quad & E_T \left( |F_T - C_T|^2 \right) \ll (\log \log T)^{-60}.
\end{align*}

We begin the proof of the first estimate with a lemma.

**Lemma 4.4.2.** For \( t \in \Omega_T \), we have
\[ E_T(t) = \sum_{n \geq 1} \alpha(n) n^{-\sigma_0 + it}, \]
where the coefficients \( \alpha(n) \) are zero unless \( n \leq Y^{m_1} \) and has only prime factors \( \leq Y \). Moreover \( |\alpha(n)| \leq 1 \) for all \( n \), and \( \alpha(n) = \mu(n) b_T(n) \) if \( n \) has \( \leq m_1 \) prime factors, counted with multiplicity, and if there is no prime power \( p^k \) dividing \( n \) such that \( p^k > Y \).

**Proof.** Since
\[ E_T = \exp_{m_1}(-Q_T) = \sum_{j=0}^{m_1} (-1)^j \left( \sum_{k \leq Y} \frac{1}{k p^j(k \sigma_0 + it)} \right)^j, \]
we obtain by expanding an expression as stated with coefficients
\[ \alpha(n) = \sum_{0 \leq j \leq m_1} \frac{(-1)^j}{j!} \sum_{p^j \leq Y} \frac{1}{k_1 \cdots k_j}. \]
We see from this expression that $\alpha(n)$ is 0 unless $n \leq Y^{m_1}$ and $n$ has only prime factors $\leq Y$. Suppose now that $n$ has $\leq m_1$ prime factors, counted with multiplicity, and that no prime power $p^k > Y$ divides $n$. Then we may extend the sum defining $\alpha(n)$ to all $j \geq 0$, and remove the redundant conditions $p_i^{k_i} \leq Y$, so that

$$\alpha(n) = \sum_{j \geq 0} \frac{(-1)^j}{j!} \sum_{p_i^{k_i} \cdots p_j^{k_j} = n} \frac{1}{k_1 \cdots k_j}.$$ 

But we recognize that this is the coefficient of $n^{-s}$ in the expansion of

$$\exp\left(-\sum_{k \geq 1} \frac{1}{k} p^{-ks}\right) = \exp(-\log \zeta(s)) = \frac{1}{\zeta(s)} = \sum_{n \geq 1} \frac{\mu(n)}{n^s},$$

(viewed as a formal Dirichlet series, or by restricting to Re$(s) > 1$). This means that, for such integers $n$, we have $\alpha(n) = \mu(n) = \mu(n)b_T(n)$.

Finally, for any $n \geq 1$ now, we have

$$|\alpha(n)| \leq \sum_{j \geq 0} \frac{1}{j!} \sum_{p_i^{k_i} \cdots p_j^{k_j} = n} \frac{1}{k_1 \cdots k_j} = 1,$$

since the right-hand side is the coefficient of $n^{-s}$ in $\exp(\log \zeta(s)) = \zeta(s)$. □

Now define $\delta(n) = \alpha(n) - \mu(n)b_T(n)$ for all $n \geq 1$. We have

$$E_T\left(|E_T - B_T|^2\right) = E_T\left(\left|\sum_{n \geq 1} \frac{\delta(n)}{n^{\sigma_0 + it}}\right|^2\right),$$

which we estimate using Lemma 4.2.6. The contribution of the off-diagonal term is

$$\ll \frac{1}{T} \sum_{m, n \leq Y^{m_1}} |\delta(n)\delta(m)| (mn)^{1-\sigma_0} \leq \frac{4}{T} \left(\sum_{m \leq Y^{m_1}} 1\right)^2 \ll T^{-1+\varepsilon}$$

for any $\varepsilon > 0$, hence is negligible. The diagonal term is

$$M = \sum_{n \geq 1} \frac{|\delta(n)|^2}{n^{2\sigma_0}} \leq \sum_{n \geq 1} \frac{|\delta(n)|^2}{n}.$$ 

By Lemma 4.4.2, we have $\delta(n) = 0$ unless either $n$ has $> m_1$ prime factors, counted with multiplicity, or is divisible by a power $p^k$ such that $p^k > Y$ (and necessarily $p < Y$ since $\delta$ is supported on integers only divisible by such primes). The contribution of the integers satisfying the first property is at most

$$\sum_{n \geq 1} \frac{1}{n}.$$ 

We use Rankin’s trick once more to bound this from above: for any fixed real number $\eta > 1$, we have

$$\sum_{n \geq 1} \frac{1}{n} \leq \eta^{-m_1} \prod_{p \leq Y} \left(1 + \frac{\eta}{p} + \cdots\right) \ll \eta^{-m_1} (\log Y)^\eta \leq (\log T)^{-100\log \eta + \eta}.$$ 

by Proposition C.3.6. Selecting $\eta = e^{2/3} \leq 2$, for instance, this shows that this contribution is $\ll (\log T)^{-60}$. 70
The contribution of integers divisible by \( p^k > Y \) is at most
\[
\left( \sum_{p \leq Y} \frac{1}{p^k} \right) \left( \sum_{p \mid n : p \leq Y} \frac{1}{n} \right) \leq \frac{1}{Y} \left( \sum_{\sqrt{Y} \leq p^k \leq Y} \frac{1}{n} \right) \prod_{p \leq Y} \frac{1}{1 - p^{-1}} \ll Y^{-1/2} (\log Y),
\]
which is even smaller. This concludes the proof of (4.8).

The proof of the second estimate (4.9) is quite similar, with one extra consideration to handle. Indeed, arguing as in Lemma 4.4.2, we obtain the expression
\[
F_T(t) = \sum_{n \geq 1} \beta(n) n^{-\sigma_0 + it},
\]
for \( t \in \Omega_T \), where the coefficients \( \beta(n) \) are zero unless \( n \leq X^{m_2} \) and has only prime factors \( \leq X \), satisfy \( |\beta(n)| \leq 1 \) for all \( n \), and finally satisfy \( \beta(n) = \mu(n) \) if \( n \) has \( \leq m_2 \) prime factors, counted with multiplicity, and if there is no prime power \( p^k \) dividing \( n \) with \( Y < p^k \leq X \).

Using this, and defining now \( \delta(n) = \beta(n) - \mu(n)c_T(n) \), we get from Lemma 4.2.6 the bound
\[
E_T \left( |F_T - C_T| \right) \ll \sum_{n \geq 1} \frac{1}{n^{2\sigma_0}} \ll \sum_{n \geq 1} \frac{1}{n^\sigma}.
\]
But the integers that satisfy \( \delta(n) \neq 0 \) must be of one of the following types:

1. Those with \( c_T(n) = 1 \), which (by the preceding discussion) must either have \( \Omega(n) > m_2 \) (and be divisible by primes \( \leq X \) only), or must be divisible by a prime power \( p^k \) such that \( p^k > X \) (the possibility that \( p^k \leq Y \) is here excluded, because \( c_T(n) = 1 \) implies that \( n \) has no prime factor < \( Y \)). The contribution of these integers is handled as in the case of the bound (4.8) and is \( \ll (\log \log T)^{-60} \).

2. Those with \( c_T(n) = 0 \) and \( \beta(n) \neq 0 \); since
\[
\beta(n) = \sum_{0 \leq j \leq m_2} \frac{(-1)^j}{j!} \sum_{p_1^{k_1} \cdots p_j^{k_j} = n} \frac{1}{k_1 \cdots k_j},
\]
as in the beginning of the proof of Lemma 4.4.2, such an integer \( n \) has at least one factorization \( n = p_1^{k_1} \cdots p_j^{k_j} \) for some \( j \leq m_2 \), where each prime power \( p_i^{k_i} \) is between \( Y \) and \( X \). Since \( c_T(n) = 0 \), either \( \Omega(n) > m_2 \), or \( n \) has a prime factor \( p > X \), or \( n \) has a prime factor \( p \leq Y \). The first two possibilities are again handled exactly like in the proof of (4.8), but the third is somewhat different. We proceed as follows to estimate its contribution, say \( N \). We have
\[
N = \sum_{0 \leq j < m_2} N_j,
\]
where
\[
N_j = \sum_{p \leq Y} \sum_{n = p^k p_1^{k_1} \cdots p_j^{k_j}} \frac{1}{n}
\]
is the contribution of integers with a factorization of length \( j + 1 \) as a product of prime powers between \( Y \) and \( X \). By multiplicativity, we get
\[
N_j \leq \left( \sum_{p \leq Y} \sum_{Y < p^k \leq X} \frac{1}{p^k} \right) \left( \sum_{p \leq X} \sum_{Y < p^k \leq X} \frac{1}{p^k} \right)^{j-1}.
\]
Consider the first factor. For a given prime $p \leq Y$, let $l$ be the smallest integer such that $p^l > Y$. The sum over $k$ is then

$$\sum_{p^k \leq X} \frac{1}{p^k} \leq \frac{1}{p^l} + \frac{1}{p^{l+1}} + \cdots \ll \frac{1}{p^l} \leq \frac{1}{Y},$$

so that the first factor is $\ll \pi(Y)/Y \ll (\log Y)^{-1}$. On the other hand, for the second factor, we have

$$\sum_{p \leq X} \sum_{Y < p^k \leq X} \frac{1}{p^k} = \sum_{p \leq Y} \sum_{Y < p^k \leq X} \frac{1}{p^k} \ll \frac{\pi(Y)}{Y} + \sum_{Y < p \leq X} \sum_{Y < p^k \leq X} \frac{1}{p^k},$$

where we used the first result. For a given prime $p$ with $Y < p \leq X$, the last sum over $k$ is

$$\frac{1}{p^1} + \frac{1}{p^2} + \cdots \ll \frac{1}{p},$$

and the sum over $p$ is therefore

$$\sum_{Y < p \leq X} \frac{1}{p} = \log\left(\frac{\log X}{\log Y}\right) + O(1) = \log \log \log T + O(1),$$

using the values of $X$ and $Y$ and Proposition C.3.1. Hence the final estimate is

$$N \ll \frac{1}{\log Y} (\log \log T)^{m_2} \ll (\log \log T)(\log \log T)^{m_2}(\log T)^{-1} \to 0$$
as $T \to +\infty$, from which we finally deduce that (4.9) holds.

With the mean-square estimates (4.8) and (4.9) in hand, we can now finish the proof of Proposition 4.2.5. Except on sets of measure tending to 0 as $T \to +\infty$, we have

$$B_T = E_T + O((\log T)^{-25}), \quad E_T = \exp(-Q_T)\left(1 + O((\log T)^{-99})\right)$$

$$\frac{1}{\log T} \leq \exp(-Q_T) \leq (\log T)$$
(where the first property follows from (4.8)), and it hence

$$B_T = \exp(-Q_T)\left(1 + O((\log T)^{-20})\right),$$

again outside of a set of measure tending to 0. Similarly, using (4.9), we get

$$C_T = \exp(-R_T)\left(1 + O((\log T)^{-20})\right)$$
outside of a set of measure tending to 0. Multipliyng the two equalities shows that

$$D_T = \exp(-P_T)\left(1 + O((\log T)^{-20})\right)$$
with probability tending to 1 as $T \to +\infty$. This concludes the proof.

**Remark 4.4.3.** It is instructive to see what happens if one varies the parameters, especially if one tries to use a single range $p^k \leq X$ instead of bringing the additional decomposition $p^k \leq Y$ or $Y < p^k \leq X$. TODO
4.5. Further topics

Generalizations of Selberg’s Central Limit Theorem are much harder to come by than those of Bagchi’s Theorem (which is another illustration of the fact that arithmetic L-functions have much more delicate properties on the critical line). There are very few cases others than that of the Riemann zeta function where such a statement is known (see the remarks in [69, §7] for references). For instance, consider the family of modular forms \( f \) that is described in Section 3.4. The natural question is now to consider the distribution (possibly with weights \( \omega_f \)) of \( L(f, \frac{1}{2}) \). First, it is a known fact (due to Waldspurger and Kohnen-Zagier) that \( L(f, \frac{1}{2}) \geq 0 \) in that case. This property reflects a different type of expected distribution of the values \( L(f, \frac{1}{2}) \), namely one expects that the correct normalization is

\[
f \mapsto \frac{\log L(f, \frac{1}{2}) + \frac{1}{2} \log \log q}{\sqrt{\log \log q}},
\]

in the sense that this defines a sequence of random variables on \( \Omega_q \) that should converge in law to a standard (real) gaussian random variable. Now observe that such a statement, if true, would immediately imply that the proportion of \( f \in \Omega_q \) with \( L(f, \frac{1}{2}) = 0 \) tends to 0 as \( q \to +\infty \), and this is not currently known (this would indeed be a major result in the analytic theory of modular forms).

Nevertheless, there has been significant progress in this direction, for various families, in recent and ongoing work of Radziwiłł and Soundararajan. In [70], they prove sub-gaussian upper bounds for the distribution of L-values in certain families similar to \( \Omega_q \) (specifically, quadratic twists of a fixed modular form). In [71], they announce gaussian lower bounds, but for families conditioned to have \( L(f, \frac{1}{2}) \neq 0 \) (which, for a number of cases, is known to be a subfamily with positive density as the size tends to infinity).

One of the reasons that Central Limit Theorems are expected to hold is that they are known to follow from the widely believed moment conjectures for families of L-functions, which predict (with considerable evidence, theoretic, numerical and heuristic) the asymptotic behavior of the Laplace or Fourier transform of the logarithm of the special values of the L-functions. In other words, for the Riemann Zeta function, these conjectures, due first to Keating and Snaith [42], predict the asymptotic behavior of

\[
E_T(e^{s \log |\zeta(\frac{1}{2} + it)|}) = E_T(|\zeta(\frac{1}{2} + it)|^s) = \frac{1}{2T} \int_{-T}^{T} |\zeta(\frac{1}{2} + it)|^s dt
\]

for suitable \( s \in \mathbb{C} \). It is of considerable interest that, besides natural arithmetic factors (related to the independence of Proposition 3.2.4 or suitable analogues), these conjectures involve certain terms which originate in Random Matrix Theory. In addition to implying straightforwardly the Central Limit Theorem, note that the moment conjectures also immediately yield the generalization of (3.11) or (3.15), hence can be allowed to deduce general versions of Bagchi’s Theorem and universality. Moreover, these moment conjectures (in suitably uniform versions) are also able to settle other interesting conjectures concerning the distribution of values of \( \zeta(\frac{1}{2} + it) \). For instance, as shown by Kowalski and Nikeghbali [56], they are known to imply that the image of \( t \mapsto \zeta(\frac{1}{2} + it) \), for \( t \in \mathbb{R} \), is dense in \( \mathbb{C} \) (a conjecture of Ramachandra).

[Further references: The papers of Radziwiłł and Soundararajan are the most enlightening concerning the status of gaussian approximations of special values of L-functions. For families of L-functions and for the conjectures that would refine Selberg’s Theorem and its potential generalizations, based on Random Matrix Theory, see the work of Keating-Snaith [42] and Katz-Sarnak [41] and of Kowalski and Nikeghbali [56]. For
an introduction to many aspects of families of L-functions and their applications, see the introduction to the monograph [7] of Blomer, Fouvry, Kowalski, Michel, Milicevic and Sawin.]
CHAPTER 5

The Chebychev bias

<table>
<thead>
<tr>
<th>Probability tools</th>
<th>Arithmetic tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition of convergence in law (§ B.3)</td>
<td>Primes in arithmetic progressions</td>
</tr>
<tr>
<td>Kronecker’s Theorem (th. B.6.5)</td>
<td>Orthogonality of Dirichlet characters (prop. C.5.1)</td>
</tr>
<tr>
<td>Convergence in law using auxiliary parameters (prop. B.4.4)</td>
<td>Dirichlet L-functions (§ C.5)</td>
</tr>
<tr>
<td>Characteristic functions (§ B.5)</td>
<td>Generalized Riemann Hypothesis</td>
</tr>
<tr>
<td>Kolmogorov’s Theorem for random series (th. B.10.1)</td>
<td>Explicit formula (th. C.5.6)</td>
</tr>
<tr>
<td>Method of moments (th. B.5.5)</td>
<td>Distribution of the zeros of L-functions (prop. C.5.3)</td>
</tr>
<tr>
<td></td>
<td>Grand Simplicity Hypothesis</td>
</tr>
</tbody>
</table>

5.1. Introduction

One of the most remarkable limit theorems in probabilistic number theory is related to a surprising feature of the distribution of prime numbers, which was first noticed by Chebychev [15] in 1853: there seemed to be many more primes \( p \) such that \( p \equiv 3 \pmod{4} \) than primes with \( p \equiv 1 \pmod{4} \) (any prime, except \( p = 2 \), must satisfy one of these two conditions). More precisely, he states:

En cherchant l’expression limitative des fonctions qui déterminent la totalité des nombres premiers de la forme \( 4n + 1 \) et de ceux de la forme \( 4n + 3 \), pris au-dessous d’une limite très grande, je suis parvenu à reconnaître que ces deux fonctions diffèrent notablement entre elles par leurs seconds termes, dont la valeur, pour les nombres \( 4n + 3 \), est plus grande que celle pour les nombres \( 4n + 1 \); ainsi, si de la totalité des nombres premiers de la forme \( 4n + 3 \), on retranche celle des nombres premiers de la forme \( 4n + 1 \), et que l’on divise ensuite cette différence par la quantité \( \frac{\sqrt{x}}{\log x} \), on trouvera plusieurs valeurs de \( x \) telles, que ce quotient s’approchera de l’unité aussi près qu’on le voudra.\(^1\)

\(^1\) English translation: “While searching for the limiting expression of the functions that determine the number of prime numbers of the form \( 4n + 1 \) and of those of the form \( 4n + 3 \), less than a very large limit, I have succeeded in recognizing that the second terms of these two functions differ notably from each other; its value [of this second term], for the numbers \( 4n + 3 \), is larger than that for the numbers \( 4n + 1 \); thus, if from the number of prime numbers of the form \( 4n + 3 \), we subtract that of the prime
It is unclear from Chebychev’s very short note what exactly he had proved, or simply conjectured, and he did not publish anything more on this topic. It is definitely not the case that we have
\[ \pi(x; 4, 3) > \pi(x; 4, 1) \]
for all \( x \geq 2 \), where (in general), for an integer \( q \geq 1 \) and an integer \( a \), we write \( \pi(x; q, a) \) for the number of primes \( p \leq x \) such that \( p \equiv a (\text{mod} \ q) \). Indeed, for \( x = 26861 \), we have
\[ \pi(x; 4, 3) = 1472 < 1473 = \pi(x; 4, 1) \]
(as discovered by Leech in 1957), and one can prove that there are infinitely many sign changes of the difference \( \pi(x; 4, 3) - \pi(x; 4, 1) \).

In any case, by communicating his observations, Chebychev created a fascinating area of number theory. We will discuss some of the basic known results in this chapter, which put the question on a rigorous footing, and in particular confirm the existence of the bias towards the residue class of 3 modulo 4, in a precise sense.

5.2. The Rubinstein–Sarnak distribution

In order to study the problem suggested by Chebychev, we consider for \( X \geq 1 \) the probability space \( \Omega_X = [1, X] \), with the probability measure
\[ P_X = \frac{1}{\log X} dx. \]

Let \( q \geq 1 \) be an integer (which we will consider as fixed, although there are interesting questions that one can ask about uniformity with respect to \( q \)).

We define a random variable on \( \Omega_X \), with values in the vector space of real-valued functions on the (fixed) finite group \( (\mathbb{Z}/q\mathbb{Z})^\times \), by defining \( N_{X,q}(x) \), for \( x \in \Omega_X \), to be the function such that
\[ N_{X,q}(x)(a) = \frac{\log x}{\sqrt{x}} (\varphi(q) \pi(x; q, a) - \pi(x)). \]

(this could also, of course, be viewed as a random real vector with values in \( |(\mathbb{Z}/q\mathbb{Z})^\times| \)).

We see that the knowledge of \( N_{X,q} \) allows us to compare the number of primes up to \( X \) in any family of invertible residue classes modulo \( q \). It is therefore appropriate for the study of the questions suggested by Chebychev.

**Remark 5.2.1.** (1) If \( q = 4 \), then \( (\mathbb{Z}/4\mathbb{Z})^\times = \{1, 3\} \), and the values of the random function \( N_{X,4} \) are
\[ 1 \mapsto \frac{\log x}{\sqrt{x}} \left( 2\pi(x; 4, 1) - \pi(x) \right), \quad 3 \mapsto \frac{\log x}{\sqrt{x}} \left( 2\pi(x; 4, 3) - \pi(x) \right). \]

(2) Recall that the fundamental theorem of Dirichlet, Hadamard and de la Vallée Poussin (Theorem C.3.7) shows that
\[ \pi(x; q, a) \sim \frac{1}{\varphi(q)} \pi(x) \]
for all \( a \) coprime to \( q \). Thus the random variables \( N_{X,q} \) are considering the correction term from the asymptotic behavior.

(3) The normalizing factor \( (\log x)/\sqrt{x} \), which is the “correct one”, is the same one that is suggested by Chebychev’s quote. This is an interesting point, since we will see numbers of the form \( 4n + 1 \), and then divide this difference by the quantity \( \sqrt{x}/\log x \), we will find several values of \( x \) such that this ratio will approach one as closely as we want."
that it is also strongly related to the Generalized Riemann Hypothesis, the statement of which is posterior to 1853 (Riemann’s paper on the distribution of primes where the Riemann Hypothesis is mentioned for the zeta function was published in 1859, and this paper did not discuss questions about primes in arithmetic progressions).

The basic probabilistic result concerning these arithmetic quantities is the following:

**Theorem 5.2.2 (Rubinstein–Sarnak).** Let \( q \geq 1 \). Assume the Generalized Riemann Hypothesis modulo \( q \). Then the random functions \( N_{X,q} \) converge in law to a random function \( N_q \). The support of \( N_q \) is contained in the hyperplane

\[
H_q = \left\{ f : (\mathbb{Z}/q\mathbb{Z})^\times \to \mathbb{R} \mid \sum_{a \in (\mathbb{Z}/q\mathbb{Z})^\times} f(a) = 0 \right\}.
\]

We call \( N_q \) the Rubinstein–Sarnak distribution modulo \( q \).

**Remark 5.2.3.** One may wonder if the choice of the logarithmic weight in the probability measure \( P_X \) is necessary for such a statement of convergence in law: this is indeed the case, and we will say a few words to explain this in Remark 5.3.5.

The Generalized Riemann Hypothesis modulo \( q \) is originally a statement about the zeros of certain analytic functions, the Dirichlet \( L \)-functions modulo \( q \). It has, however, a concrete formulation in terms of the distribution of prime numbers: it is equivalent to the statement that, for all integers \( a \) coprime with \( q \) and all \( x \geq 2 \), we have

\[
\pi(x; q, a) = \frac{1}{\varphi(q)} \int_2^x \frac{dt}{\log t} + O(x^{1/2}(\log qx))
\]

where the implied constant is absolute (see, e.g., [38, 5.14, 5.15] for this equivalence). The size of the (expected) error term, approximately \( \sqrt{x} \), is related to the zeros of the Dirichlet \( L \)-functions, as we will see later; it explains that the normalization factor in (5.2) is the right one for the existence of a limit in law as in Theorem 5.2.2. Indeed, using the case \( q = 1 \), which is the formula

\[
\pi(x) = \int_2^x \frac{dt}{\log t} + O(x^{1/2}(\log x)),
\]

we deduce that each value of the function \( N_{X,q} \) satisfies

\[
\frac{\log x}{\sqrt{x}}(\varphi(q)\pi(x; q, a) - \pi(x)) = O(\varphi(q)\log qx)^2).
\]

To see how Theorem 5.2.2 helps answer questions related to Chebychev’s observation, we take \( q = 4 \). Then we expect that

\[
\lim_{x \to +\infty} P_X(\pi(x; 4, 3) > \pi(x; 4, 1)) = P(N_4 \in H_4 \cap C),
\]

where \( C = \{(x_1, x_3) \mid x_3 > x_1\} \) (although whether this limit exists or not does not follow from Theorem 5.2.2, without further information concerning the distribution of the limit \( N_4 \)). Then Chebychev’s basic observation could be considered to be confirmed if \( P(N_4 \in H_4 \cap C) \) is close to 1. But in the absence of any other information, it seems very hard to prove (or disprove) this last fact.

However, Rubinstein and Sarnak showed that one could go much further by making one extra assumption on the distribution of the zeros of Dirichlet \( L \)-functions. Indeed, one can then represent \( N_q \) explicitly as the sum of a series of independent random variables (and in particular compute explicitly the characteristic function of the random function \( N_q \)). We describe this random series in Section 5.4, since to do so at this point would
lead to a statement that would appear highly unmotivated. The proof of Theorem 5.2.2 will lead us naturally to this next step (see Theorem 5.4.4 for the details).

Below, we write
\[
\sum_{\chi \pmod q}^* \cdots, \quad \prod_{\chi \pmod q}^* \cdots
\]
for a sum or a product over non-trivial Dirichlet characters modulo \( q \).

We define a function \( m_q \) on \((\mathbb{Z}/q\mathbb{Z})^\times\) by
\[
(5.4) \quad m_q(a) = -\sum_{\chi \pmod q, \chi^2 = 1} \overline{\chi(a)}
\]
for \( a \in (\mathbb{Z}/q\mathbb{Z})^\times \). This can also, using orthogonality of characters modulo \( q \), be expressed in the form
\[
m_q(a) = 1 - \sum_{b \in (\mathbb{Z}/q\mathbb{Z})^\times, b^2 = a \pmod q} 1,
\]
from which we see that in fact we have simply two possible values, namely
\[
(5.5) \quad m_q(a) = \begin{cases} 1 & \text{if } a \text{ is not a square modulo } q \\ 1 - \sigma_q & \text{otherwise,} \end{cases}
\]
where
\[
\sigma_q = |\{b \in (\mathbb{Z}/q\mathbb{Z})^\times \mid b^2 = 1\}| = |\{\chi \pmod q \mid \chi^2 = 1\}|
\]
is also the index of the subgroup of squares in \((\mathbb{Z}/q\mathbb{Z})^\times\).

In the remaining sections of this chapter, we will explain the proof of Theorem 5.2.2, following Rubinstein and Sarnak. We will assume some familiarity with Dirichlet L-functions (in Section C.5, we recall the relevant definitions and standard facts). Readers who have not yet been exposed to these functions will probably find it easier to assume in what follows that \( q = 4 \). In this case, there is only one non-trivial Dirichlet L-function modulo 4, which is defined by
\[
L(\chi_4, s) = \sum_{k \ge 0} \frac{(-1)^k}{(2k + 1)^s} = \sum_{n \ge 1} \chi_4(n)n^{-s},
\]
corresponding to the character \( \chi_4 \) such that
\[
(5.6) \quad \chi_4(n) = \begin{cases} 0 & \text{if } n \text{ is even} \\ (-1)^k & \text{if } n = 2k + 1 \text{ is odd.} \end{cases}
\]
for \( n \ge 1 \). The arguments should then be reasonably transparent. In particular, any sum of the type
\[
\sum_{\chi \pmod 4}^* \cdots
\]
means that one only considers the expression on the right-hand side for the character \( \chi_4 \) defined in (5.6).

\(^2\) We emphasize, for readers already familiar with analytic number theory, that this does not mean primitive characters.
5.3. Existence of the Rubinstein–Sarnak distribution

The proof of Theorem 5.2.2 depends roughly on two ingredients:

- On the arithmetic side, we can represent the arithmetic random functions $N_{X,q}$ as combinations of $x \mapsto x^{\gamma_i}$, where the $\gamma_i$ are ordinates of zeros of the L-functions modulo $q$;
- Once this is done, we observe that Kronecker’s Equidistribution Theorem (Theorem B.6.5) implies the existence of a limiting distribution for any function of this type.

There are some intermediate approximation steps involved, but the ideas are quite intuitive.

In this section, we always assume the validity of the Riemann Hypothesis modulo $q$, unless otherwise noted.

For a Dirichlet character $\chi$ modulo $q$, we define random variables $\psi_\chi$ on $\Omega_X$ by

$$\psi_\chi(x) = \frac{1}{\sqrt{x}} \sum_{n \leq x} \Lambda(n) \chi(n)$$

for $x \in \Omega_X$, where $\Lambda$ is the von Mangoldt function (see Section C.4, especially (C.6), for the definition of this function).

The next lemma is a key step to express $N_{X,q}$ in terms of Dirichlet characters. It looks first like standard harmonic analysis, but there is a subtle point in the proof that is crucial for the rest of the argument, and for the very existence of the Chebychev bias.

**Lemma 5.3.1.** We have

$$N_{X,q} = m_q + \sum_{\chi \pmod{q}}^* \psi_\chi \overline{\chi} + E_{X,q}$$

where $E_{X,q}$ converges to 0 in probability as $X \to +\infty$.

**Proof.** By orthogonality of the Dirichlet characters modulo $q$ (see Proposition C.5.1), we have

$$\varphi(q) \pi(x; q, a) = \sum_{\chi \pmod{q}} \overline{\chi(a)} \sum_{p \leq x} \chi(p),$$

hence

$$\frac{\log x}{\sqrt{x}} \left( \varphi(q) \pi(x; q, a) - \pi(x) \right) = \sum_{\chi \pmod{q}}^* \overline{\chi(a)} \frac{\log x}{\sqrt{x}} \sum_{p \leq x} \chi(p) + O\left( \frac{\log x}{\sqrt{x}} \right)$$

for $x \geq 2$, where the error term accounts for primes $p$ dividing $q$ (for which the trivial character takes the value 0 instead of 1); in particular, the implied constant depends on $q$.

We now need to connect the sum over primes, for a fixed character $\chi$, to $\psi_\chi$. Recall that the von Mangoldt functions differs little from the characteristic function of primes multiplied for the logarithm function. The sum of this simpler function is (related to) the random variable

$$\theta_\chi(x) = \frac{1}{\sqrt{x}} \sum_{p \leq x} \chi(p) \log(p)$$

for $x \in \Omega_X$. It is related to $\psi_\chi$ by

$$\theta_\chi(x) - \psi_\chi(x) = -\frac{1}{\sqrt{x}} \sum_{k \geq 2} \sum_{p^k \leq x} \chi(p^k) \log p = -\frac{1}{\sqrt{x}} \sum_{k \geq 2} \sum_{p^k \leq x} \chi(p^k) \log p.$$
We can immediately see that the contribution of \( k \geq 3 \) is very small: since the exponent \( k \) is at most of size \( \log x \), and \( |\chi(p)| \leq 1 \) for all primes \( p \), we have bounded by
\[
\left| \frac{1}{\sqrt{x}} \sum_{k \geq 2} \sum_{p \leq x/k} \chi(p)^k \log p \right| \leq \frac{1}{\sqrt{x}} \sum_{3 \leq k < \log x} (\log x)x^{1/k} \ll \frac{(\log x)^2}{x^{1/6}},
\]
where the implied constant is absolute.

For \( k = 2 \), there are two cases. If \( \chi^2 \) is the trivial character then
\[
\frac{1}{\sqrt{x}} \sum_{p \leq \sqrt{x}} \chi(p)^2 \log p = \frac{1}{\sqrt{x}} \sum_{p \leq \sqrt{x}} \log p = 1 + O\left( \frac{1}{\log x} \right)
\]
by a simple form of the Prime Number Theorem in arithmetic progressions (the Generalized Riemann Hypothesis would of course give a much better error term, but this is not needed here). If \( \chi^2 \) is non-trivial, then we have
\[
\frac{1}{\sqrt{x}} \sum_{p \leq \sqrt{x}} \chi(p)^2 \log p \ll \frac{1}{\log x}
\]
for the same reason. Thus we have
\[
(5.7) \quad \theta_{\chi}(x) = \psi_{\chi}(x) - \delta_{\chi^2} + O\left( \frac{1}{\log x} \right)
\]
where \( \delta_{\chi^2} \) is 1 if \( \chi^2 \) is trivial, and is zero otherwise.

By summation by parts, we have
\[
\sum_{p \leq x} \chi(p) = \frac{1}{\log x} \sum_{p \leq x} \chi(p) \log p + \int_2^x \left( \sum_{p \leq t} \chi(p) \log p \right) \frac{dt}{t(\log t)^2}
\]
for any Dirichlet character \( \chi \) modulo \( q \), so that
\[
(5.8) \quad \frac{\log x}{\sqrt{x}} (\varphi(q)\pi(x; q, a) - \pi(x)) = \sum_{\chi \pmod{q}}^{*} \chi(a) \theta_{\chi}(x)
\]
\[
+ \frac{\log x}{\sqrt{x}} \int_2^x \frac{\theta_{\chi}(t)}{t^{1/2}(\log t)^2} dt + O\left( \frac{\log x}{\sqrt{x}} \right).
\]

We begin by handling the integral for a non-trivial character \( \chi \). We have \( \theta_{\chi}(x) = \psi_{\chi}(x) + O(1/\log x) \) if \( \chi^2 \neq 1_q \), which implies
\[
\int_2^x \frac{\theta_{\chi}(t)}{t^{1/2}(\log t)^2} dt = \int_2^x \frac{\psi_{\chi}(t)}{t^{1/2}(\log t)^2} dt + O\left( \frac{x^{1/2}}{(\log x)^3} \right)
\]
since
\[
\int_2^x \frac{1}{t^{1/2}(\log t)^2} dt \ll \frac{x^{1/2}}{(\log x)^2}.
\]
If \( \chi^2 \) is trivial, we have an additional constant term \( \theta_{\chi}(x) - \psi_{\chi}(x) = 1 + O(1/\log x) \), and we get
\[
\int_2^x \frac{\theta_{\chi}(t)}{t^{1/2}(\log t)^2} dt = \int_2^x \frac{\psi_{\chi}(t)}{t^{1/2}(\log t)^2} dt + \int_2^x \frac{1}{t^{1/2}(\log t)^2} dt + O\left( \frac{x^{1/2}}{(\log x)^3} \right)
\]
\[
= \int_2^x \frac{\psi_{\chi}(t)}{t^{1/2}(\log t)^2} dt + O\left( \frac{x^{1/2}}{(\log x)^2} \right).
\]
Thus, in all cases, we get
\[
\frac{\log x}{\sqrt{x}} \int_1^x \frac{t^\chi(t)}{t^{1/2}(\log t)^2} dt = \frac{\log x}{\sqrt{x}} \int_2^x \frac{t^\chi(t)}{t^{1/2}(\log t)^2} dt + O\left(\frac{1}{\log x}\right).
\]

Now comes the subtle point we previously mentioned. If we were to use the pointwise bound \(\psi_\chi(t) \ll (\log t)^2\) (which follows from the Riemann Hypothesis) in the remaining integral, we would only get
\[
\frac{\log x}{\sqrt{x}} \int_2^x \frac{t^{\psi_\chi(t)}}{t^{1/2}(\log t)^2} dt \ll \log x,
\]
which is too big. So we need to use the integration process non-trivially. Precisely, by Corollary C.5.8, we have
\[
\int_2^x \psi_\chi(t) dt \ll x
\]
for all \(x \geq 2\) (this reflects a “smoothing” effect due to the convergence of the series with terms \(1/|\chi|^2 + i\gamma|^2\)). Using integration by parts, we can then deduce that
\[
\frac{\log x}{\sqrt{x}} \int_2^x \frac{t^{\psi_\chi(t)}}{t^{1/2}(\log t)^2} dt \ll \frac{\log x}{x^{1/2}(\log x)^2} + \int_2^x \frac{t^{1/2} dt}{(\log t)^2} \ll \frac{1}{\log x}.
\]

Finally, we transform the first term of (5.8) to express it in terms of \(\psi_\chi\), again using (5.7). For any element \(a \in (\mathbb{Z}/q\mathbb{Z})^\times\) and \(x \in \Omega_X\), we have
\[
\log x \left(\varphi(q)\pi(x; q, a) - \pi(x)\right) = -\sum_{\chi^2=1, \chi \equiv \chi_0 \pmod{q}} \chi(a) + \sum_{\chi \equiv \chi_0 \pmod{q}}^* \overline{\chi(a)} \psi_\chi(x) + O\left(\frac{1}{\log x}\right)
\]
\[
= m_q(a) + \sum_{\chi \equiv \chi_0 \pmod{q}}^* \overline{\chi(a)} \psi_\chi(x) + O\left(\frac{1}{\log x}\right)
\]
where the implied constant depends on \(q\). Since the error term is \(\ll (\log x)^{-1}\) for \(x \in \Omega_X\), it converges to zero in probability, and this concludes the proof. \(\square\)

Since \(E_{X,q}\) tends to 0 in probability and \(m_q\) is a fixed function on \((\mathbb{Z}/q\mathbb{Z})^\times\), Theorem 5.2.2 will follow (by Corollary B.4.2) from the convergence in law of the random functions
\[
M_{X,q} = \sum_{\chi \equiv \chi_0 \pmod{q}}^* \psi_\chi.
\]
Now we express these functions in terms of zeros of L-functions. Here and later, a sum over zeros of a Dirichlet L-function always means implicitly that zeros are counted with their multiplicity.

We will denote by \(\mathbf{1}_X\) the identity variable \(x \mapsto x\) on \(\Omega_X\); thus, for a complex number \(s\), the random variable \(\mathbf{1}_X^s\) is the function \(x \mapsto x^s\) on \(\Omega_X\).

Below, when we have a random function \(X\) on \((\mathbb{Z}/q\mathbb{Z})^\times\), and a non-negative random variable \(Y\), the meaning of a statement of the form \(X = O(Y)\) is that \(\|X\| = O(Y)\), where the norm is the euclidean norm, i.e., we have
\[
\|X\|^2 = \sum_{a \in (\mathbb{Z}/q\mathbb{Z})^\times} |X(a)|^2.
\]
Lemma 5.3.2. We have
\[ M_{X,q} = - \sum_{\chi \pmod{q}} \left( \sum_{|\gamma| \leq X} \frac{\lambda^\gamma}{\beta + i\gamma} \right) X + O\left( \frac{\log X}{X^{1/2}} \right) \]
where \( \gamma \) ranges over ordinates of zeros of \( L(s, \chi) \), counted with multiplicity, and the implied constant depends on \( q \).

**Proof.** The key ingredient is the (approximate) explicit formula of Prime Number Theory, which can be stated in the form
\[ \psi_{\chi} = - \sum_{\beta \leq X, |\gamma| \leq X} \frac{\lambda^\gamma}{\beta + i\gamma} + O\left( \frac{\log X}{X^{1/2}} \right) \]
where the sum is over zeros of the Dirichlet L-functions with \( 0 \leq \beta \leq 1 \), counted with multiplicity (see Theorem C.5.6). Under the assumption of the Generalized Riemann Hypothesis, we always have \( \beta = \frac{1}{2} \), and this formula implies
\[ \psi_{\chi} = - \sum_{|\gamma| \leq X} \frac{\lambda^\gamma}{\frac{1}{2} + i\gamma} + O\left( \frac{\log X}{X^{1/2}} \right) . \]
Summing over the characters (the number of which is \( \varphi(q) - 1 \leq q \)), the formula follows. \qed

Probabilistically, we have now a finite linear combination (of length depending on \( X \)) of the random variables \( I_{X}^\gamma \). The link with probability theory, and to the existence of the Rubinstein–Sarnak measure, is then performed by the following theorem (quite similar to Proposition 3.2.4).

**Proposition 5.3.3.** Let \( k \geq 1 \) be an integer. Let \( F \) be a finite set of real numbers and let \( (\alpha(t))_{t \in F} \) be a family of elements in \( \mathbb{C}^k \). The random vectors
\[ \sum_{t \in F} I_{X}^\gamma \alpha(t) \]
on \( \Omega_X \) converge in law as \( X \to +\infty \).

**Proof.** After translation, this is a direct consequence of the Kronecker Equidistribution Theorem B.6.5. Indeed, consider the vector
\[ z = \left( \frac{t}{2\pi} \right)_{t \in F} \in \mathbb{R}^F. \]
By Theorem B.6.5, the probability measures \( \mu_Y \) on \( (\mathbb{R}/\mathbb{Z})^F \) defined for \( Y > 0 \) by
\[ \mu_Y(A) = \frac{1}{Y} \left| \left\{ y \in [0, Y] \mid yz \in A \right\} \right|, \]
for any measurable set \( A \), converge in law to the probability Haar measure \( \mu \) on the subgroup \( T \) of \( (\mathbb{R}/\mathbb{Z})^F \) generated by the classes of \( yz \) for \( y \in \mathbb{R} \).

We extend the isomorphism \( \theta \mapsto e(\theta) \) from \( \mathbb{R}/\mathbb{Z} \) to \( S^1 \) componentwise to define an isomorphism of \( (\mathbb{R}/\mathbb{Z})^F \) to \( (S^1)^F \). For any continuous function \( f \) on \( (S^1)^F \), we observe
that
\[ \int f(e(v))d\mu_Y(v) = \frac{1}{Y} \int_0^Y f(e(yz))dy \]
\[ = \frac{1}{Y} \int_0^Y f((e^{iy})_{t \in F})dy \]
\[ = \frac{1}{Y} \int_1^Y f((x^it)_{t \in F}) \frac{dx}{x} = E(f((I^t_X)_{t \in F})) \]
for \( X = e^Y \). Hence the vector \((I^t_X)_{t \in F}\) converges in law as \( X \to +\infty \) to the image of \( \mu \) by \( v \mapsto e(v) \). Now we finish the proof of the proposition by composition with the continuous map from \((S^1)^F\) to \(C^k\) defined by
\[ (z_t)_{t \in F} \mapsto \sum_{t \in F} z_t \alpha(t) \]
(Proposition B.3.1).

From the proof, we see that we can make the result more precise:

**Corollary 5.3.4.** With notation and assumptions as in Proposition 5.3.3, the random vectors
\[ \sum_{t \in F} I^t_X \alpha(t) \]
on \( \Omega_X \) converge in law as \( X \to +\infty \) to
\[ \sum_{t \in F} I_t \alpha(t), \]
where \((I_t)_{t \in F}\) is a random variable with values in \((S^1)^F\) with law the probability Haar measure on the closure of the subgroup of \((S^1)^F\) generated by all elements \((x^it)_{t \in F}\) for \( x \in \mathbb{R}\).

**Remark 5.3.5.** This proposition explains why the logarithmic weight in (5.1) is absolutely natural. It also hints that it is necessary. Indeed, the statement of the proposition becomes false if the probability measure \( P_X \) on \( \Omega_X \) is replaced by the uniform measure. This is already visible in the simplest case where \( F = \{t\} \) contains a single non-zero real number \( t \); for instance, taking the test function \( f \) to be the identity, observe that with this other probability measure, the expectation of \( x \mapsto x^it \) is
\[ \frac{1}{X-1} \int_1^X x^it \, dx = \frac{1}{it+1} \frac{X^{it+1} - 1}{X-1} \sim \frac{X^it}{it+1}, \]
which has no limit as \( X \to +\infty \).

Let \( T \geq 2 \) be a parameter. It follows from Lemma 5.3.2 and Proposition 5.3.3 that for \( X \geq T \), we have
\[ M_{X,q} = N_{X,T,q} + \sum_{\chi \pmod{q}}^* \left( \sum_{T < |\gamma| < X} \frac{I^\gamma_X}{\frac{X}{2} + i\gamma} \right) X + O\left( \frac{\log X^2}{\sqrt{X}} \right), \]
where
\[ N_{X,T,q} = - \sum_{\chi \pmod{q}}^* \left( \sum_{|\gamma| < T} \frac{I^\gamma_X}{\frac{X}{2} + i\gamma} \right) X \]
are random functions that converge in law as $X \to +\infty$ for any fixed $T \geq 2$. The next lemma will allow us to check that the remainder term in this approximation is small.

**Lemma 5.3.6.** Let $k \geq 1$ be an integer. Let $F$ be a countable set of real numbers and let $(\alpha(t))_{t \in F}$ be a family of elements in $C^k$. Assume that the following conditions hold for $T \geq 2$ and $t_0 \in \mathbb{R}$

\begin{align}
\sum_{t \in F} \|\alpha(t)\|^2 |t|^{1/2} \log(1 + |t|) < +\infty, \\
\sum_{t \in F, |t| > T} \|\alpha(t)\| |t|^{1/4} \ll \frac{(\log T)^2}{T^{1/4}}, \\
\sum_{t \in F, |t| > T} \|\alpha(t)\| |t|^{2/4} \ll \log(1 + |t_0|).
\end{align}

Then we have

\begin{equation}
\lim_{T \to +\infty} \lim_{T \to +\infty} \mathbb{E}_X \left( \sum_{t \in F, |t| > T} \|\alpha(t)\|^{1/2} \right)^2 = 0.
\end{equation}

In this statement, the space $L^2(\Omega_X; \mathbb{R}^k)$ is the Hilbert space of $\mathbb{R}^k$-valued $L^2$-functions on $\Omega_X$, with norm defined by

\[ \|f\|_{L^2}^2 = \mathbb{E}_X(\|f\|^2) \]

for $f \in L^2(\Omega_X; \mathbb{R}^k)$.

**Proof.** Note first that an explicit computation of the integral gives

\[ \mathbb{E}_X(\|f(t_{t_1-t_2})\|_{L^2}^2) = \frac{1}{\log X} \frac{X^{(t_1-t_2)} - 1}{t_1-t_2} \]

for $t_1 \neq t_2$, hence the general bound

\begin{equation}
|\mathbb{E}_X(\|f(t_{t_1-t_2})\|_{L^2}^2)| \leq \min\left(1, \frac{1}{\log X} \frac{2}{|t_1-t_2|} \right).
\end{equation}

We will use this bound slightly wastefully (using the first estimate even when it is not the best of the two) to gain some flexibility. All sums below involving $t, t_1, t_2$ are restricted to $t \in F$. Assume $2^6 \leq T \leq X$. We have

\[ \mathbb{E}_X\left( \sum_{T \leq |t| \leq X} \|\alpha(t_{t_1-t_2})\|_{L^2}^2 \right) = \sum_{T \leq |t_1|, |t_2| \leq X} \alpha(t_1) \cdot \alpha(t_2) \mathbb{E}_X(\|f(t_{t_1-t_2})\|_{L^2}^2). \]

We write this double sum as $S_1 + S_2$, where $S_1$ is the contribution of the terms where $|t_1 - t_2| \leq |t_1 t_2|^{1/4}$, and $S_2$ is the remainder. In the sum $S_1$, we first claim that if $T \geq \sqrt{2}$, then the condition $|t_1 - t_2| \leq |t_1 t_2|^{1/4}$ implies $|t_2| \leq 2|t_1|$. Indeed, suppose that $|t_2| > 2|t_1|$. We have

\[ |t_2| \leq |t_1 - t_2| + |t_1| \leq \frac{1}{2}|t_2| + |t_1 t_2|^{1/4}, \]

hence $|t_2| \leq 2|t_1 t_2|^{1/4}$, which implies $|t_2| \leq 2^{4/3}|t_1|^{1/3}$. Hence

\[ 2|t_1| < |t_2| \leq 2^{4/3}|t_1|^{1/3} \]

which implies that $T \leq |t_1| < \sqrt{2}$, which is a contradiction. Exchanging the roles of $t_1$ and $t_2$, we see also that $|t_1| \leq 2|t_2|$. In particular, it follows that we also have

\[ |t_2 - t_1| \leq |t_1 t_2|^{1/4} \leq 2|t_1|^{1/2}, \quad |t_2 - t_1| \leq |t_1 t_2|^{1/4} \leq 2|t_2|^{1/2}. \]
Now, for \( T \geq \sqrt{2} \), we get
\[
|S_1| \leq \sum_{T \leq |t_1|, |t_2| \leq X} |\alpha(t_1) \cdot \alpha(t_2)|
\]
\[
\leq \frac{1}{2} \sum_{T \leq |t_1|, |t_2| \leq X} \left( \|\alpha(t_1)\|^2 + \|\alpha(t_2)\|^2 \right)
\]
\[
\leq \sum_{T \leq |t_1| \leq X} \|\alpha(t_1)\|^2 \sum_{T \leq |t_2| \leq X} 1 + \sum_{T \leq |t_2| \leq X} \|\alpha(t_2)\|^2 \sum_{T \leq |t_2| \leq X} 1
\]
\[
\leq \sum_{T \leq |t| \leq X} \|\alpha(t)\|^2 |t|^{1/2} \log(1 + |t|)
\]
by (5.12). This quantity tends to 0 as \( T \to +\infty \) since the series over all \( t \) converges by assumption (5.10).

For the sum \( S_2 \), we have
\[
|S_2| \leq \frac{1}{\log X} \sum_{T \leq |t_1| \leq X} \frac{\|\alpha(t_1)\| \|\alpha(t_2)\|}{|t_1 - t_2|}.
\]
We then estimate further that
\[
|S_2| \leq \frac{1}{\log X} \sum_{T \leq |t_1| \leq X} \frac{\|\alpha(t_1)\|}{|t_1|^{1/4}} \sum_{T \leq |t_2| \leq X} \frac{\|\alpha(t_2)\|}{|t_2|^{1/4}} \leq \frac{1}{\log X} \frac{(\log T)^{1/4}}{T^{1/2}}.
\]
by (5.11). The lemma now follows. \( \square \)

**Remark 5.3.7.** Although we have stated this lemma in some generality, it is certainly far from the best that can be achieved along such lines.

The assumptions might look complicated, but note that (5.12) means that the density of \( F \) is roughly logarithmic; then (5.10) and (5.11) are certainly satisfied if the series with terms \( \|\alpha(t)\| \) is convergent, and more generally when \( \|\alpha(t)\| \) is comparable with \((1 + |t|)^{-\alpha}\) with \( \alpha > 3/4 \).

We will now finish the proof of Theorem 5.2.2. We apply Lemma 5.3.6 to the set \( F \) of ordinates \( \gamma \) of zeros of some \( L(s, \chi) \), for \( \chi \) a non-trivial character modulo \( q \), and to
\[
\alpha(\gamma) = \sum_{\chi \mod q}^* \frac{1}{\frac{1}{2} + i\gamma} \chi
\]
for \( \gamma \in F \), viewing \( \alpha(\gamma) \) as a vector in \( C(Z/qZ)^* \), and taking into account the multiplicity of the zero \( \frac{1}{2} + i\gamma \) for any character \( \chi \) such that \( L(\frac{1}{2} + i\gamma, \chi) = 0 \). We then have
\[
\|\alpha(\gamma)\| \leq \sum_{\chi \mod q}^* \left| \frac{1}{\frac{1}{2} + i\gamma} \right| \|\chi\| = \varphi(q)^{1/2} \sum_{\chi \mod q}^* \left| \frac{1}{\frac{1}{2} + i\gamma} \right| \leq \varphi(q)^{3/2} \left| \frac{1}{\frac{1}{2} + i\gamma} \right|.
\]

From the asymptotic von Mangoldt formula (C.10), we know that (5.12) holds for the zeros of a fixed \( L \)-function modulo \( q \), with an implied constant depending on \( q \), and hence it holds also for \( F \).
Condition (5.10) follows from (5.14), since we even have

\[ \sum_{L(\frac{1}{2} + i\gamma, \chi) = 0} \frac{1}{|\frac{1}{2} + i\gamma|^1 + \varepsilon} < +\infty \]  

for any fixed \( \varepsilon > 0 \) and any \( \chi \pmod{q} \), and condition (5.11) is again an easy consequence of (5.15) and (5.14).

From (5.9), we conclude that for \( X \geq T \geq 2 \), we have

\[ M_{X,q} = N_{X,T,q} + E'_{X,T,q} \]

where

\[ E'_{X,T,q} = \sum_{\chi \pmod{q}} \left( \sum_{T < |\gamma| \leq X} \frac{i\gamma}{\frac{1}{2} + i\gamma} \right) \chi + O\left( \frac{(\log X)^2}{\sqrt{X}} \right). \]

These random functions converge to 0 in \( L^2 \), hence in \( L^1 \), by Lemma 5.3.6 as applied before. By Proposition B.4.4 (and Remark B.4.6), we conclude that the random functions \( M_{X,q} \) converge in law, and that their limit is the same as the limit as \( T \to +\infty \) of the law of the limit of

\[- \sum_{\chi \pmod{q}} \left( \sum_{|\gamma| \leq T} \frac{i\gamma}{\frac{1}{2} + i\gamma} \right) \chi.\]

In the next section, we compute these limits, and hence the law of \( N_q \), assuming that the zeros of the Dirichlet \( L \)-functions are “as independent as possible”, so that Proposition 5.3.3 becomes explicit in the special case of interest.

To finish the proof of Theorem 5.2.2, we need to check the last assertion, namely that the support of \( N_q \) is contained in the hyperplane (5.3). But note that

\[ \sum_{a \in (\mathbb{Z}/q\mathbb{Z})^\times} N_{X,q}(a)(x) = \frac{\log x}{\sqrt{x}} \sum_{a \in (\mathbb{Z}/q\mathbb{Z})^\times} (\varphi(q) \pi(x; q,a) - \pi(x)) \]

\[ = \frac{\log x}{\sqrt{x}} \sum_{p \pmod{q} \in (\mathbb{Z}/q\mathbb{Z})^\times} 1 \ll \frac{\log x}{\sqrt{x}} \]

for all \( x \in \Omega_X \), since at most finitely many primes are not congruent to some \( a \in (\mathbb{Z}/q\mathbb{Z})^\times \). Hence the random functions

\[ \sum_{a \in (\mathbb{Z}/q\mathbb{Z})^\times} N_{X,q} \]

converge in probability to 0 as \( X \to +\infty \), and by Corollary B.3.3, it follows that the support of \( N_q \) is contained in the zero set of the linear form

\[ f \mapsto \sum_{a \in (\mathbb{Z}/q\mathbb{Z})^\times} f(a), \]

i.e., in \( H_q \).

5.4. The Generalized Simplicity Hypothesis

The proof of Theorem 5.2.2 now allows us to understand what is needed for the next step, which we take to be the explicit determination of the random variable \( N_q \). Indeed,
the proof tells us that $N_q$ is the limit, as $T \to +\infty$, of the random variables that are themselves the limits in law as $X \to +\infty$ of the random function given by the finite sum

$$m_q - \sum_{\chi \pmod{q}}^{\ast} \sum_{|\gamma| \leq T} L\left(\frac{1}{2} + i\gamma, \chi\right) \frac{1}{2 + i\gamma} \chi(a),$$

which converge by Proposition 5.3.3. The proof of that proposition shows how this limit $N_{q,T}$ can be computed in principle. Precisely, let $X_{q,T}$ be the set of pairs $(\chi, \gamma)$, where $\gamma$ runs over the ordinates of those non-trivial zeros of $L(s, \chi)$ with $|\gamma| \leq T$. Then, by Corollary 5.3.4, we have

$$N_{q,T} = m_q - \sum_{\chi \pmod{q}}^{\ast} \sum_{|\gamma| \leq T} L\left(\frac{1}{2} + i\gamma, \chi\right) \frac{1}{2 + i\gamma} \chi(a),$$

where $(I_{\chi,\gamma})$ is distributed on $(S^1)^{X_{q,T}}$ according to the Haar measure of the closure $S_{q,T}$ of the subgroup generated by the elements $(x^\gamma)_{(\chi,\gamma) \in X_{q,T}}$ for $x \in \mathbb{R}$.

Thus, to compute $N_q$ explicitly, we “simply” need to know what the subgroup $S_{q,T}$ is. If (hypothetically) this subgroup was equal to $(S^1)^{X_{q,T}}$, then the $(I_{\chi,\gamma})$ would simply be independent and uniformly distributed on $S^1$, and we would immediately obtain the desired formula for $N_q$ from (5.16) as a sum of a series of independent terms.

This hypothesis is however too optimistic. Indeed, there is an “obvious” type of dependency among the ordinates $\gamma$, which amount to restrictions on the subgroup $S_{q,T}$ in $(S^1)^{X_{q,T}}$. Beyond these relations, there are none that are immediately apparent. The Grand Simplicity Hypothesis modulo $q$ is then the statement that, in fact, these obvious relations exhaust all possible constraints satisfied by $S_{q,T}$.

These systematic relations between the elements of $X_{q,T}$ are simply the following: a complex number $\frac{1}{2} + i\gamma$ is a zero of $L(s, \chi)$ if and only if the conjugate $\frac{1}{2} - i\gamma$ is a zero of $L(s, \chi)$, simply because $\overline{L(s, \chi)} = L(s, \chi)$ as holomorphic functions; hence $(\chi, \gamma)$ belongs to $X_{q,T}$ if and only if $(\chi, -\gamma)$ does.

We are therefore led to the so-called Grand Simplicity Hypothesis modulo $q$.

**Definition 5.4.1.** Let $q \geq 1$ be an integer. The Grand Simplicity Hypothesis holds modulo $q$ if the family of non-negative ordinates $\gamma$ of the non-trivial zeros of all non-trivial Dirichlet L-functions modulo $q$, with multiplicity taken into account, is linearly independent over $\mathbb{Q}$.

We emphasize that we are looking at the family of the ordinates, not just the set of values. In particular, the Grand Simplicity Hypothesis modulo $q$ implies that, for a given $\gamma \geq 0$, there is at most one primitive Dirichlet character $\chi$ modulo $q$ such that $L\left(\frac{1}{2} + i\gamma, \chi\right) = 0$, that all non-trivial zeros are of multiplicity 1, and moreover that $L\left(\frac{1}{2}, \chi\right) \neq 0$ for any primitive character $\chi$.

**Lemma 5.4.2.** Under the assumption of the Grand Simplicity Hypothesis modulo $q$, the subgroup $S_{q,T}$ is given by

$$S_{q,T} = \{ (z_{\chi,\gamma}) \in (S^1)^{X_{q,T}} \mid z_{\chi,-\gamma} = \overline{z_{\chi,\gamma}} \text{ for all } (\chi, \gamma) \in X_{q,T} \},$$

for all $T \geq 2$. In particular, the projection from $S_{q,T}$ to the subfamily $X_{q,T}^+$ of coordinates indexed by pairs $(\chi, \gamma)$ with $\gamma \geq 0$ is surjective.
Proof. Indeed, $S_{q,T}$ is contained in the subgroup $\tilde{S}_{q,T}$ in the right-hand side, because each vector $(x^\gamma)_{(\chi,\gamma)\in X_{q,T}}$ has this property for $x \in \mathbb{R}$, by the relation between zeros of the $L$-functions of $\chi$ and $\chi$.

To show that $S_{q,T}$ is not a proper subgroup, it is enough to prove the last assertion, since an element of $\tilde{S}_{q,T}$ is uniquely determined by its projection on these coordinates. But if that projection is not surjective, then there exists a non-zero family of integers $(m_{\chi,\gamma})_{(\chi,\gamma)\in X_{q,T}^+}$ such that

$$\prod_{(\chi,\gamma)\in X_{q,T}^+} x^{im_{\chi,\gamma}} = 1$$

for all $x \in \mathbb{R}$, and this implies

$$\sum_{\chi \pmod{q}} \sum_{\gamma \geq 0} m_{\chi,\gamma} \gamma = 0,$$

which contradicts the Grand Simplicity Hypothesis modulo $q$. □

Remark 5.4.3. If we were considering also comparisons between primes in arithmetic progressions with different moduli, say modulo $q_1$ and $q_2$, then there would be another systematic source of relations between the zeros of the $L$-functions modulo $q_1$ and $q_2$. Precisely, if $d$ is a common divisor of $q_1$ and $q_2$, and $\chi_0$ a Dirichlet character modulo $d$, corresponding to a character $\chi_0$ of $\mathbb{Z}/d\mathbb{Z}^\times$, then there is a Dirichlet character $\chi_i$ modulo $q_i$, for $i = 1, 2$, corresponding to the composition $\mathbb{Z}/q_i\mathbb{Z}^\times \rightarrow \mathbb{Z}/d\mathbb{Z}^\times \rightarrow \mathbb{C}^\times$, and we have

$$L(s,\chi_i) = \prod_{p|q_i/d} (1 - \chi_0(p)p^{-s})L(s,\chi_0),$$

which shows that the ordinates of the non-trivial zeros of $L(s,\chi_1)$ and $L(s,\chi_2)$ are the same.

Because of this, the correct formulation of the Grand Simplicity Hypothesis, without reference to a single modulus $q$, is that the non-negative ordinates of zeros of all primitive Dirichlet $L$-functions are $\mathbb{Q}$-linearly independent; this is the statement as formulated in [76].

We can now state precisely the computation of the law of the random function $N_q$ under the assumption of the Grand Simplicity Hypothesis modulo $q$.

To do this, let $X_q$ be the set of all pairs $(\chi,\gamma)$ where $\chi$ is a non-trivial Dirichlet character modulo $q$ and $\gamma \geq 0$ is the non-negative ordinate of a non-trivial zero of $L(s,\chi)$, i.e., we have $L(\frac{1}{2} + i\gamma,\chi) = 0$. Let $(I_{\chi,\gamma})_{(\chi,\gamma)\in X_q}$ be a family of independent random variables all uniformly distributed over the circle $S^1$.

Define further

$$(5.17) \quad I_{\chi,-\gamma} = I_{\chi,\gamma}$$

for all ordinates $\gamma \geq 0$ of a zero of $L(s,\chi)$. We have then defined random variables $I_{\chi,\gamma}$ for all ordinates of a zero of $L(s,\chi)$.

Theorem 5.4.4 (Rubinstein–Sarnak). Let $q \geq 1$. In addition to the Generalized Riemann Hypothesis, assume the Generalized Simplicity Hypothesis modulo $q$. Then
law of $N_q$ is the law of the series

$$m_q = \sum_{\chi \pmod q}^* \left( \sum_{\gamma} \frac{I_{\chi,\gamma}}{\frac{1}{2} + i\gamma} \right) \chi,$$

where the series converges almost surely and in $L^2$ as the limit of partial sums

$$\lim_{T \to +\infty} \sum_{\chi \pmod q}^* \left( \sum_{|\gamma| \leq T} \frac{I_{\chi,\gamma}}{\frac{1}{2} + i\gamma} \right).$$

In these formulas, for each Dirichlet character $\chi$ modulo $q$, the sum runs over the ordinates of zeros of $L(s, \chi)$.  

**Remark 5.4.5.** (1) Since the Grand Simplicity Hypothesis modulo $q$ implies that each zero has multiplicity one (even as we vary $\chi$ modulo $q$), there is no need to worry about this issue when defining the series over the zeros.

(2) This result shows that the random function $N_q$ is probabilistically quite subtle. It is somewhat analogue to Bagchi’s measure, or to one of its Bohr–Jessen specializations (see Theorem 3.2.1), with a sum (or a product) of rather simple individual independent random variables, but it retains important arithmetic features because the sum and the coefficients involve the zeros of Dirichlet L-functions (instead of the primes that occur in Bagchi’s random Euler product).

One important contrasting feature, in comparison with either Theorem 3.2.1 (or Selberg’s Theorem) is that the series defining $N_q$ is not far from being absolutely convergent, which is far from the case for the series

$$\sum_p \frac{X_p}{p^s}$$

that occurs in Bagchi’s Theorem, when $\frac{1}{2} < \text{Re}(s) < 1$.

Before giving the proof, we can draw some simple conclusions from Theorem 5.4.4, in the direction of confirming the existence of a bias for certain residue classes.

Under the assumptions of Theorem 5.4.4, we have $E(N_q) = m_q$, since the convergence also holds in $L^2$, and $E(I_{\chi,\gamma}) = 0$ for all $(\chi, \gamma)$. Using either (5.4) or (5.5), we can then compute that

$$\frac{1}{\varphi(q)} \sum_{a \in (\mathbb{Z}/q\mathbb{Z})^*} m_q(a) = 0, \quad \frac{1}{\varphi(q)} \sum_{a \in (\mathbb{Z}/q\mathbb{Z})^*} m_q(a)^2 = \sigma_q = \sum_{\chi^2 = 1}^* 1.$$

It is natural to say that “not all residue classes modulo $q$ are equal”, as far as representing primes is concerned, if the average function $m_q$ of $N_q$ is not constant (assuming that Theorem 5.4.4 is applicable). This is equivalent (by (5.5)) to the existence of at least one $b \neq 1$ such that $b^2 = 1$, and therefore holds whenever $q \neq 2$, since one can always take $b = -1$.

This statement can be considered to be the simplest general confirmation of the Chebyshev bias; note that $q = 2$ is of course an exception, since all primes (with one exception) are odd.

**Remark 5.4.6.** (1) The mean-square $\sigma_q$ of $m_q$ is also the size of the quotient group

$$(\mathbb{Z}/q\mathbb{Z})^* / ((\mathbb{Z}/q\mathbb{Z})^*)^2$$
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of invertible residues modulo quadratic residues, minus 1. Using the Chinese Remainder Theorem, this expression can be computed in terms of the factorization of $q$, namely if we write

$$q = \prod_p p^{n_p},$$

then we obtain

$$\sigma_q = 2^{\min(n_p-1,2)} \prod_{p|q} p \leq 3 2 - 1$$

(because for $p$ odd, the group of squares is of index 2 in $(\mathbb{Z}/p^{n_p}\mathbb{Z})^\times$ if $n_p \geq 1$, whereas for $p = 2$, it is trivial if $n_p = 1$ or $n_p = 2$, and of index 4 if $n_2 \geq 3$).

(2) Consider once more the case $q = 4$. Then $m_4(1) = -1$ and $m_4(3) = 1$, and in particular we certainly expect to have, in general, more primes congruent to 3 modulo 4 than there are congruent to 1 modulo 4.

In fact, using Theorem 5.4.4 and numerical tables of zeros of the Dirichlet L-functions modulo 4 up to some bound $T$, one can get approximations to the distribution of $N_4$ (e.g., through the characteristic function of $N_4$, and approximate Fourier inversion). Rubinstein and Sarnak [76, §4] established in this manner that

$$\mathbb{P}(N_4 \in H_4 \cap C) = 0.9959\ldots$$

(under the assumptions of Theorem 5.4.4 modulo 4). This confirms a very strong bias for primes to be $\equiv 3$ modulo 4, but also shows that one has sometimes $\pi(x; 4, 1) > \pi(x; 4, 3)$ (in fact, in the sense of the probability measure $\mathbb{P}_x$, this happens with probability about 1/250, and we have already mentioned that the first occurrence of this reverse inequality is for $X = 26861$).

We now give the proof of Theorem 5.4.4. We first check that the series (5.18) converges almost surely and in $L^2$ in the sense of the limit (5.19).\footnote{This convergence could be proved without any condition, not even the Generalized Riemann Hypothesis, but the series has no arithmetic meaning without such assumptions.}

It suffices to prove that each value $N_q(a)$ of the random function $N_q$ converges almost surely and in $L^2$. To check this, we first observe that for any $T \geq 2$, we have

$$\sum_{\chi (\text{mod} \ q)} \sum_{L(\frac{1}{2} + i\gamma, \chi) = 0}^\ast \frac{I_{\chi, \gamma}}{L(\frac{1}{2} + i\gamma, \chi) = 0} = \sum_{\chi (\text{mod} \ q)} \sum_{0 < \gamma \leq T} \left( \frac{I_{\chi, \gamma}}{L(\frac{1}{2} + i\gamma, \chi) = 0} + \frac{I_{\chi, \gamma}}{L(\frac{1}{2} - i\gamma, \chi) = 0} \right)$$

$$= \sum_{\chi (\text{mod} \ q)} \sum_{0 < \gamma \leq T} \Re \left( \frac{I_{\chi, \gamma}}{L(\frac{1}{2} + i\gamma, \chi) = 0} \right)$$

(5.20)

according to the definition (5.17) of $I_{\chi, \gamma}$ for negative $\gamma$ (we use here the fact that, under the Generalized Simplicity Converges, no zero has ordinate $\gamma = 0$).

The right-hand side of (5.20) is the partial sum of a series of independent random variables, and we can apply Kolmogorov’s Theorem B.10.1. Indeed, we have

$$E\left( \Re \left( \frac{I_{\chi, \gamma}}{L(\frac{1}{2} + i\gamma, \chi) = 0} \right) \right) = 0$$
for any pair \((\chi, \gamma)\), and
\[
\sum_{\chi \pmod{q}}^* \sum_{\gamma > 0} V \left( \text{Re} \left( \frac{I_{\chi, \gamma}}{2} + i\gamma \chi(a) \right) \right) \leq \sum_{\chi \pmod{q}}^* \sum_{\gamma > 0} \mathbb{E} \left( \left| \frac{I_{\chi, \gamma}}{2} + i\gamma \right|^2 \right) \\
= \sum_{\chi \pmod{q}}^* \sum_{\gamma > 0} \frac{1}{4 + \gamma^2} < +\infty
\]
by Proposition C.5.3 (2), so that the series converges almost surely and in \(L^2\), by Kolmogorov’s Theorem, as claimed.

Now we need only go through the steps previously described to motivate Definition 5.4.1. The random function \(N_q\) is the limit as \(T \to +\infty\) of
\[
N_{q,T} = m_q - \lim_{X \to +\infty} \left( \sum_{\chi \pmod{q}}^* \sum_{L(\frac{1}{2} + i\gamma, \chi) = 0}^0 \frac{1}{\gamma < T} I_{\chi, \gamma} \chi(a) \right).
\]
We write once more
\[
m_q - 2 \sum_{\chi \pmod{q}}^* \sum_{L(\frac{1}{2} + i\gamma, \chi) = 0}^0 \frac{1}{\gamma < T} I_{\chi, \gamma} \chi(a) = m_q - 2 \sum_{\chi \pmod{q}}^* \sum_{0 < \gamma < T} \text{Re} \left( \frac{I_{\chi, \gamma}}{2} + i\gamma \chi(a) \right).
\]
By Proposition 5.3.3, or Corollary 5.3.4, as explained above, and the Grand Simplicity Hypothesis modulo \(q\) (precisely through Lemma 5.4.2), the limit as \(X \to +\infty\) of these random functions is simply
\[
m_q - 2 \sum_{\chi \pmod{q}}^* \sum_{0 < \gamma < T} \text{Re} \left( \frac{I_{\chi, \gamma}}{2} + i\gamma \chi(a) \right),
\]
which in turn converge to the random function \(N_q\) as \(T \to +\infty\) by definition. This concludes the proof of Theorem 5.4.4.

Theorem 5.4.4 is equivalent to the computation of the characteristic function of \(N_q\), viewed as a random vector, i.e., of the function
\[
t \mapsto \mathbb{E}(e^{it \cdot N_q})
\]
for \(t \in \mathbb{R}^{(\mathbb{Z}/q\mathbb{Z})^\times}\), where
\[
t \cdot f = \sum_{a \in (\mathbb{Z}/q\mathbb{Z})^\times} t_a f(a)
\]
for \(t = (t_a) \in \mathbb{R}^{(\mathbb{Z}/q\mathbb{Z})^\times}\) and \(f : (\mathbb{Z}/q\mathbb{Z})^\times \to \mathbb{R}\). (Indeed, this is exactly how the result is presented in [76, §3.1].)

To present the formula, we define the Bessel function \(J_0\) on \(\mathbb{R}\) by
\[
J_0(x) = \frac{1}{2\pi} \int_0^{2\pi} e^{ix\cos(t)} dt.
\]
It is elementary that \(J_0\) is in fact real-valued, and that it is an even function of \(x\). 91
Corollary 5.4.7. Let \( q \geq 2 \) be an integer. Assume the Generalized Riemann Hypothesis and the Generalized Simplicity Hypothesis modulo \( q \). The characteristic function of the law of the Rubinstein–Sarnak distribution \( N_q \) modulo \( q \) is given by

\[
E(e^{it \cdot N_q}) = \exp(it \cdot m_q) \prod_{\chi \pmod{q}} \prod_{\gamma > 0} J_0 \left( \frac{2 |t \cdot \chi|}{(\frac{1}{2} + \gamma^2)^{1/2}} \right)
\]

for \( t \in \mathbb{R}^{(\mathbb{Z}/q\mathbb{Z})^\times} \), where, for each Dirichlet character \( \chi \) modulo \( q \), the product runs over the positive ordinates of zeros of \( L(s, \chi) \).

Proof. Using the previous argument, we write the series defining \( N_q \) in the form

\[
m_q - \sum_{\chi \pmod{q}} \sum_{\gamma > 0} \left( \frac{1}{2} + i\gamma \chi + \frac{1}{2} - i\gamma \chi \right) = m_q - 2 \text{Re} \left( \sum_{\chi \pmod{q}} \sum_{\gamma > 0} \frac{1}{2} + i\gamma \chi \right).
\]

Since the characteristic function of a limit in law is the pointwise limit of the characteristic functions of the sequence involved, we obtain using the independence of the random variables \( (I_{\chi, \gamma}) \) the convergent product formula

\[
E(e^{it \cdot N_q}) = e^{it \cdot m_q} \prod_{\chi \pmod{q}} \prod_{\gamma > 0} E \left( e^{-2it \cdot \text{Re} \left( \frac{1}{2} + i\gamma \chi \right)} \right)
\]

where, for \( z \in \mathbb{C} \), we defined

\[
\varphi(z) = E(e^{-2ti\text{Re}(I)})
\]

for a random variable \( I \) uniformly distributed over the unit circle. By invariance of the law of \( I \) under rotation (i.e., the law of \( ze^{i\theta}I \) is the same as that of \( zI \) for any \( \theta \in \mathbb{R} \), especially for \( \theta \) such that \( e^{i\theta} = |z| \)) we have

\[
\varphi(z) = E(e^{-2i\text{Re}(|z|I)}) = E(e^{-2i|z|\text{Re}(I)}) = \frac{1}{2\pi} \int_0^{2\pi} e^{-2i|z|\cos(t)} dt = J_0(2|z|).
\]

Hence we obtain

\[
E(e^{it \cdot N_q}) = e^{it \cdot m_q} \prod_{\chi \pmod{q}} \prod_{\gamma > 0} J_0 \left( \frac{2 |t \cdot \chi|}{(\frac{1}{2} + i\gamma|^2)^{1/2}} \right),
\]

as claimed. \qed

Another consequence of Theorem 5.4.4 is an estimate for the probability that \( N_q \) takes large values.

Corollary 5.4.8. There exists a constant \( c_q > 0 \) such that, for \( A > 0 \), we have

\[
c_q^{-1} \exp(- \exp(c_q A^{1/2})) \leq \liminf_{X \to +\infty} P_X(\|N_{X,q}\| \geq A) \leq \limsup_{X \to +\infty} P_X(\|N_{X,q}\| > A) \leq c_q \exp(- \exp(c_q^{-1} A^{1/2})).
\]
Proof. We view $N_q$ as a random variable with values in the complex finite-dimensional Banach space of complex-valued functions on $\left(\mathbb{Z}/q\mathbb{Z}\right)^\times$. We have the series representation

$$N_q = m_q - 2 \sum_{\chi \pmod{q}}^* \sum_{\gamma > 0}^{L(\frac{1}{2} + i\gamma, \chi)} \frac{1}{2} \Re\left(\frac{I_{\chi, \gamma}}{2 + i\gamma, \chi}\right).$$

This series converges almost surely, the terms are independent and the random variables $I_{\chi, \gamma}$ are bounded by 1 in modulus. Moreover

$$P(\|N_q\| > A) \leq P(\|\tilde{N}_q\| > A)$$

where

$$\tilde{N}_q = m_q - 2 \sum_{\chi \pmod{q}}^* \sum_{\gamma > 0}^{L(\frac{1}{2} + i\gamma, \chi)} \frac{1}{2} I_{\chi, \gamma} \chi,$$

since $\|N_q\| \leq \|\tilde{N}_q\|$. By Corollary C.5.5, the functions

$$-\frac{2}{2 + i\gamma} \chi$$

satisfy the bounds described in Remark B.11.14 (2), namely

$$\sum_{\chi \pmod{q}}^* \sum_{0 < \gamma < T}^{L(\frac{1}{2} + i\gamma, \chi)} \left\|\frac{1}{2 + i\gamma} \chi\right\| \gg (\log T)^2$$

and

$$\sum_{\chi \pmod{q}}^* \sum_{\gamma > T}^{L(\frac{1}{2} + i\gamma, \chi)} \left\|\frac{1}{2 + i\gamma} \chi\right\|^2 \ll \frac{\log T}{T}$$

for $T \geq 1$. Thus by Remark B.11.14 (2), and the convergence in law of $N_{X, q}$ to $N_q$, we deduce the upper bound

$$\limsup_{X \to +\infty} P_X(\|N_{X, q}\| > A) \leq P(\|N_q\| > A) \leq c \exp(-\exp(c^{-1}A^{1/2}))$$

for some real number $c > 0$.

In the case of the lower bound, it suffices to prove it for $N_q(a)$, where $a$ is any fixed element of $\left(\mathbb{Z}/q\mathbb{Z}\right)^\times$. Since the series expressing $N_q(a)$ is not exactly of the form required for the lower-bound in Remark B.11.14 (2) (and in Proposition B.11.13), we first transform it a bit. We have

$$\Re\left(\frac{I_{\chi, \gamma}}{2 + i\gamma} \chi(a)\right) = \frac{1}{2(\frac{1}{4} + \gamma^2)} \Re(I_{\chi, \gamma} \chi(a)) + \frac{\gamma}{\frac{1}{4} + \gamma^2} \Im(I_{\chi, \gamma} \chi(a)),$$

for any pair $(\chi, \gamma)$, which implies that

$$N_q(a) = m_q(a) + e_q(a) - 2 \sum_{\chi \pmod{q}}^* \sum_{\gamma > 0}^{L(\frac{1}{2} + i\gamma, \chi)} \frac{\gamma}{\frac{1}{4} + \gamma^2} \Im(I_{\chi, \gamma} \chi(a))$$

where the random variable $e_q(a)$ (arising from the sum of the first terms in the previous expression) is uniformly bounded (by Proposition C.5.3 (2)). Now we can apply the lower bound in Remark B.11.14 (2) to the last series: the random variables $\Im(I_{\chi, \gamma} \chi(a))$. 93
are independent, symmetric and bounded by 1, and the assumptions on the size of the coefficients are provided by Corollary C.5.5 again.

\[ \square \]

5.5. Further topics

[Further references: The standard modern reference for the approach to the Chebyshev bias that we used is the paper [76] of Rubinstein and Sarnak, which also contains references to earlier papers in the literature.]
CHAPTER 6

The shape of exponential sums

<table>
<thead>
<tr>
<th>Probability tools</th>
<th>Arithmetic tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition of convergence in law (§ B.3)</td>
<td>Kloosterman sums (§ C.6)</td>
</tr>
<tr>
<td>Kolmogorov’s Theorem for random series (th. B.10.1)</td>
<td>Riemann Hypothesis over finite fields (th. C.6.4)</td>
</tr>
<tr>
<td>Convergence of finite distributions (def. B.11.2)</td>
<td>Average Sato–Tate theorem</td>
</tr>
<tr>
<td>Kolmogorov’s Criterion for tightness (prop. B.11.10)</td>
<td>Weyl criterion (§ B.6)</td>
</tr>
<tr>
<td>Fourier coefficients criterion (prop. B.11.8)</td>
<td>Deligne’s Equidistribution Theorem</td>
</tr>
<tr>
<td>Subgaussian random variables (§ B.8)</td>
<td></td>
</tr>
<tr>
<td>Talagrand’s inequality (th. B.11.12)</td>
<td></td>
</tr>
<tr>
<td>Support of a random series (prop. B.10.8)</td>
<td></td>
</tr>
</tbody>
</table>

6.1. Introduction

We consider in this chapter a rather different type of arithmetic objects: exponential sums and their partial sums. Although the ideas that we will present apply to very general situations, we consider as usual only an important special case: the partial sums of Kloosterman sums modulo primes. In Section C.6, we give some motivation for the type of sums (and questions) discussed in this chapter.

Thus let $p$ be a prime number. For any pair $(a, b)$ of invertible elements in the finite field $\mathbf{F}_p = \mathbb{Z}/p\mathbb{Z}$, the (normalized) Kloosterman sum $\text{Kl}(a, b; p)$ is defined by the formula

$$\text{Kl}(a, b; p) = \frac{1}{\sqrt{p}} \sum_{x \in \mathbf{F}_p^\times} e\left(\frac{ax + b\bar{x}}{p}\right),$$

where we recall that we denote by $e(z)$ the 1-periodic function defined by $e(z) = e^{2i\pi z}$, and that $\bar{x}$ is the inverse of $x$ modulo $p$.

These are finite sums, and they are of great importance in many areas of number theory, especially in relation with automorphic forms and with analytic number theory (see [45] for a survey of the origin of these sums and of their applications, due to Poincaré, Kloosterman, Linnik, Iwaniec, and others). Among their remarkable properties is the following estimate for the modulus of $\text{Kl}(a, b; p)$, due to A. Weil: for any $(a, b) \in \mathbf{F}_p^\times \times \mathbf{F}_p^\times$, we have

$$|\text{Kl}(a, b; p)| \leq 2.$$  (6.1)
This is a very strong result if one considers that \( \mathrm{Kl}(a,b;p) \) is, up to dividing by \( \sqrt{p} \), the sum of \( p - 1 \) roots of unity, so that the only “trivial” estimate is that \( |\mathrm{Kl}(a,b;p)| \leq (p - 1)/\sqrt{p} \). What this reveals is that the arguments of the summands \( e((ax + b\bar{x})/p) \) in \( \mathbb{C} \) vary in a very complicated manner that leads to this remarkable cancellation property. This is due essentially to the very “random” behavior of the map \( x \mapsto \bar{x} \) when seen at the level of representatives of \( x \) and \( \bar{x} \) in the interval \( \{0,\ldots,p - 1\} \).

From a probabilistic point of view, the order of magnitude \( \sqrt{p} \) of the sum (before normalization) is not unexpected. If we simply heuristically model an exponential sum as above by a random walk with independent summands uniformly distributed on the unit circle, say

\[
S_N = X_1 + \cdots + X_N
\]

where the random variables \((X_n)\) are independent and uniform on the unit circle, then the Central Limit Theorem implies a convergence in law of \(X_N/\sqrt{N}\) to a standard complex gaussian random variable, which shows that \( \sqrt{N} \) is the “right” order of magnitude. Note however that probabilistic analogies of this type would also suggest that \( S_N \) is sometimes (although rarely) larger than \( \sqrt{N} \) (the law of the iterated logarithm suggests that it should almost surely reach values as large as \( \sqrt{N}(\log \log N) \)). Hence Weil’s bound (6.1) indicates that the summands defining the Kloosterman sum have very special properties.

This probabilistic analogy and the study of random walks (or sheer curiosity) suggests to look at the partial sums of Kloosterman sums, and the way they move in the complex plane. This requires some ordering of the sum defining \( \mathrm{Kl}(a,b;p) \), which we simply arrange by summing over \( 1 \leq x \leq p - 1 \) in increasing order. Thus we will consider the \( p - 1 \) points

\[
\frac{1}{\sqrt{p}} \sum_{1 \leq x \leq n} e\left(\frac{ax + b\bar{x}}{p}\right)
\]

for \( 1 \leq n \leq p - 1 \). We illustrate this for the sum \( \mathrm{Kl}(1,1;139) \) in Figure 6.1.

Because this cloud of points is not particularly enlightening, we refine the construction by joining the successive points with line segments. This gives the result in Figure 6.2 for \( \mathrm{Kl}(1,1;139) \). If we change the values of \( a \) and \( b \), we observe that the figures change in apparently random way, although some basic features remain (the final point is on the real axis, which reflects the easily-proven fact that \( \mathrm{Kl}(a,b;p) \in \mathbb{R} \), and there is a reflection symmetry with respect to the line \( x = \frac{1}{2} \mathrm{Kl}(a,b;p) \)). For instance, Figure 6.3 shows the curves corresponding to \( \mathrm{Kl}(2,1;139) \), \( \mathrm{Kl}(3,1;139) \) and \( \mathrm{Kl}(4,1;139) \).

If we vary \( a \) and \( b \), for a fixed \( p \), we see that the shapes of these polygonal paths changes in seemingly unpredictable manner (see [49] for many more pictures). We then ask
whether there is a definite statistical behavior for these Kloosterman paths as \( p \to +\infty \), when we pick \((a, b) \in \mathbb{F}_p^\times \times \mathbb{F}_p^\times \) uniformly at random. As we will see, this is indeed the case!

To state the precise result, we introduce some further notation. Thus, for \( p \) prime and \((a, b) \in \mathbb{F}_p^\times \times \mathbb{F}_p^\times \), we denote by \( K_p(a, b) \) the function

\[
[0, 1] \rightarrow \mathbb{C}
\]

such that, for \( 0 \leq j \leq p - 2 \), the value at \( t \) such that

\[
\frac{j}{p - 1} \leq t < \frac{j + 1}{p - 1}
\]

is obtained by interpolating linearly between the consecutive partial sums

\[
\frac{1}{\sqrt{p}} \sum_{1 \leq x \leq j} e\left(\frac{ax + b\bar{x}}{p}\right) \quad \text{and} \quad \frac{1}{\sqrt{p}} \sum_{1 \leq x \leq j + 1} e\left(\frac{ax + b\bar{x}}{p}\right).
\]

The path \( t \mapsto K_p(a, b)(t) \) is the polygonal path described above; for \( t = 0 \), we have \( K_p(a, b)(0) = 0 \), and for \( t = 1 \), we obtain \( K_p(a, b)(1) = \text{Kl}(a, b; p) \).

Let \( \Omega_p = \mathbb{F}_p^\times \times \mathbb{F}_p^\times \). We view \( K_p \) as a random variable

\[
\Omega_p \rightarrow \mathbb{C}([0, 1]),
\]

where \( \mathbb{C}([0, 1]) \) is the Banach space of continuous functions \( \varphi : [0, 1] \rightarrow \mathbb{C} \) with the supremum norm \( \| \varphi \|_{\infty} = \sup_{t \in [0, 1]} |\varphi(t)| \). Alternatively, we sometimes think of the family of random variables \( (K_p(t))_{t \in [0, 1]} \) such that

\[
(a, b) \mapsto K_p(a, b)(t),
\]

and view it as a stochastic process with \( t \) playing the role of “time”.

Here is the theorem that gives the limiting behavior of these arithmetically-defined random variables (or processes), proved in [57].
Theorem 6.1.1. Let \((ST_h)_{h \in \mathbb{Z}}\) be a sequence of independent random variables, all distributed according to the Sato-Tate measure 
\[
\mu_{ST} = \frac{1}{\pi} \sqrt{1 - \frac{x^2}{4}} \, dx
\]
on \([-2, 2]\).

1. The random series
\[
K(t) = tST_0 + \sum_{h \in \mathbb{Z}, h \neq 0} \frac{e(ht) - 1}{2i\pi h} \ST_h
\]
defined for \(t \in [0, 1]\) converges uniformly almost surely, in the sense of symmetric partial sums
\[
K(t) = tST_0 + \lim_{H \to +\infty} \sum_{|h| \leq H} \frac{e(ht) - 1}{2i\pi h} \ST_h.
\]
This random series defines a \(C([0, 1])\)-valued random variable \(K\).

2. As \(p \to +\infty\), the random variables \(K_p\) converge in law to \(K\), in the sense of \(C([0, 1])\)-valued variables.

The Sato-Tate measure is better known in probability as a semi-circle law, but its appearance in Theorem 6.1.1 is really due to the group-theoretic interpretation that often arises in number theory, and reflects the choice of name. Namely, we recall (see Example B.6.1 (3)) that \(\mu_{ST}\) is the direct image under the trace map of the probability Haar measure on the compact group \(SU_2(\mathbb{C})\).

Note in particular that the theorem implies, by taking \(t = 1\), that the Kloosterman sums \(Kl(a, b; p) = K_p(a, b)(1)\), viewed as random variables on \(\Omega_p\), become asymptotically distributed like \(K(1) = \ST_0\), i.e., that Kloosterman sums are Sato-Tate distributed in the sense that for any real numbers \(-2 \leq \alpha < \beta \leq 2\), we have
\[
\frac{1}{(p - 1)^2}\left|\{(a, b) \in \mathbb{F}_p^* \times \mathbb{F}_p^* \mid \alpha < Kl(a, b; p) < \beta\}\right| \to \int_{\alpha}^{\beta} d\mu_{ST}(t).
\]
This result is a famous theorem of N. Katz [40]. In some sense, Theorem 6.1.1 is a “functional” extension of this equidistribution theorem. In fact, the key arithmetic ingredient in the proof is a relatively simple extension of the results and methods developed by Katz in the proof of such statements.

Remark 6.1.2. We make here a few comments on the random series \(K(t)\) that go beyond what is required to prove Theorem 6.1.1.

6.2. Proof of the distribution theorem

We will explain the proof of the theorem. We use a slightly different approach than the original article, bypassing the method of moments, and exploiting some simplifications that arise from the consideration of this single example.

The proof will be complete from a probabilistic point of view, but it relies on an extremely deep arithmetic result that we will only be able to view as a black box in this book. The crucial underlying result is the very general form of the Riemann Hypothesis over finite fields, and the formalism that is attached to it. This is due to Deligne, and the particular application we use relies extensively on the additional work of Katz. All
of this builds on the algebraic-geometric foundations of Grothendieck and his school, and we give a few further references in Section 6.4.

In outline, the proof has three steps:

- Step 1: Show that the random Fourier series $K$ exists, as a $C([0, 1])$-valued random variable;
- Step 2: Prove that (a small variant of) the sequence of Fourier coefficients of $K_p$ converges in law to the sequence of Fourier coefficients of $K$;
- Step 3: Prove that the sequence $(K_p)_p$ is tight (Definition B.3.5), using Kolmogorov’s Criterion (Proposition B.11.10).

Once this is done, a simple probabilistic statement (Proposition B.11.8, which is a variant of Prokhorov’s Theorem B.11.4) shows that the combination of (2) and (3) implies that $K_p$ converges to $K$. Both steps (2) and (3) involve non-trivial arithmetic information; indeed, the main input in (2) is exceptionally deep, as we will explain soon.

We denote by $P_p$ and $E_p$ the probability and expectation with respect to the uniform measure on $\Omega_p = \mathbb{F}_p^\times \times \mathbb{F}_p^\times$. Before we begin the proof in earnest, it is useful to see why the limit arises, and why it is precisely this random Fourier series. The idea is to use discrete Fourier analysis to represent the partial sums of Kloosterman sums.

**Lemma 6.2.1.** Let $p \geq 3$ be a prime and $a, b \in \mathbb{F}_p^\times$. Let $t \in [0, 1]$. Then we have

\[
\frac{1}{\sqrt{p}} \sum_{1 \leq n \leq (p-1)t} e\left(\frac{an + b\bar{n}}{p}\right) = \sum_{|h| < p/2} \alpha_p(h, t) \text{Kl}(a - h, b; p),
\]

where

\[
\alpha_p(h, t) = \frac{1}{p} \sum_{1 \leq n \leq (p-1)t} e\left(\frac{nh}{p}\right).
\]

**Proof.** This is a case of the discrete Plancherel formula, applied to the characteristic function of the discrete interval of summation; to check it quickly, insert the definitions of $\alpha_p(h, t)$ and of $\text{Kl}(a - h, b; p)$ in the right hand-side of (6.2). This shows that it is equal to

\[
\sum_{|h| < p/2} \alpha_p(h, t) \text{Kl}(a - h, b; p) = \frac{1}{p^{3/2}} \sum_{|h| < p/2} \sum_{1 \leq n \leq (p-1)t} \sum_{m \in \mathbb{F}_p} e\left(\frac{nh}{p}\right) e\left(\frac{(a - h)m + b\bar{n}}{p}\right)
\]

\[
= \frac{1}{\sqrt{p}} \sum_{1 \leq n \leq (p-1)t} \sum_{m \in \mathbb{F}_p} e\left(\frac{am + b\bar{n}}{p}\right) \frac{1}{p} \sum_{h \in \mathbb{F}_p} e\left(\frac{h(n - m)}{p}\right)
\]

\[
= \frac{1}{\sqrt{p}} \sum_{1 \leq n \leq (p-1)t} e\left(\frac{an + b\bar{n}}{p}\right),
\]

as claimed, since by the orthogonality of characters we have

\[
\frac{1}{p} \sum_{h \in \mathbb{F}_p} e\left(\frac{h(n - m)}{p}\right) = \delta(n, m)
\]

for any $n, m \in \mathbb{F}_p$. \qed

If we observe that $\alpha_p(h, t)$ is essentially a Riemann sum for the integral

\[
\int_0^t e(ht)dt = \frac{e(ht) - 1}{2i\pi h}
\]
for all $h \neq 0$, and that $\alpha_p(0, t) \to t$ as $p \to +\infty$, we see that the right-hand side of (6.2) looks like a Fourier series of the same type as $K(t)$, with coefficients given by shifted Kloosterman sums $Kl(a - h, b; p)$ instead of $ST_h$. Now the crucial arithmetic information is contained in the following very deep theorem:

**Theorem 6.2.2 (Katz; Deligne).** Fix an integer $b \neq 0$. For $p$ prime not dividing $b$, consider the random variable

$$S_p : a \mapsto (Kl(a - h, b; p))_{h \in \mathbb{Z}}$$

on $\mathbb{F}_p^\times$ with uniform probability measure, taking values in the compact topological space

$$\hat{T} = \prod_{h \in \mathbb{Z}} [-2, 2]$$

Then $S_p$ converges in law to the product probability measure

$$\bigotimes_{h \in \mathbb{Z}} \mu_{ST}.$$  

In other words, the sequence of random variables $a \mapsto Kl(a - h, b; p)$ converges in law to a sequence $(ST_h)_{h \in \mathbb{Z}}$ of independent Sato-Tate distributed random variables.

Because of this theorem, the formula (6.2) suggests that $K_p(t)$ converges in law to the random series

$$tST_0 + \sum_{h \neq 0, h \in \mathbb{Z}} \frac{e(ht) - 1}{2i\pi h}ST_h,$$

which is exactly $K(t)$. We now proceed to the implementation of the three steps above, which will use this deep arithmetic ingredient.

**Remark 6.2.3.** There is a subtlely in the argument: although Theorem 6.2.2 holds for any fixed $b$, when averaging only over $a$, we cannot at the current time prove the analogue of Theorem 6.1.1 for fixed $b$, because the proof of tightness in the last step uses crucially both averages.

**Step 1.** (Existence and properties of the random Fourier series) We can write the series $K(t)$ as

$$K(t) = tST_0 + \sum_{h \geq 1} \left( \frac{e(ht) - 1}{2i\pi h}ST_h - \frac{e(-ht) - 1}{2i\pi h}ST_{-h} \right).$$

The summands here, namely

$$X_h = \frac{e(ht) - 1}{2i\pi h}ST_h - \frac{e(-ht) - 1}{2i\pi h}ST_{-h}$$

for $h \geq 1$, are independent and have expectation 0 since $E(ST_h) = 0$ (see (B.9)). Furthermore, since $ST_h$ is independent of $ST_{-h}$, and they have variance 1, we have

$$\sum_{h \geq 1} V(X_h) = \sum_{h \geq 1} \left( \left| \frac{e(ht) - 1}{2i\pi h} \right|^2 + \left| \frac{e(-ht) - 1}{2i\pi h} \right|^2 \right) \leq \sum_{h \geq 1} \frac{1}{h^2} < +\infty$$

for any $t \in [0, 1]$. From Kolmogorov’s criterion for almost sure convergence of random series with finite variance (Theorem B.10.1), it follows that for any $t \in [0, 1]$, the series $K(t)$ converges almost surely to a complex-valued random variable.
To prove convergence in \( C([0, 1]) \), we will use convergence of finite distributions combined with Kolmogorov’s Tightness Criterion. Consider the partial sums
\[
K_H(t) = tST_0 + \sum_{1 \leq |h| \leq H} \frac{e(ht) - 1}{2i\pi h} ST_h
\]
for \( H \geq 1 \). These are \( C([0, 1]) \)-valued random variables. The convergence of \( K_H(t) \) to \( K(t) \) in \( L^1 \), for any \( t \in [0, 1] \), implies (see Lemma B.11.3) that the sequence \( (K_H)_{H \geq 1} \) converges to \( K \) in the sense of finite distributions. Therefore, by Proposition B.11.10, the sequence converges in the sense of \( C([0, 1]) \)-valued random variables if there exist constants \( C \geq 0 \), \( \alpha > 0 \) and \( \delta > 0 \) such that for any \( H \geq 1 \), and real numbers \( 0 \leq s < t \leq 1 \), we have
\[
E(|K_H(t) - K_H(s)|^\alpha) \leq C|t - s|^{1+\delta}.
\]
We will take \( \alpha = 4 \). We have
\[
K_H(t) - K_H(s) = (t-s)ST_0 + \sum_{1 \leq |h| \leq H} \frac{e(ht) - e(hs)}{2i\pi h} ST_h.
\]
This is a sum of independent, centered and bounded random variables, so that by Proposition B.8.2 (1) and (2), it is \( \sigma_H^2 \)-subgaussian with
\[
\sigma_H^2 = |t - s|^2 + \sum_{1 \leq |h| \leq H} \left| \frac{e(ht) - e(hs)}{2i\pi h} \right|^2 \leq |t - s|^2 + \sum_{h \neq 0} \left| \frac{e(ht) - e(hs)}{2i\pi h} \right|^2.
\]
By Parseval’s formula for ordinary Fourier series, we have
\[
|t - s|^2 + \sum_{h \neq 0} \left| \frac{e(ht) - e(hs)}{2i\pi h} \right|^2 = \int_0^1 |f(x)|^2 dx,
\]
where \( f \) is the characteristic function of the interval \([s, t]\). Therefore \( \sigma_H^2 \leq |t - s| \). By the properties of subgaussian random variables (see Proposition B.8.3 in Section B.8), we deduce that there exists \( C \geq 0 \) such that
\[
E(|K_H(t) - K_H(s)|^4) \leq C\sigma_H^4 \leq C|t - s|^2,
\]
which establishes (6.3).

**Step 2.** (Computation of Fourier coefficients)
As in Section B.11, we will denote by \( C_0([0, 1]) \) the subspace of functions \( f \in C([0, 1]) \) such that \( f(0) = 0 \). For \( f \in C_0([0, 1]) \), the sequence \( FT(f) = \{\tilde{f}(h)\}_{h \in \mathbb{Z}} \) is defined by \( \tilde{f}(0) = f(1) \) and
\[
\tilde{f}(h) = \int_0^1 (f(t) - tf(1))e(-ht)dt
\]
for \( h \neq 0 \). The map FT is a continuous linear map from \( C_0([0, 1]) \) to \( C_0(\mathbb{Z}) \), the Banach space of functions \( \mathbb{Z} \to \mathbb{C} \) that tend to zero at infinity.

**Lemma 6.2.4.** The “Fourier coefficients” \( FT(K_p) \) converge in law to \( FT(K) \), in the sense of convergence of finite distribution.

We begin by computing the Fourier coefficients of a polygonal path. Let \( z_0 \) and \( z_1 \) be complex numbers, and \( t_0 < t_1 \) real numbers. We define \( \Delta = t_1 - t_0 \) and \( f \in C([0, 1]) \) by
\[
f(t) = \begin{cases} \frac{1}{\Delta}(z_1(t - t_0) + z_0(t_1 - t)) & \text{if } t_0 \leq t \leq t_1, \\ 0 & \text{otherwise,} \end{cases}
\]
which parameterizes the segment from \( z_0 \) to \( z_1 \) during the interval \([t_0, t_1]\).
Let \( h \neq 0 \) be an integer. By direct computation, we find
\[
\int_0^1 f(t)e(-ht)dt = -\frac{1}{2i\pi h}(z_1e(-ht_1) - z_0e(-ht_0)) + \frac{1}{2i\pi h}(z_1 - z_0)e(-ht_0)\frac{1}{\Delta}\left(\int_0^\Delta e(-hu)du\right) = -\frac{1}{2i\pi h}(z_1e(-ht_1) - z_0e(-ht_0)) + \frac{1}{2i\pi h}(z_1 - z_0)\frac{\sin(\pi h\Delta)}{\pi h\Delta}e\left(-h\left(t_0 + \frac{\Delta}{2}\right)\right).
\]

Consider now an integer \( n \geq 1 \) and a family \((z_0, \ldots, z_n)\) of complex numbers. For \( 0 \leq j \leq n - 1 \), let \( f_j \) be the function as above relative to the points \((z_j, z_{j+1})\) and the interval \([j/n, (j+1)/n]\), and define
\[
f = \sum_{j=0}^{n-1} f_j
\]
in other words, \( f \) parameterizes the polygonal path joining \( z_0 \) to \( z_1 \) to ... to \( z_n \), over time intervals of equal length \( 1/n \).

For \( h \neq 0 \), we obtain by summing the previous expression, using a telescoping sum and the relations \( z_0 = f(0), \ z_n = f(1), \) the formula
\[
(6.4) \quad \int_0^1 f(t)e(-ht)dt = -\frac{1}{2i\pi h}(f(1) - f(0)) + \frac{1}{2i\pi h\frac{\sin(\pi h/n)}{\pi h/n}} \sum_{j=0}^{n-1} (z_{j+1} - z_j)e\left(-\frac{h(j + \frac{1}{2})}{n}\right).
\]

We specialize this general formula to Kloosterman paths. Let \( p \) be a prime, \((a, b) \in F_p^\times \times F_p^\times\), and apply the formula above to \( n = p - 1 \) and the points
\[
z_j = \frac{1}{\sqrt{p}} \sum_{1 \leq x < j} e\left(\frac{ax + b\bar{x}}{p}\right), \quad 0 \leq j \leq p - 1.
\]

For \( h \neq 0 \), the \( h \)-th Fourier coefficient of \( K_p - tK_p(1) \) is the random variable on \( \Omega_p \) that maps \((a, b)\) to
\[
\frac{1}{2i\pi h -(\pi h/(p - 1))}e\left(-\frac{h}{2(p - 1)}\right) \frac{1}{\sqrt{p}} \sum_{x=1}^{p-1} e\left(\frac{ax + b\bar{x}}{p}\right)e\left(-\frac{hx}{p - 1}\right).
\]

Note that for fixed \( h \), we have
\[
e\left(-\frac{hx}{p - 1}\right) = e\left(-\frac{hx}{p}\right)e\left(\frac{hx}{p(p - 1)}\right) = e\left(-\frac{hx}{p}\right)(1 + O(p^{-1}))
\]
for all \( p \) and all \( x \) such that \( 1 \leq x \leq p - 1 \), hence
\[
\frac{1}{\sqrt{p}} \sum_{x=1}^{p-1} e\left(\frac{ax + b\bar{x}}{p}\right)e\left(-\frac{hx}{p - 1}\right) = Kl(a - h, b; p) + O\left(\frac{1}{\sqrt{p}}\right),
\]
where the implied constant depends on \( h \). Let
\[
\alpha_p(h) = \frac{\sin(\pi h/(p - 1))}{\pi h/(p - 1)}e\left(-\frac{h}{2(p - 1)}\right).
\]
Note that $|\alpha_p(h)| \leq 1$, so we can express the $h$-th Fourier coefficient as

$$\frac{1}{2i\pi h} \text{Kl}(a - h, b; p)\alpha_p(h) + O(p^{-1/2}),$$

where the implied constant depends on $h$.

Note further that the 0-th component of $\text{FT}(K_p)$ is $\text{Kl}(a, b; p)$. Since $\alpha_p(h) \to 1$ as $p \to +\infty$ for each fixed $h$, we deduce from Katz’s equidistribution theorem (Theorem 6.2.2) and from Lemma B.4.3 (applied to the vectors of Fourier coefficients at $h_1, \ldots, h_m$ for arbitrary $m \geq 1$) that $\text{FT}(K_p)$ converges in law to $\text{FT}(K)$ in the sense of finite distributions.

**Step 3. (Tightness of the Kloosterman paths)**

We now come to the second main step of the proof of Theorem 6.1.1: the fact that the sequence $(K_p)_p$ is tight. According to Kolmogorov’s Criterion (Proposition B.11.10), it is enough to find constants $C \geq 0$, $\alpha > 0$ and $\delta > 0$ such that, for all primes $p \geq 3$ and all $t$ and $s$ with $0 \leq s < t \leq 1$, we have

$$E_p(|K_p(t) - K_p(s)|^\alpha) \leq C|t - s|^{1+\delta}. \quad (6.5)$$

We denote by $\gamma \geq 0$ the real number such that

$$|t - s| = (p - 1)^{-\gamma}.$$

So $\gamma$ is larger when $t$ and $s$ are closer. The proof of (6.5) involves two different ranges.

First range. Assume that $\gamma > 1$ (that is, that $|t - s| < 1/(p - 1)$). In that range, we use the polygonal nature of the paths $x \mapsto K_p(x)$, which implies that

$$|K_p(t) - K_p(s)| \leq \sqrt{p - 1}|t - s| \leq \sqrt{|t - s|}$$

(since the “velocity” of the path is $(p - 1)/\sqrt{p} \leq \sqrt{p - 1}$). Consequently, for any $\alpha > 0$, we have

$$E_p(|K_p(t) - K_p(s)|^\alpha) \leq |t - s|^\alpha/2. \quad (6.6)$$

In the remaining ranges, we will use the discontinuous partial sums $\tilde{K}_p(t)$ instead of $K_p(t)$. To check that this is legitimate, note that

$$|\tilde{K}_p(t) - K_p(t)| \leq \frac{1}{\sqrt{p}}$$

for all primes $p \geq 3$ and all $t$. Hence, using Hölder’s inequality, we derive for $\alpha \geq 1$ the relation

$$E_p(|K_p(t) - K_p(s)|^\alpha) = E_p(|\tilde{K}_p(t) - \tilde{K}_p(s)|^\alpha) + O(p^{-\alpha/2})$$

$$= E_p(|\tilde{K}_p(t) - \tilde{K}_p(s)|^\alpha) + O(|t - s|^\alpha/2) \quad (6.7)$$

where the implied constant depends only on $\alpha$.

We take $\alpha = 4$. The following computation of the fourth moment is an idea that goes back to Kloosterman’s very first non-trivial estimate for individual Kloosterman sums.

We have

$$\tilde{K}_p(t) - \tilde{K}_p(s) = \frac{1}{\sqrt{p}} \sum_{n \in I} e\left(\frac{an + bn}{p}\right),$$

where $I$ is the discrete interval

$$(p - 1)s < n \leq (p - 1)t$$

of summation. The length of $I$ is

$$|(p - 1)t| - |(p - 1)s| \leq 2(p - 1)|t - s|$$
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since \((p - 1)|t - s| \geq 1\).

By expanding the fourth power, we get
\[
E_p(|\tilde{K}_p(t) - \tilde{K}_p(s)|^4) = \frac{1}{(p-1)^2} \sum_{(a,b) \in F_p^* \times F_p^*} \left| \frac{1}{\sqrt{p}} \sum_{(p-1)s < n \leq (p-1)t} e\left(\frac{an + bn}{p}\right) \right|^4
\]
\[
= \frac{1}{p^2(p-1)^2} \sum_{a,b} \sum_{n_1,\ldots,n_4 \in I} e\left(\frac{a(n_1 + n_2 - n_3 - n_4)}{p}\right) e\left(\frac{b(n_1 + n_2 - n_3 - n_4)}{p}\right).
\]

After exchanging the order of the sums, which “separates” the two variables \(a\) and \(b\), we get
\[
\frac{1}{p^2(p-1)^2} \sum_{n_1,\ldots,n_4 \in I} \left( \sum_{a \in F_p^*} e\left(\frac{a(n_1 + n_2 - n_3 - n_4)}{p}\right) \right) \left( \sum_{b \in F_p^*} e\left(\frac{b(n_1 + n_2 - n_3 - n_4)}{p}\right) \right).
\]

The orthogonality relations for additive character (namely the relation
\[
\frac{1}{p} \sum_{a \in F_p^*} e\left(\frac{ah}{p}\right) = \delta(h,0) - \frac{1}{p}
\]
for any \(h \in F_p\)) imply that
\[
E_p(|\tilde{K}_p(t) - \tilde{K}_p(s)|^4) = \frac{1}{(p-1)^2} \sum_{n_1,\ldots,n_4 \in I} 1 + O(\|I\|^3(p-1)^{-3}). \tag{6.8}
\]

Fix first \(n_1\) and \(n_2\) in \(I\) with \(n_1 + n_2 \neq 0\). Then if \((n_3, n_4)\) satisfy
\[
n_1 + n_2 = n_3 + n_4, \quad \bar{n}_1 + \bar{n}_2 = n_3 + n_4,
\]
the value of \(n_3 + n_4\) is fixed, and
\[
n_3n_4 = \frac{n_3 + n_4}{\bar{n}_1 + \bar{n}_2}
\]
(in \(F_p^\times\)) is also fixed. Hence there are at most two pairs \((n_3, n_4)\) that satisfy the equations for these given \((n_1, n_2)\). This means that the contribution of these \(n_1, n_2\) to (6.8) is \(\leq 2\|I\|^2(p-1)^{-2}\). Similarly, if \(n_1 + n_2 = 0\), the equations imply that \(n_3 + n_4 = 0\), and hence the solutions are determined uniquely by \((n_1, n_3)\). Hence the contribution is then \(\leq \|I\|^2(p-1)^{-2}\), and we get
\[
E_p(|\tilde{K}_p(t) - \tilde{K}_p(s)|^4) \ll \|I\|^2(p-1)^{-2} + \|I\|^3(p-1)^{-3} \ll |t - s|^2,
\]
where the implied constants are absolute. Using (6.7), this gives
\[
E_p(|K_p(t) - K_p(s)|^4) \ll |t - s|^2 \tag{6.9}
\]
with an absolute implied constant. Combined with (6.6) with \(\alpha = 4\) in the former range, this completes the proof of tightness.

**Final Step.** (Proof of Theorem 6.1.1) In view of Proposition B.11.8, the theorem follows directly from the results of Steps 2 and 3.

**Remark 6.2.5.** The proof of tightness uses crucially that we average over both \(a\) and \(b\) to reduce the problem to the count of the number of solutions of equations over \(F_p\) (see (6.8)). Since \(Kl(a, b; p) = Kl(ab; 1, p)\) for all \(a\) and \(b\) in \(F_p^\times\), it seems natural to try to prove an analogue of Theorem 6.1.1 when averaging only over \(a\), with \(b = 1\) fixed. The convergence of finite distributions extends, to that setting (since Theorem 6.2.2 holds for
any fixed $b$), but a proof of tightness is not currently known for fixed $b$. Using moment estimates (derived from Deligne’s Riemann Hypothesis) and the trivial bound

$$\left| \tilde{K}_p(t) - \tilde{K}_p(s) \right| \leq |t|p^{-1/2},$$

one can check that it is enough to prove a suitable estimate for the average over $a$ in the restricted range where

$$\frac{1}{2} - \eta \leq \gamma \leq \frac{1}{2} + \eta$$

for some fixed but arbitrarily small value of $\eta > 0$ (see [57, §3]). The next exercise illustrates this point.

**Exercise 6.2.6.** Assume $p$ is odd. Let $\Omega'_p = F_p^\times \times (F_p^\times)^2$, where $(F_p^\times)^2$ is the set of non-zero squares in $F_p^\times$. We denote by $K'_p(t)$ the random variable $K_p(t)$ restricted to $\Omega'_p$, with the uniform probability measure, for which $P'_p(\cdot)$ and $E'_p(\cdot)$ denote probability and expectation.

1. Prove that $\text{FT}(K'_p)$ converges to $\text{FT}(K)$ in the sense of finite distributions.
2. For $n \in F_p^\times$, prove that

$$\sum_{b \in (F_p^\times)^2} e\left(\frac{bn^2}{p}\right) = p - \frac{1}{2} \delta(n,0) + O(\sqrt{p})$$

where the implied constant is absolute. [**Hint:** Show that if $n \in F_p^\times$, we have

$$\left| \sum_{b \in F_p^\times} e\left(\frac{nb^2}{p}\right) \right| = \sqrt{p},$$

where the left-hand sum is known as a quadratic Gauss sum, see Example C.6.2 (1) and Exercise C.6.5.]

3. Deduce that if $|t - s| \geq 1/p$, then

$$E'_p(|K'_p(t) - K'_p(s)|^4) \ll \sqrt{p}|t - s|^3 + |t - s|^2$$

where the implied constant is absolute.

4. Using notation as in the proof of tightness for $K_p$, prove that if $\eta > 0$, $\alpha \geq 1$ and

$$\frac{1}{2} + \eta \leq \gamma \leq 1,$$

then

$$E'_p(|K'_p(t) - K'_p(s)|^{\alpha}) \ll |t - s|^{\alpha\eta} + |t - s|^{\alpha/2},$$

where the implied constant depends only on $\alpha$.

5. Prove that if $\eta > 0$ and

$$0 \leq \gamma \leq \frac{1}{2} - \eta,$$

then there exists $\delta > 0$ such that

$$E'_p(|K'_p(t) - K'_p(s)|^4) \ll |t - s|^{1+\delta},$$

where the implied constant depends only on $\eta$.

(5) Conclude that $(K'_p)$ converges in law to $K$ in $C([0,1])$. [**Hint:** It may be convenient to use the variant of Kolmogorov’s tightness criterion in Proposition B.11.11.]
6.3. Applications

We can use Theorem 6.1.1 to gain information on partial sums of Kloosterman sums. We will give two examples, one concerning large values of the partial sums, and the other dealing with the support of the Kloosterman paths, following [58].

Theorem 6.3.1. For $p$ prime and $A > 0$, let $M_p(A)$ and $N_p(A)$ be the events

$$M_p(A) = \left\{ (a, b) \in \mathbf{F}_p^\times \times \mathbf{F}_p^\times | \max_{1 \leq j \leq p-1} \frac{1}{\sqrt{p}} \left| \sum_{1 \leq n \leq j} e\left(\frac{an + b\overline{n}}{p}\right)\right| > A \right\},$$

$$N_p(A) = \left\{ (a, b) \in \mathbf{F}_p^\times \times \mathbf{F}_p^\times | \max_{1 \leq j \leq p-1} \frac{1}{\sqrt{p}} \left| \sum_{1 \leq n \leq j} e\left(\frac{an + b\overline{n}}{p}\right)\right| \geq A \right\}.$$

There exists a positive constant $c > 0$ such that, for any $A > 0$, we have

$$c^{-1} \exp(- \exp(cA)) \leq \liminf_{p \to +\infty} P_p(N_p(A)) \leq \limsup_{p \to +\infty} P_p(M_p(A)) \leq c \exp(- \exp(-cA)).$$

In particular, partial sums of normalized Kloosterman sums are unbounded (whereas the full normalized Kloosterman sums are always of modulus at most 2), but large values of partial sums are extremely rare.

Proof. The functions $t \mapsto K_p(a, b)(t)$ describe polygonal paths in the complex plane. Since the maximum modulus of a point on such a path is achieved at one of the vertices, it follows that

$$\max_{1 \leq j \leq p-1} \frac{1}{\sqrt{p}} \left| \sum_{1 \leq n \leq j} e\left(\frac{an + b\overline{n}}{p}\right)\right| = \|K_p(a, b)\|_\infty,$$

so that the events $M_p(A)$ are the same as $\{\|K_p\|_\infty > A\}$, and $N_p(A)$ is the same as $\{\|K_p\|_\infty \geq A\}$.

By Theorem 6.1.1 and composition with the norm map (Proposition B.3.1), the real-valued random variables $\|K_p\|_\infty$ converge in law to the random variable $\|K\|_\infty$, the norm of the random Fourier series $K$. By elementary properties of convergence in law, we have therefore

$$P(\|K\|_\infty > A) \leq \liminf_{p \to +\infty} P_p(N_p(A)) \leq \limsup_{p \to +\infty} P_p(M_p(A)) \leq P(\|K\|_\infty \geq A).$$

So the problem is reduced to questions about the limiting random Fourier series.

We first consider the upper-bound. Here it suffices to prove the existence of a constant $c > 0$ such that

$$P(\|\text{Im}(K)\|_\infty > A) \leq c \exp(- \exp(-cA)),$$

$$P(\|\text{Re}(K)\|_\infty > A) \leq c \exp(- \exp(-cA)).$$

We will do this for the real part, since the imaginary part is very similar and can be left as an exercise. The random variable $R = \text{Re}(K)$ takes values in the separable real Banach space $C_{\mathbf{R}}([0, 1])$ of real-valued continuous functions on $[0, 1]$. It is almost surely the sum of the random Fourier series

$$R = \sum_{h \geq 0} \varphi_h Y_h,$$

where $\varphi_h \in C_{\mathbf{R}}([0, 1])$ and the random variables $Y_h$ are defined by

$$\varphi_0(t) = 2t, \quad Y_0 = \frac{1}{2}ST_0,$$

$$\varphi_h(t) = \frac{\sin(2\pi ht)}{8\pi h}, \quad Y_h = \frac{1}{4}(ST_h + ST_{-h}) \text{ for } h \geq 1.$$
We note that the random variables \((Y_h)\) are independent, that \(|Y_h| \leq 1\) (almost surely) for all \(h\). We can then apply the bound of Proposition B.11.13 (1) to conclude.

We now prove the lower bound. It suffices to prove that there exists \(c > 0\) such that
\[
P(|\text{Im}(K(1/2))| > A) \geq c^{-1} \exp(-\exp(cA)),
\]
(6.10)
since this implies that
\[
P(\|K\|_\infty > A) \geq c^{-1} \exp(-\exp(cA)).
\]

We have
\[
\text{Im}(K(1/2)) = -\frac{1}{2\pi} \sum_{h \neq 0} \frac{\cos(\pi h) - 1}{h} \text{ST}_h = \frac{1}{\pi} \sum_{h \geq 1} \frac{1}{h} \text{ST}_h,
\]
which is a series which converges almost surely in \(\mathbb{R}\) with independent terms, and where \(\frac{1}{\pi} \text{ST}_h\) is symmetric and \(\leq 1\) in absolute value for all \(h\). Thus the bound
\[
P(|\text{Im}(K(1/2))| > A) \geq c^{-1} \exp(-\exp(cA))
\]
for some \(c > 0\) follows immediately from Proposition B.11.13 (2). \(\square\)

Remark 6.3.2. In the lower bound, the point 1/2 could be replaced by any \(t \in ]0, 1[\) for the imaginary part, and one could also use the real part and any \(t\) such that \(t \notin \{0, 1/2, 1\}\); the symmetry of the Kloosterman paths with respect to the line \(x = \frac{1}{2} \text{Kl}(a, b, p)\) shows that the real part of \(K_p(a, b)(1/2)\) is \(\frac{1}{2} \text{Kl}(a, b, p)\), which is a real number between \(-1\) and \(1\).

For our second application, we compute the support of the random Fourier series \(K\).

Theorem 6.3.3. The support of the law of \(K\) is the set of all \(f \in C_0([0, 1])\) such that
\begin{enumerate}
\item We have \(f(0) \in [-2, 2]\).
\item For all \(h \neq 0\), we have \(\tilde{f}(h) \in i\mathbb{R}\) and \(|\tilde{f}(h)| \leq \frac{1}{\pi|h|}\).
\end{enumerate}
**Proof.** Denote by $S$ the set described in the statement. Then $S$ is closed in $C([0,1])$, since it is the intersection of closed sets. By Theorem 6.1.1, a sample function $f \in C([0,1])$ of the random process $K$ is almost surely given by a series

$$f(t) = \alpha_0 t + \sum_{h \neq 0} \frac{e(ht) - 1}{2\pi ih} \alpha_h$$

that is uniformly convergent in the sense of symmetric partial sums, for some real numbers $\alpha_h$ such that $|\alpha_h| \leq 2$. We have $\tilde{f}(0) = f(1) \in [-2,2]$, and the uniform convergence implies that for $h \neq 0$, we have

$$\tilde{f}(h) = \frac{\alpha_h}{2i\pi h},$$

so that $f$ certainly belongs to $S$. Consequently, the support of $K$ is contained in $S$.

We now prove the converse inclusion. By Lemma B.3.2, the support of $K$ contains the set of continuous functions with uniformly convergent (symmetric) expansions

$$t\alpha_0 + \sum_{h \neq 0} \frac{e(ht) - 1}{2\pi ih} \alpha_h$$

where $\alpha_h \in [-2,2]$ for all $h \in \mathbb{Z}$. In particular, since 0 belongs to the support of the Sato-Tate measure, $S$ contains all finite sums of this type.

Let $f \in S$ and put $g(t) = f(t) - tf(1)$. We have

$$f(t) - tf(1) = \lim_{N \to +\infty} \sum_{|h| \leq N} \tilde{g}(h)e(ht) \left(1 - \frac{|h|}{N}\right),$$

in $C_0([0,1])$, by the uniform convergence of Cesàro means of the Fourier series of a continuous periodic function ([91, III, th. 3.4]). Evaluating at 0 and subtracting yields

$$f(t) = tf(1) + \lim_{N \to +\infty} \sum_{|h| \leq N, h \neq 0} \tilde{f}(h)(e(ht) - 1) \left(1 - \frac{|h|}{N}\right)$$

$$= tf(1) + \lim_{N \to +\infty} \sum_{|h| \leq N, h \neq 0} \frac{\alpha_h}{2i\pi h}(e(ht) - 1) \left(1 - \frac{|h|}{N}\right)$$

in $C([0,1])$, where $\alpha_h = 2i\pi h \tilde{f}(h)$ for $h \neq 0$. Then $\alpha_h \in \mathbb{R}$ and $|\alpha_h| \leq 2$ by the assumption that $f \in S$, so each function

$$tf(1) + \sum_{|h| \leq N, h \neq 0} \frac{e(ht) - 1}{2\pi ih} \alpha_h \left(1 - \frac{|h|}{N}\right),$$

belongs to the support of $K$. Since the support is closed, we conclude that $f$ also belongs to the support of $K$. \qed

The support of $K$ is an interesting set of functions. Testing whether a function $f \in C_0([0,1])$ belongs to it, or not, is straightforward if the Fourier coefficients of $f$ are known, but the arithmetic consequences arising from a positive (or negative) answer, by Lemma B.3.2, make the question interesting for various concretely given functions. In particular, since 0 clearly belongs to the support of $K$, we get:
Corollary 6.3.4. For any \( \epsilon > 0 \), we have
\[
\liminf_{p \to +\infty} \frac{1}{(p-1)^2} \left\{ (a, b) \in \mathbb{F}_p^\times \times \mathbb{F}_p^\times \mid \max_{0 \leq j \leq p-1} \left| \frac{1}{\sqrt{p}} \sum_{1 \leq x \leq j} e\left(\frac{ax + b\bar{x}}{p}\right)\right| < \epsilon \right\} > 0.
\]

We refer to [58] for further examples of functions belonging (or not) to the support of \( K \), and we highlight one currently open question: does there exist a function \( f \) in the support of \( K \) such that is a “space-filling” curve, e.g., such that \( f([0,1]) \) has non-empty interior?

6.4. Further topics

[Further references: Iwaniec and Kowalski [38, Ch. 11], Kowalski and Sawin [57, 58].]
Further topics

We explained at the beginning of this book that we would restrict our focus on a certain special type of results in probabilistic number theory: convergence in law of arithmetically defined sequences of random variables. In this chapter, we will quickly survey – with proper references – some important and beautiful results that either do not exactly fit our precise setting, or require rather deeper tools than we wished to assume, or could develop from scratch.

7.1. Equidistribution modulo 1

We have begun this book with the motivating “founding” example of the Erdős-Kac Theorem, which is usually interpreted as the first result in probabilistic number theory. However, one could arguably say that at the time when this was first proved, there already existed a substantial theory that is really part of probabilistic number theory in our sense, namely the theory of equidistribution modulo 1, due especially to Weyl [90]. Indeed, this concerns originally the study of the fractional parts of various sequences \((x_n)_{n\geq 1}\) of real numbers, and the fact that in many cases, including many when \(x_n\) has some arithmetic meaning, the fractional parts become equidistributed in \([0,1]\) with respect to the Lebesgue measure.

We now make this more precise in probabilistic terms. For a real number \(x\), we will denote by \(\langle x \rangle\) the fractional part of \(x\), namely the unique real number in \([0,1]\) such that \(x - \langle x \rangle \in \mathbb{Z}\). We can identify this value with the point \(e(x) = e^{2i\pi x}\) on the unit circle, or with its image in \(\mathbb{R}/\mathbb{Z}\), either of which might be more convenient. Given a sequence \((x_n)_{n\geq 1}\) of real numbers, we define random variables \(S_N\) on \(\Omega_N = \{1,\ldots,N\}\) (with uniform probability measure) by

\[S_N(n) = \langle x_n \rangle.\]

Then the sequence \((x_n)_{n\geq 1}\) is said to be equidistributed modulo 1 if the random variables \(S_N\) converge in law to the uniform probability measure \(dx\) on \([0,1]\), as \(N \to +\infty\).

Among other things, Weyl proved the following results (the second of which considers sequences with values in \(\mathbb{R}^d\) for some \(d \geq 1\), and generalizes an earlier work of Kronecker).

**Theorem 7.1.1.** (1) Let \(P \in \mathbb{R}[X]\) be a polynomial of degree \(d \geq 1\) with leading term \(\xi X^d\) where \(\xi \notin \mathbb{Q}\). Then the sequence \((P(n))_{n\geq 1}\) is equidistributed modulo 1.

(2) Let \(k \geq 1\) be an integer, and let \(\xi = (\xi_1,\ldots,\xi_d) \in (\mathbb{R}/\mathbb{Z})^d\). The closure \(T\) of the set \(\{n\xi \mid n \in \mathbb{Z}\} \subset (\mathbb{R}/\mathbb{Z})^d\) is a compact subgroup of \((\mathbb{R}/\mathbb{Z})^d\) and the \(T\)-valued random variables on \(\Omega_N\) defined by

\[K_N(n) = n\xi\]

converge in law as \(N \to +\infty\) to the uniform probability Haar measure on \(T\).

The second property is the same as Theorem B.6.5, (1). We sketch partial proofs of the first property, which is surprisingly elementary, given the Weyl Criterion (Theorem B.6.3). We will proceed by induction on the degree \(d \geq 1\) of the polynomial \(P \in \mathbb{R}[X]\), using a

---

1 A more standard notation would be \(\{x\}\), but this clashes with the notation used for set constructions.
Rather clever trick for this purpose. We may assume that $P(0) = 0$ (as the reader should check). If $d = 1$, then $P = \xi X$ for some real numbers $\xi$ and $\beta$, and $P(n) = n\xi$; the assumption is that $\xi$ is irrational, and the result then follows from the 1-dimensional case of the second part, as explained in Example B.6.6.

Suppose that $d = \deg(P) \geq 2$ and that the statement is known for polynomials of smaller degree. We use the following:

**Lemma 7.1.2.** Let $(x_n)_{n \geq 1}$ be a sequence of real numbers. Suppose that for any integer $h \neq 0$, the sequence $(x_{n+h} - x_n)$ is equidistributed modulo 1. Then $(x_n)$ is equidistributed modulo 1.

**Sketch of the proof.** We leave this as an exercise to the reader; the key step is to use the following very useful inequality of van der Corput: for any integer $N \geq 1$, for any family $(a_n)_{1 \leq n \leq N}$ of complex numbers, and for any integer $H \geq 1$, we have

$$\left| \sum_{n=1}^{N} a_n \right|^2 \leq \left( 1 + \frac{N+1}{H} \right) \sum_{|h|<H} \left( 1 - \frac{|h|}{H} \right) \sum_{1 \leq n \leq N \atop 1 \leq n+h \leq N} a_{n+h} \bar{a}_n.$$  

We also leave the proof of this inequality as an exercise.

In the special case of $K_N(n) = \langle P(n) \rangle$, this means that we have to consider auxiliary sequences $K'_N(n) = \langle P(n+h) - P(n) \rangle$, which corresponds to the same problem for the polynomials

$$P(X + h) - P(X) = \xi(X + h)^d - \xi X^d + \cdots = d\xi X^{d-1} + \cdots$$

Since these polynomials have degree $d - 1$, and leading coefficient $d\xi \notin \mathbb{Q}$, the induction hypothesis applies to prove that the random variables $K'_N$ converge to the Lebesgue measure. By the lemma, so does $K_N$.

**Remark 7.1.3.** The reader might ask what happens in Theorem B.6.3 if we replace the random variables $K_N$ on $\Omega_N$ by random variables on $\tilde{\Omega}_N = \{ p \leq N \}$, the set of primes $\leq N$? The answer is that the same properties hold – for both assertions, we have the same limit in law, under the same conditions on the polynomial for the first one. The proofs are quite a bit more involved however, and depend on Vinogradov’s fundamental insight on the “bilinear” nature of the prime numbers. We refer to [38, 13.5, 21.2] for an introduction.

**Exercise 7.1.4.** Suppose that $0 < \alpha < 1$. Prove that the sequence $(\langle n^\alpha \rangle)_{n \geq 1}$ is equidistributed modulo 1.

Even in situations where equidistribution modulo 1 holds, there remain many fascinating and widely-open questions when one attempts to go “beyond” equidistribution to understand fluctuations and variations that lie deeper. One of the best known problem in this area is that of the distribution of the gaps in a sequence that is equidistributed modulo 1.

Thus let $(x_n)_{n \geq 1}$ be a sequence in $\mathbb{R}/\mathbb{Z}$ that is equidistributed modulo 1. For $N \geq 1$, consider the set of the first values

$$\{ x_1, \ldots, x_N \}$$

of the sequence. The complement in $\mathbb{R}/\mathbb{Z}$ of these points is a disjoint union of “intervals” (in $[0,1]$, all but one of them are literally sub-intervals, and the last one “wraps-around”). The number of these intervals is $\leq N$ (there might indeed be less than $N$, since some of
the values $x_i$ might coincide). The question that arises is: what is the distribution of the lengths of these gaps? Stated in a different way, the intervals in question are the connected components of $R/Z - \{x_1, \ldots, x_N\}$, and we are interested in the Lebesgue measure of these connected components.

Let $\Omega_N$ be the set of the intervals in $R/Z - \{x_1, \ldots, x_N\}$, with uniform probability measure. We define random variables by

$$G_N(I) = N \text{length}(I)$$

for $I \in \Omega_N$. Note that the average gap is going to be about $1/N$, so that the multiplication by $N$ leads to a natural normalization where the average of $G_N$ is about 1.

In the case of purely random points located in $S^1$ independently at random, a classical probabilistic result is that the analogue random variables converge in law to an exponential random variable $E$ on $[0, +\infty)$, i.e., a random variable such that

$$\Pr(a < E < b) = \int_a^b e^{-x} dx$$

for any non-negative real numbers $a < b$. This is also called the “Poisson” behavior. For any (deterministic, for instance, arithmetic) sequence $(x_n)$ that is equidistributed modulo 1, one can then enquire whether a similar distribution will arise.

Already the special case of the sequence $(\langle n\xi \rangle)$, for a fixed irrational number $\xi$, leads to a particularly nice and remarkable answer, the “three gap theorem” (conjectured by Steinhaus and first proved by Sós [83]). This says that there are at most three distinct gaps between the fractional parts $\langle n\xi \rangle$ for $1 \leq n \leq N$, independently of $N$ and $\xi \notin Q$. Although this is in some sense unrelated to our main interests (there is no probabilistic limit theorem here!) we will indicate in Exercise 7.1.5 the steps that lead to a recent proof due to Marklof and Strömbergsson [64]. It is rather modern in spirit, as it depends on the use of lattices in $R^2$, and especially on the space of lattices.

Very little is known in other cases, but numerical experiments are often easy to perform and lead at least to various conjectural statements. We refer to [?] for a survey. For instance, let $0 < \alpha < 1$ be fixed and put $x_n = \langle n^\alpha \rangle$. By Exercise 7.1.4, the sequence $(x_n)_{n \geq 1}$ is equidistributed modulo 1. In this case, it is expected that $G_N$ should have the exponential limiting behavior for all $\alpha$ except for $\alpha = \frac{1}{2}$. Remarkably, this exceptional case is the only one where the answer is known! This is a result of Elkies and McMullen that we will discuss below in Section 7.7.

**Exercise 7.1.5.** Throughout this exercise, we fix an irrational number $\xi \notin Q$.

1. For $g \in SL_2(R)$ and $0 \leq t < 1$, show that

$$\phi(g, t) = \inf \{ y > 0 \mid \text{there exists } x \text{ such that } -t < x \leq 1 - t \text{ and } (x, y) \in \mathbb{Z}^2 g \}$$

exists. Show that the function $\phi$ that it defines satisfies $\phi(\gamma g, t) = \phi(g, t)$ for all $\gamma \in SL_2(\mathbb{Z})$.

2. Let $N \geq 1$ and $1 \leq n \leq N$. Prove that the gap between $\langle n\xi \rangle$ and the “next” element of the set

$$\{ \langle \xi \rangle, \ldots, \langle N\xi \rangle \}$$

(i.e., the one in “clockwise order”) is equal to

$$\frac{1}{N} \phi\left( g_N, \frac{n}{N} \right).$$
where
\[ g_N = \begin{pmatrix} 1 & \xi \\ 0 & 1 \end{pmatrix} \begin{pmatrix} N^{-1} & 0 \\ 0 & N \end{pmatrix} \in \text{SL}_2(\mathbb{R}). \]

(3) Let \( g \in \text{SL}_2(\mathbb{R}) \) be fixed. Consider the set
\[ A_g = g\mathbb{Z}^2 \cap [-1, 1[ \times ]0, +\infty[. \]
Show that there exists \( a = (x_1, y_1) \in A \) with \( y_1 > 0 \) minimal.

(4) Show that either there exists \( b = (x_2, y_2) \in A \), not proportional to \( a \), with \( y_2 \) minimal, or \( \varphi(g, t) = y_1 \) for all \( t \).

(5) Assume that \( y_2 > y_1 \). Show that \( (a, b) \) is a basis of the lattice \( g\mathbb{Z}^2 \subset \mathbb{R}^2 \), and that \( x_1 \) and \( x_2 \) have opposite signs. Let
\[ I_1 = [0, 1[ \cap ]-x_1, 1 - x_1], \quad I_2 = [0, 1[ \cap ]-x_2, 1 - x_2]. \]
Prove that
\[ \varphi(g, t) = \begin{cases} y_2 & \text{if } t \in I_1 \\ y_1 & \text{if } t \in I_2, \ t \notin I_1 \\ y_1 + y_2 & \text{otherwise}. \end{cases} \]

(6) If \( y_2 = y_1 \), show that \( t \mapsto \varphi(g, t) \) takes at most three values by considering similarly \( a' = (x_1', y_1') \in A \) with \( x_1' \geq 0 \) minimal, and \( b' = (x_2', y_2') \) with \( x_2' < 0 \) maximal.

### 7.2. Roots of polynomial congruences and the Chinese Remainder Theorem

One case of equidistribution modulo 1 deserves mention since it involves some interesting philosophical points, and has been the subject of a number of important works.

Let \( f \) be a fixed integral monic polynomial of degree \( d \geq 1 \). For any integer \( q \geq 1 \), the number \( \varrho_f(q) \) of roots of \( f \) modulo \( q \) is finite, and the function \( \varrho_f \) is multiplicative (by the Chinese Remainder Theorem); moreover it is elementary that the set \( M_f \) of integers \( q \geq 1 \) such that \( \varrho_f(q) \geq 1 \) is infinite. On the other hand, we always have \( \varrho_f(p) \leq d \), so \( \varrho_f(q) \leq d^{2(q)} \) at least when \( q \) is squarefree.

**Exercise 7.2.1.** Prove that \( M_f \) is infinite. *[Hint: It suffices to check this for the set of primes \( p \) such that \( \varrho_f(p) \geq 1 \) is infinite; assuming that it is not, show that the set of values \( f(n) \) for \( n \geq 1 \) would be “too small.”]*

The question is then: is it true that the fractional parts \( \langle a/q \rangle \) of the roots \( a \in \mathbb{Z}/q\mathbb{Z} \) of \( f \) modulo \( q \), when \( \varrho_f(q) \geq 1 \), become equidistributed modulo 1?

This problem admits a number of variants, and the deepest is undoubtedly the case of equidistribution of \( \langle a/p \rangle \) when the modulus \( p \) is restricted to be a prime number. Indeed, it is only when \( d = 2 \) and \( f \) is irreducible that the equidistribution of roots modulo primes has been proven, first by Duke–Friedlander–Iwaniec [17] for \( f \) of degree 2 with negative discriminant, and by Toth [88] for polynomials with positive discriminant, i.e., with two real roots.

When all moduli \( q \) are taken into account, on the other hand, one can prove equidistribution for any irreducible polynomial, as was first done by Hooley [36]. However, although this might be considered as giving evidence to the stronger statement modulo primes, it turns out that this result has in fact almost nothing to do with roots of polynomials!

More precisely, Kowalski and Soundararajan [59] show that equidistribution holds for the fractional parts of elements of sets modulo \( q \) obtained by the Chinese Remainder
Theorem, starting from subsets $A_p$ of $\mathbb{Z}/p\mathbb{Z}$, under the sole condition that $A_p$ should have at least two elements for a positive proportion of the primes.

In other words, let $A_p \subset \mathbb{Z}/p\mathbb{Z}$ be an arbitrary subset for all primes $p$, and define $A_q \subset \mathbb{Z}/q\mathbb{Z}$ for $q$ squarefree to be the set of $x \pmod{q}$ such that $x \pmod{p} \in A_p$ for all primes $p | q$. If $q$ is not squarefree, put $A_q = \emptyset$ for simplicity. Define $g(q) = |A_q|$, which is a multiplicative function, and let $\Omega$ be the set of $q \geq 1$ squarefree such that $A_q$ is not-empty. For any $q \in \Omega$, let $\Delta_q$ be the probability measure on $\mathbb{R}/\mathbb{Z}$ which is the image of the uniform probability measure on $A_q$ by the map $a \mapsto \langle \frac{a}{q} \rangle$. Then [59, Th. 1.1] implies that:

**Theorem 7.2.2.** Suppose that there exists $\alpha > 0$ such that

$$
\sum_{\substack{p \leq Q \\ e(p) \geq 2}} 1 \geq \alpha \pi(Q)
$$

for all $Q$ large enough. Let $N(Q)$ be the number of $q \leq Q$ such that $A_q$ is not empty. Then the probability measures

$$
\frac{1}{N(Q)} \sum_{q \leq Q} \Delta_q
$$

converge to the uniform measure on $\mathbb{R}/\mathbb{Z}$.

**Example 7.2.3.** Let $f \in \mathbb{Z}[X]$ be monic and without repeated roots. If $\deg(f) \geq 2$, then this theorem applies to the case where $A_p$ is the set of roots of $f$ modulo $p$, because a basic theorem of algebraic number theory (the Chebotarev Density Theorem) implies that there is a positive proportion of primes $p$ for which $f$ has $\deg(f) \geq 2$ distinct roots in $\mathbb{Z}/p\mathbb{Z}$. However, the theorem shows that we can replace $A_p$ by any other subset $A'_p$ of $\mathbb{Z}/p\mathbb{Z}$ with the same cardinality, without changing the conclusion concerning the fractional parts modulo all $q$, whereas (of course) we could select $A'_p$ in such a way that there is no equidistribution modulo primes, in the sense that the measures

$$
\frac{1}{P(Q)} \sum_{\substack{p \leq Q \\ p \in \Omega}} \Delta_p
$$

do not converge to the uniform measure, where $P(Q)$ is the number of primes $p \leq Q$ in $\Omega$.

**Remark 7.2.4.** In fact, Theorem 7.2.2 does not correspond exactly to the setting considered in [36], which concerns (implicitly) the slightly different probability measures

(7.1)

$$
\frac{1}{M(Q)} \sum_{\substack{q \leq Q \\ q \in \Omega}} g(q) \Delta_q
$$

where

$$
M(Q) = \sum_{q \leq Q} g(q).
$$

Interestingly, these two ways of making precise the idea of equidistribution modulo $q$ are not equivalent: it is shown in [59, Prop. 2.8] that there exist choices of subsets $(A_p)$ to which Theorem 7.2.2 applies, but for which the measures (7.1) do not converge to the uniform measure.
7.3. Gaps between primes

The Prime Number Theorem

\[ \pi(x) \sim \frac{x}{\log x} \]

indicates that the average gap between successive prime numbers of size \( x \) is about \( \log x \).

A natural problem, especially in view of the many conjectures that exist concerning the distribution of primes (such as the Twin Prime conjecture), is to understand the distribution of these gaps.

One way to do this, which is consistent with our general framework, is the following. For any integer \( N \geq 1 \), we define the probability space \( \Omega_N \) to be the set of integers \( n \) such that \( 1 \leq n \leq N \) (as in Chapter 2), with the uniform probability measure. Fix \( \lambda > 0 \). We then define the random variables

\[ G_{\lambda,N}(n) = \pi(n + \lambda \log n) - \pi(n) \]

which measures how many primes exist in the interval starting at \( n \) of length equal to \( \lambda \) times the average gap.

A precise conjecture exists concerning the limiting behavior of \( G_{\lambda,N} \) as \( N \to +\infty \):

**Conjecture 7.3.1.** The sequence \((G_{\lambda,N})_N\) converges in law as \( N \to +\infty \) to a Poisson random variable with parameter \( \lambda \), i.e., for any integer \( r \geq 0 \), we have

\[ P_N(G_{\lambda,N} = r) \to e^{-\lambda} \frac{\lambda^r}{r!}. \]

To the author’s knowledge, this conjecture first appears in the work of Gallagher [30], who in fact proved that it would follow from a suitably uniform version of the famous Hardy-Littlewood \( k \)-tuple conjecture. (Interestingly, the same assumption would imply also a generalization of Conjecture 7.3.1 where one considers suitably normalized gaps between simultaneous prime values of a family of polynomials, e.g., between twin primes; see [51], where Gallagher’s argument is presented in a probabilistic manner very much in the style of this book).

Part of the interest of Conjecture 7.3.1 is that the distribution obtained for the gaps is exactly what one expects from “purely random” sets.

TODO

7.4. Moments of \( L \)-functions

TODO

7.5. Deligne’s Equidistribution Theorem

TODO

7.6. Cohen-Lenstra heuristics

In this section, we will assume some basic knowledge concerning algebraic number theory. We refer, for instance, to the book [37] of Ireland and Rosen for an elementary introduction to this subject, in particular to [37, Ch. 12].

Beginning with a famous paper of Cohen and Lenstra [16], there is by now an impressive body of work concerning the limiting behavior of certain arithmetic measures of a rather different nature than all those we have described up to now. For these, the underlying arithmetic objects are families of number fields of certain kinds, and the random variables of interest are given by the *ideal class groups* of the number fields, or some
invariants of the ideal class groups, such as their \( p \)-primary subgroups (recall that, as a finite abelian group, the ideal class group \( C \) of a number field \( K \) can be represented as a direct product of groups of order a power of \( p \), which are zero for all but finitely many \( p \)).

The basic idea of Cohen and Lenstra is that the ideal class groups, in suitable families, should behave (in general) in such a way that a given finite abelian group \( C \) appears as an ideal class group with “probability” proportional to the inverse \( \frac{1}{\text{Aut}(C)} \) of the order of the automorphism group of \( C \), so that for instance, obtaining a group of order \( p^2 \) of the form \( \mathbb{Z}/p\mathbb{Z} \times \mathbb{Z}/p\mathbb{Z} \), with automorphism group of size about \( p^4 \), is much more unlikely than obtaining the cyclic group \( \mathbb{Z}/p^2\mathbb{Z} \), which has automorphism group of size \( p^2 - p \).

Imaginary quadratic fields provide a first basic (and still very open!) special case. Using our way of presenting probabilistic number theory, one could define the finite probability spaces \( \Omega_D \) of negative “fundamental discriminants” \(-d\) (that is, either \(-d\) is a squarefree integer congruent to 3 modulo 4, or \(-d = 4\delta\) where \(\delta\) is squarefree and congruent to 1 or 2 modulo 4) with 1 \( \leqslant d \leqslant D \) and the uniform probability measure, and one would define for each \( D \) and each prime \( p \) a random variable \( P_{p,D} \) taking values in the set \( A_p \) of isomorphism classes of finite abelian groups of order a power of \( p \), such that \( P_{p,D}(-d) \) is the \( p \)-part of the class group of \( \mathbb{Q}(\sqrt{-d}) \). One of the conjectures (“heuristics”) of Cohen and Lenstra is that if \( p \geqslant 3 \), then \( P_{p,D} \) should converge in law as \( D \to +\infty \) to the probability measure \( \mu_p \) on \( A_p \) such that

\[
\mu_p(A) = \frac{1}{Z_p} \frac{1}{\text{Aut}(A)}
\]

for any group \( A \in A_p \), where \( Z_p \) is the constant required to make the measure thus defined a probability measure (the existence of this measure – in other words, the convergence of the series defining \( Z_p \) – is something that of course requires a proof).

Very few unconditional results are known towards these conjectures, and progress often requires significant ideas. There has however been striking progress by Ellenberg, Venkatesh and Westerland [20] in some analogue problems for quadratic extensions of polynomial rings over finite fields, where geometric methods make the problem more accessible, and in fact allow the use of essentially topological ideas.

### 7.7. Ratner theory

Although all the results that we have described up to now are beautiful and important, maybe the most remarkably versatile tool that can be considered to lie within our chosen context is Ratner theory, named after the fundamental work of M. Ratner [72]. We lack the expertise to present anything more than a few selected statements of applications of this theory; we refer to the survey of É. Ghys [31] and to the book of Morris [66] for an introduction (Section 1.4 of that book list more applications of Ratner Theory), and to that of Einsiedler and Ward [18] for background results on ergodic theory and dynamical systems (some of which also have remarkable applications in number theory, and are very much in the spirit of these notes).

We now illustrate the remarkable consequences of this theory with the beautiful result of Elkies and McMullen [19] which was already mentioned in Section 7.1. We consider the sequence of fractional parts of \( \sqrt{n} \) for \( n \geqslant 1 \) (viewed as elements of \( \mathbb{R}/\mathbb{Z} \)). As in the previous section, for any integer \( N \geqslant 1 \), we define the space \( \Omega_N \) to be the set of connected components of \( \mathbb{R}/\mathbb{Z} = \{ (1), \ldots, (\sqrt{N}) \} \), with uniform probability measure, and we define random variables on \( \Omega_N \) by

\[
G_N(I) = N\text{length}(I).
\]
Elkies and McMullen found the limiting distribution of $G_N$ as $N \to +\infty$. It is a very non-generic probability measure on $\mathbb{R}$!

**Theorem 7.7.1 (Elkies–McMullen).** As $N \to +\infty$, the random variables $G_N$ converge in law to a random variable on $[0, +\infty[$ with probability law $\mu_{\text{EM}} = \frac{2}{\pi} f(x) dx$, where $f$ is continuous, analytic on the intervals $[0, 1/2]$, $[1/2, 2]$ and $[2, +\infty[$, is not of class $C^3$, and satisfies $f(x) = 1$ if $0 \leq x \leq 1/2$.

This is [19, Th. 1.1]. The restriction of the density $f$ to the two intervals $[1/2, 2]$ and $[2, +\infty[$ can be written down explicitly and it is an “elementary” function. For instance, if $1/2 \leq x \leq 2$, then let $r = \frac{1}{2} x^{-1}$ and

$$
\psi(r) = \arctan \left( \frac{2r - 1}{\sqrt{4r - 1}} \right) - \arctan \left( \frac{1}{\sqrt{4r - 1}} \right);
$$

we then have

$$
f(x) = \frac{2}{3} (4r - 1)^{3/2} \psi(r) + (1 - 6r) \log r + 2r - 1
$$

(see [19, (3.53)]).

We give the barest outline of the proof, in order to simply point out what kind of results are meant by Ratner Theory. The paper of Elkies and McMullen also gives a detailed and highly readable introduction to this area.

The proof studies the gap distribution by means of the function $L_N$ defined for $x \in \mathbb{R}/\mathbb{Z}$ so that $L_N(x)$ is the measure of the gap interval containing $x$ (with $L_N(x) = 0$ if $x$ is one of the boundary points of the gap intervals for $(\sqrt{1}, \ldots, \sqrt{N})$). We can then check that for $t \in \mathbb{R}$, the total measure in $\mathbb{R}/\mathbb{Z}$ of the points lying in an interval of length $< t$, which is equal to the Lebesgue measure

$$
\mu(\{x \in \mathbb{R}/\mathbb{Z} \mid L_N(x) < t\}),
$$

is given by

$$
\int_0^t t d(\mathbb{P}(G_N < t)) = t \mathbb{P}(G_N < t) - \int_0^t \mathbb{P}(G_N < t) dt.
$$

Concretely, this means that it is enough to understand the limiting behavior of $L_N$ in order to understand the limit gap distribution. Note that there is nothing special about the specific sequence considered in that part of the argument.

Fix $t \geq 0$. The key insight that leads to questions involving Ratner theory is that if $N$ is a square of an integer, then the probability

$$
\mu(\{x \in \mathbb{R}/\mathbb{Z} \mid L_N(x) < t\})
$$

can be shown (asymptotically as $N \to +\infty$) to be very close to the probability that a certain affine lattice $\Lambda_{N,x}$ in $\mathbb{R}^2$ intersects the triangle $\Delta_t$ with vertices $(0, 0)$, $(1, 0)$ and $(0, 2t)$ (with area $t$). The lattice has the form $\Lambda_{N,x} = g_{N,x} \cdot \mathbb{Z}^2$, for some (fairly explicit) affine transformation $g_{N,t}$.

Let $\text{ASL}_2(\mathbb{R})$ be the group of affine transformations

$$
z \mapsto z_0 + g(z)
$$

of $\mathbb{R}^2$ whose linear part $g \in \text{GL}_2(\mathbb{R})$ has determinant 1, and $\text{ASL}_2(\mathbb{Z})$ the subgroup of those affine transformations of determinant 1 where both the translation term $z_0$ and the linear part have coefficients in $\mathbb{Z}$. Then the lattices $\Lambda_{N,x}$ can be interpreted as elements of the quotient space

$$
M = \text{ASL}_2(\mathbb{Z}) \setminus \text{ASL}_2(\mathbb{R})
$$
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which parameterizes affine lattices $\Lambda \subset \mathbb{R}^2$ with $\mathbb{R}^2/\Lambda$ of area 1. This space admits a unique probability measure $\tilde{\mu}$ that is invariant under the right action of $\text{ASL}_2(\mathbb{R})$ by multiplication.

Now we have, for each $N \geq 1$, a probability measure $\mu_N$ on $M$, namely the law of the random variable $\mathbb{R}/\mathbb{Z} \to M$ defined by $x \mapsto \Lambda_{N,x}$. What Ratner Theory provides is a very powerful set of tools to prove that certain probability measures on $M$ (or on similar spaces constructed with groups more general than $\text{ASL}_2(\mathbb{R})$ and suitable quotients) are equal to the canonical measure $\tilde{\mu}$. This is applied, essentially, to all possible limits of subsequences of $(\mu_N)$, to show that these must coincide with $\tilde{\mu}$, which leads to the conclusion that the whole sequence converges in law to $\tilde{\mu}$. It then follows that

$$\mu(\{x \in \mathbb{R}/\mathbb{Z} \mid \mathbb{L}_N(x) \subset t\}) \to \tilde{\mu}(\{\Lambda \in M \mid M \cap \Delta_t \neq \emptyset\}).$$

The gives, in principle, an explicit form of the gap distribution. To compute it exactly is an “exercise” in euclidean geometry – which is by no means easy!

7.8. And even more...

Finally, there are many more interactions between probability theory and number theory than what our point of view considers. Here are some examples, which we order, roughly speaking, in terms of how close they are from the perspective of these notes:

- Applications of limit theorems of the type we discuss to other problems of analytic number theory: we have given a few examples in exercises (see Exercise 2.3.4, or Exercise 3.3.4), but not many.
- Using probabilistic ideas to model arithmetic objects, and make conjectures or prove theorems concerning those; in contrast we our point of view, it is not expected in such cases that there exist actual limit theorems comparing the model with the actual arithmetic phenomena. A typical example is the co-called “Cramér model” for the distribution of primes.
- Using number theoretic ideas to derandomize certain constructions or algorithms. There are indeed a number of very interesting results that use the “randomness” of specific arithmetic objects to give deterministic constructions, or deterministic proofs of existence, for mathematical objects that might have first been shown to exist using probabilistic ideas. Examples include the construction of expander graphs by Margulis (see, e.g., [52, §4.4]), or of Ramanujan graphs by Lubotzky, Phillips and Sarnak [62], or in different vein, the construction of explicit “ultraflat” trigonometric polynomials (in the sense of Kahane) by Bombieri and Bourgain [8], or the construction of explicit functions modulo a prime with smallest possible Gowers norms by Fouvry, Kowalski and Michel [27].

About these, we will not say more...
APPENDIX A

Analysis

In Chapters 3 and 4, we use a number of facts of analysis, and especially complex analysis, which are not necessarily included in most introductory graduate courses. We review them here, and give some details of the proofs (when they are sufficiently elementary and enlightening) or detailed references.

A.1. Summation by parts

Analytic number theory makes very frequent use of “summation by parts”, which is a discrete form of integration by parts. We state the version that we use.

**Lemma A.1.1 (Summation by parts).** Let \((a_n)_{n \geq 1}\) be a sequence of complex numbers and \(f : [0, +\infty] \rightarrow \mathbb{C}\) a function of class \(C^1\). For all \(x \geq 0\), define

\[ M_a(x) = \sum_{1 \leq n \leq x} a_n. \]

For \(x \geq 0\), we then have

\[(A.1) \sum_{1 \leq n \leq x} a_n f(n) = M_a(x)f(x) - \int_1^x M_a(t)f'(t)dt. \]

If \(M_a(x)f(x)\) tends to 0 as \(x \to +\infty\), then we have

\[ \sum_{n \geq 1} a_n f(n) = -\int_1^{+\infty} M_a(t)f'(t)dt, \]

provided either the series or the integral converges absolutely, in which case both of them do.

Using this formula, one can exploit known information (upper bounds or asymptotic formulas) concerning the summation function \(M_a\), typically when the sequence \((a_n)\) is irregular, in order to understand the summation function for \(a_n f(n)\) for many sufficiently regular functions \(f\).

The reader should attempt to write a proof of this lemma, but we give the details for completeness.

**Proof.** Let \(N \geq 0\) be the integer such that \(N \leq x < N + 1\). We have

\[ \sum_{1 \leq n \leq x} a_n f(n) = \sum_{1 \leq n \leq N} a_n f(n). \]

Similarly, using standard integration by parts, one sees that

\[ M_a(x)f(x) - \int_1^x M_a(t)f'(t)dt = M_a(N)f(N) - \int_1^N M_a(t)f'(t)dt. \]
(because $M_a$ is constant on the interval $N \leq t \leq x$). We therefore reduce to the case $x = N$. We then have

\[
\sum_{n \leq N} a_n f(n) = \sum_{1 \leq n \leq N} (M_a(n) - M_a(n - 1)) f(n)
\]

\[
= \sum_{1 \leq n \leq N} M_a(n) f(n) - \sum_{0 \leq n \leq N - 1} M_a(n) f(n + 1)
\]

\[
= M_a(N) f(N) + \sum_{1 \leq n \leq N - 1} M_a(n) (f(n) - f(n + 1))
\]

\[
= M_a(N) f(N) + \sum_{1 \leq n \leq N - 1} M_a(n) \int_n^{n+1} f'(t) dt
\]

\[
= M_a(N) f(N) + \int_1^N M_a(t) f'(t) dt,
\]

which concludes the first part of the lemma. The last assertion follows immediately by letting $x \to +\infty$, in view of the assumption on the limit of $M_a(x) f(x)$. \qed

### A.2. The logarithm

In Chapters 3 and 4, we sometimes use the logarithm for complex numbers. Since this is not a globally defined function on $\mathbb{C}$, we clarify here what we mean.

**Definition A.2.1.** Let $z \in \mathbb{C}$ be a complex number with $|z| < 1$. We define

\[
\log(1 - z) = -\sum_{k \geq 1} \frac{z^k}{k}.
\]

**Proposition A.2.2.** (1) For any complex number $z$ such that $|z| < 1$, we have

\[
e^{\log(1-z)} = 1 - z.
\]

(2) Let $(z_n)_{n \geq 1}$ be a sequence of complex numbers such that $|z_n| < 1$. If

\[
\sum_n |z_n| < +\infty,
\]

then

\[
\prod_{n \geq 1} (1 - z_n) = \exp\left(\sum_{n \geq 1} \log(1 - z_n)\right).
\]

(3) For $|z| \leq \frac{1}{2}$, we have $|\log(1 - z)| \leq 2|z|$.

**Proof.** Part (1) is standard since the series used in the definition is the Taylor series of the logarithm around 1 (evaluated at $-z$), and this power series has radius of convergence 1.

Part (2) is then simply a consequence of the continuity of the exponential, and the fact that the product is convergent under the assumption on $(z_n)_{n \geq 1}$.

For (3), we note that for $|z| < 1$, we have

\[
\log(1 - z) = -|z|\left(1 + \frac{z}{2} + \frac{z^2}{3} + \cdots - \frac{z^{k-1}}{k} + \cdots\right)
\]

so that if $|z| \leq \frac{1}{2}$, we get

\[
|\log(1 - z)| \leq |z|\left(1 + \frac{1}{4} + \frac{1}{4} + \cdots + \frac{1}{2^{k-1}} + \cdots\right) \leq 2|z|.
\]
A.3. Mellin transform

The Mellin transform is a multiplicative analogue of the Fourier transform, to which it can indeed in principle be reduced. We consider it only in simple cases. Let

\[ \varphi : [0,+\infty] \rightarrow \mathbb{C} \]

be a continuous function that decays faster than any polynomial at infinity (for instance, a function with compact support). Then the Mellin transform \( \hat{\varphi} \) of \( \varphi \) is the holomorphic function defined by the integral

\[ \hat{\varphi}(s) = \int_{0}^{+\infty} \varphi(x) x^s dx, \]

for all those \( s \in \mathbb{C} \) for which the integral makes sense, which under our assumption includes all complex numbers with Re(\( s \)) > 0.

The basic properties of the Mellin transform that are relevant for us are summarized in the next proposition:

**Proposition A.3.1.** Let \( \varphi : [0,+\infty] \rightarrow \mathbb{C} \) be smooth and assume that it and all its derivatives decay faster than any polynomial at infinity.

1. The Mellin transform \( \hat{\varphi} \) extends to a meromorphic function on Re(\( s \)) > \(-1\), with at most a simple pole at \( s = 0 \) with residue \( \varphi(0) \).
2. For any real numbers \(-1 < A < B\), the Mellin transform has rapid decay in the strip \( A \leq \text{Re}(s) \leq B \), in the sense that for any integer \( k \geq 1 \), there exists a constant \( C_k \geq 0 \) such that

\[ |\hat{\varphi}(s)| \leq C_k (1 + |t|)^{-k} \]

for all \( s = \sigma + it \) with \( A \leq \sigma \leq B \) and \( |t| \geq 1 \).
3. For any \( \sigma > 0 \) and any \( x \geq 0 \), we have the Mellin inversion formula

\[ \varphi(x) = \frac{1}{2\pi i} \int_{(\sigma)} \hat{\varphi}(s) x^{-s} ds. \]

In the last formula, the notation \( \int_{(\sigma)} (\cdots) ds \) refers to an integral over the vertical line Re(\( s \)) = \( \sigma \), oriented upward.

**Proof.** (1) We integrate by parts in the definition of \( \hat{\varphi}(s) \) for Re(\( s \)) > 0, and obtain

\[ \hat{\varphi}(s) = \left[ \varphi(x) \frac{x^s}{s} \right]_0^{+\infty} - \frac{1}{s} \int_0^{+\infty} \varphi'(x) x^{s+1} dx = \frac{1}{s} \int_0^{+\infty} \varphi'(x) x^{s+1} dx \]

since \( \varphi \) and \( \varphi' \) decay faster than any polynomial at \( \infty \). It follows that \( \psi(s) = s \hat{\varphi}(s) \) is holomorphic for Re(\( s \)) > \(-1\), and hence that \( \hat{\varphi}(s) \) is meromorphic in this region. Since

\[ \psi(0) = -\int_0^{+\infty} \varphi'(x) dx = \varphi(0), \]

it follows that there is at most a simple pole with residue \( \varphi(0) \) at \( s = 0 \).

(2) Iterating the integration by parts \( k \geq 2 \) times, we obtain for Re(\( s \)) > \(-1\) the relation

\[ \hat{\varphi}(s) = \frac{(-1)^{s+k}}{(s+1) \cdots (s+k)} \int_0^{+\infty} \varphi(k)(x) x^{s+k} dx. \]
Hence for \( A \leq \sigma \leq B \) and \(|t| \geq 1\) we obtain the bound

\[
|\hat{\varphi}(s)| \ll \frac{1}{(1 + |t|)^k} \int_0^{\infty} |\varphi^{(k)}(x)| x^{B+k} \frac{dx}{x} \ll \frac{1}{(1 + |t|)^k}.
\]

(3) We interpret \( \hat{\varphi}(s) \), for \( s = \sigma + it \) with \( \sigma > 0 \) fixed, as a Fourier transform: we have

\[
\hat{\varphi}(s) = \int_0^{\infty} \varphi(x) x^{\sigma - it} \frac{dx}{x} = \int_\mathbb{R} \varphi(e^y) e^{\sigma y} e^{ity} dy,
\]

which shows that \( t \mapsto \hat{\varphi}(\sigma + it) \) is the Fourier transform (with the above normalization) of the function \( g(y) = \varphi(e^y)e^{\sigma y} \). Note that \( g \) is smooth, and tends to zero very rapidly at infinity (for \( y \to -\infty \), this is because \( \varphi \) is bounded close to 0, but \( e^{\sigma y} \) then tends exponentially fast to 0). Therefore the Fourier inversion formula holds, and for any \( y \in \mathbb{R} \), we obtain

\[
\varphi(e^y)e^{\sigma y} = \frac{1}{2\pi} \int_\mathbb{R} \hat{\varphi}(\sigma + it) e^{-ity} dt.
\]

Putting \( x = e^y \), this translates to

\[
\varphi(x) = \frac{1}{2\pi} \int_\mathbb{R} \hat{\varphi}(\sigma + it)x^{-\sigma - it} dt = \frac{1}{2i\pi} \int_{(\sigma)} \hat{\varphi}(s)x^{-s} ds.
\]

\[
\Gamma(s) = \int_0^{\infty} e^{-x}s \frac{dx}{x}
\]

for all complex numbers \( s \) such that \( \text{Re}(s) > 0 \). Proposition A.3.1 shows that \( \Gamma \) extends to a meromorphic function on \( \text{Re}(s) > -1 \), with a simple pole at \( s = 0 \) with residue 1. In fact, much more is true:

**Proposition A.3.2.** The function \( \Gamma(s) \) extends to a meromorphic function on \( \mathbb{C} \) with only simples poles at \( s = -k \) for all integers \( k \geq 0 \), with residue \((-1)^k/k!\). It satisfies

\[
\Gamma(s + 1) = s\Gamma(s)
\]

for all \( s \in \mathbb{C} \), with the obvious meaning if \( s \) or \( s + 1 \) is a pole, and in particular we have

\[
\Gamma(n) = (n - 1)!
\]

for all integers \( n \geq 0 \).

**Proof.** It suffices to prove that \( \Gamma(s + 1) = s\Gamma(s) \) for \( \text{Re}(s) > 0 \). Indeed, this formula proves, by induction on \( k \geq 1 \), that \( \Gamma \) has an analytic continuation to \( \text{Re}(s) > -k \), with a simple pole at \( -k + 1 \), where the residue \( r_{-k+1} \) satisfies

\[
r_{-k+1} = \frac{r_{-k+2}}{-k + 1}.
\]

This easily gives every statement in the proposition. And the formula we want is just a simple integration by parts away:

\[
\Gamma(s + 1) = \int_0^{\infty} e^{-x}s dx = \left[-e^{-x}s\right]_0^{\infty} + s \int_0^{\infty} e^{-x}s - 1 dx = s\Gamma(s).
\]

\[
\square
\]
An important feature of the Gamma function, which is often quite important, is that its asymptotic behavior in very wide ranges of the complex plane is very clearly understood. This is the so-called Stirling formula.

**Proposition A.3.3.** Let $\alpha > 0$ be a real number and let $X_\alpha$ be the set of $s \in \mathbb{C}$ such that either $\Re(s) > \alpha$ or $|\Im(s)| > \alpha$. We have

$$\log \Gamma(s) = s \log s - s - \frac{1}{2} \log s + \frac{1}{2} \log 2\pi + O(|s|^{-1})$$

$$\frac{\Gamma'(s)}{\Gamma(s)} = \log s - \frac{1}{2s} + O(s^{-2})$$

for any $s \in X_\alpha$.

For a proof, see for instance [9, Ch. VII, Prop. 4].

**A.4. Dirichlet series**

We present in this section some of the basic analytic properties of Dirichlet series of the type

$$\sum_{n \geq 1} a_n n^{-s},$$

where $a_n \in \mathbb{C}$ for $n \geq 1$. For more information, we refer to Titchmarsh’s book [86, Ch. 9].

**Lemma A.4.1.** Let $(a_n)_{n \geq 1}$ be a sequence of complex numbers. Let $s_0 \in \mathbb{C}$. If the series

$$\sum_{n \geq 1} a_n n^{-s_0}$$

converges, then the series

$$\sum_{n \geq 1} a_n n^{-s}$$

converges uniformly on compact subsets of $U = \{s \in \mathbb{C} \mid \Re(s) > \Re(s_0)\}$. In particular the function

$$D(s) = \sum_{n \geq 1} a_n n^{-s}$$

is holomorphic on $U$.

**Sketch of proof.** We may assume (by considering $a_n n^{-s_0}$ instead of $a_n$) that $s_0 = 0$. For any integers $N < M$, let

$$s_{N,M} = a_N + \cdots + a_M.$$

By Cauchy’s criterion, we have $s_{N,M} \to 0$ as $N, M \to +\infty$. Suppose that $\sigma = \Re(s) > 0$. Let $N < M$ be integers. By the elementary summation by parts formula (Lemma A.1.1), we have

$$\sum_{\substack{N \leq n \leq M}} a_n n^{-s} = a_M M^{-s} - \sum_{\substack{N \leq n < M}} ((n+1)^{-s} - n^{-s}) s_{N,n}.$$

It is however elementary that

$$|(n+1)^{-s} - n^{-s}| = \left| s \int_n^{n+1} x^{-s-1} dx \right| \leq \frac{|s|}{\sigma} (n^{-\sigma} - (n+1)^{-\sigma}).$$
Hence
\[ \left| \sum_{N \leq n \leq M} a_n n^{-s} \right| \leq \frac{|s|}{\sigma} \max_{N \leq n \leq M} |s_n| \left( \frac{1}{N^\sigma} - \frac{1}{M^\sigma} \right). \]

It therefore follows by Cauchy’s criterion that the Dirichlet series \( D(s) \) converges uniformly in any region in \( \mathbb{C} \) defined by the condition
\[ \frac{|s|}{\sigma} \leq A \]
for some \( A > 0 \). This includes, for a suitable value of \( A \), any compact subset of \( \{ s \in \mathbb{C} \mid \sigma > 0 \} \).

In general, the convergence is not absolute. We can see in this lemma a first instance of a fairly general principle concerning Dirichlet series: if some particular property holds for some \( s_0 \in \mathbb{C} \) (or for all \( s_0 \) with some fixed real part), then it holds – or even a stronger property holds – for any \( s \) with \( \text{Re}(s) > \text{Re}(s_0) \).

This principle also applies in many cases to the possible analytic continuation of Dirichlet series beyond the region of convergence. The next proposition is another example, concerning the size of the Dirichlet series.

**Proposition A.4.2.** Let \( \sigma \in \mathbb{R} \) be a real number and let \( (a_n)_{n \geq 1} \) be a bounded sequence of complex numbers such that the Dirichlet series
\[ D(s) = \sum_{n \geq 1} a_n n^{-s} \]
converges for \( \text{Re}(s) > \sigma \). Then for any \( \sigma_1 > \sigma \), we have
\[ |D(s)| \ll 1 + |t| \]
uniformly for \( \text{Re}(s) \geq \sigma_1 \).

**Proof.** This is [86, 9.33].

In order to express in a practical manner a Dirichlet series outside of its region of convergence, one can use smooth partial sums, which exploit harmonic analysis.

**Proposition A.4.3.** Let \( \varphi : [0, +\infty[ \rightarrow [0, 1] \) be a smooth function with compact support such that \( \varphi(0) = 1 \). Let \( \hat{\varphi} \) denote its Mellin transform. Let \( \sigma > 0 \) be given with \( 0 < \sigma_0 < 1 \), and let \( (a_n)_{n \geq 1} \) be any sequence of complex numbers with \( |a_n| \leq 1 \) such that
\[ \sum_{n \geq 1} a_n n^{-s} \]
extends to a holomorphic function \( f(s) \) in the region \( \text{Re}(s) > \sigma_0 \) with at most a simple pole at \( s = 1 \) with residue \( c \in \mathbb{C} \).

For \( N \geq 1 \), define
\[ f_N(s) = \sum_{n \geq 1} a_n \varphi \left( \frac{n}{N} \right) n^{-s}. \]

Let \( \sigma \) be a real number such that \( \sigma_0 < \sigma < 1 \). Then we have
\[ f(s) - f_N(s) = -\frac{1}{2i\pi} \int_{(-\delta)} f(s + w) N^w \hat{\varphi}(w) dw - cN^{1-s} \hat{\varphi}(1 - s) \]
for any \( s = \sigma + it \) and any \( \delta > 0 \) such that \( -\delta + \sigma > \sigma_0 \).
It is of course possible that \( c = 0 \), which corresponds to a Dirichlet series that is holomorphic for \( \text{Re}(s) > \sigma_0 \).

This result gives a convergent approximation of \( f(s) \), inside the strip \( \text{Re}(s) > \sigma_1 \), using the finite sums \( f_N(s) \): The point is that \( |N^w| = N^{-\delta} \), so that the polynomial growth of \( f \) on vertical lines combined with the fast decay of the Mellin transform show that the integral on the right tends to 0 as \( N \to +\infty \). Moreover, the shape of the formula makes it very accessible to further manipulations, as done in Chapter 3.

**Proof.** Fix \( \alpha > 1 \) such that the Dirichlet series \( f(s) \) converges absolutely for \( \text{Re}(s) = \alpha \). By the Mellin inversion formula, followed by exchanging the order of the sum and integral, we have

\[
\hat{f}_N(s) = \sum_{n \geq 1} a_n n^{-s} \times \frac{1}{2i\pi} \int (\alpha) N^w n^{-w} \hat{\varphi}(w) dw
= \frac{1}{2i\pi} \int (-\delta) \left( \sum_{n \geq 1} a_n n^{-s-w} \right) N^w \hat{\varphi}(w) dw
= \frac{1}{2i\pi} \int (-\delta) f(s+w) N^w \hat{\varphi}(w) dw,
\]

where the absolute convergence justifies the exchange of sum and integral.

Now consider some \( T \geq 1 \), and some \( \delta \) such that \( 0 < \delta < 1 \). Let \( \mathcal{R}_T \) be the rectangle in \( \mathbb{C} \) with sides \([\alpha-iT, \alpha+iT], [\alpha+iT, -\delta+iT], [-\delta+iT, -\delta-T], [-\delta-iT, \alpha-iT]\), oriented counterclockwise. Inside this rectangle, the function

\[
w \mapsto f(s+w) N^w \hat{\varphi}(w)\]

is meromorphic. It has a simple pole at \( w = 0 \), by our choice of \( \delta \) and the properties of the Mellin transform of \( \varphi \) given by Proposition A.3.1, where the residue at \( w = 0 \) is \( \varphi(0)f(s) = f(s) \), again by Proposition A.3.1. It may (if \( c \neq 0 \)) also have a simple pole at \( w = 1-s \), with residue equal to \( cN^{1-s} \hat{\varphi}(1-s) \).

Cauchy’s Integral theorem therefore implies that

\[
\hat{f}_N(s) = f(s) + \frac{1}{2i\pi} \int_{\mathcal{R}_T} f(s+w) N^w \hat{\varphi}(w) dw + cN^{1-s} \hat{\varphi}(1-s).
\]

Now let \( T \to +\infty \). Our assumptions imply that \( w \mapsto f(s+w) \) has polynomial growth on the strip \( -\delta \leq \text{Re}(w) \leq \alpha \), and therefore the fast decay of \( \hat{\varphi} \) (Proposition A.3.1 again) shows that the contribution of the two horizontal segments to the integral along \( \mathcal{R}_T \) tends to 0 as \( T \to +\infty \). Taking into account orientation, we get

\[
f(s) - \hat{f}_N(s) = -\frac{1}{2i\pi} \int (-\delta) f(s+w) N^w \hat{\varphi}(w) dw - cN^{1-s} \hat{\varphi}(1-s),
\]

as claimed. \( \square \)

We also recall that formula for the product of two Dirichlet series, which involves the so-called Dirichlet convolution (see also Section C.1 for more properties and examples of this operation).

**Proposition A.4.4.** Let \((a(n))_{n \geq 1}\) and \((b(n))_{n \geq 1}\) be sequences of complex numbers. For any \( s \in \mathbb{C} \) such that the Dirichlet series

\[
A(s) = \sum_{n \geq 1} a(n) n^{-s}, \quad B(s) = \sum_{n \geq 1} b(n) n^{-s},
\]
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converge absolutely, we have

\[
A(s)B(s) = \sum_{n \geq 1} c(n)n^{-s},
\]

where

\[
c(n) = \sum_{d|n \atop d \geq 1} a(d)b\left(\frac{n}{d}\right).
\]

We will denote \( c(n) = (a * b)(n) \), and often abbreviate the definition by writing

\[
(a * b)(n) = \sum_{d|n \atop d \geq 1} a(d)b\left(\frac{n}{d}\right), \quad \text{or} \quad (a * b)(n) = \sum_{d|n \atop d \geq 1} a(d)b\left(\frac{n}{d}\right).
\]

**Proof.** Formally, this is quite clear:

\[
A(s)B(s) = \left(\sum_{n \geq 1} a(n)n^{-s}\right)\left(\sum_{n \geq 1} b(m)m^{-s}\right) = \sum_{m,n \geq 1} a(n)b(m)(nm)^{-s} = \sum_{k \geq 1} k^{-s}\left(\sum_{mn=k} a(n)b(m)\right) = C(s),
\]

and the assumptions are sufficient to allow us to rearrange the double series so that these manipulations are valid. \(\square\)

### A.5. Density of certain sets of holomorphic functions

Let \( D \) be a non-empty open disc in \( \mathbb{C} \) and \( \bar{D} \) its closure. We denote by \( H(D) \) the Banach space of all continuous functions \( f : \bar{D} \rightarrow \mathbb{C} \) which are holomorphic in \( D \), with the norm

\[
\|f\|_\infty = \sup_{z \in \bar{D}} |f(z)|.
\]

We also denote by \( C(K) \) the Banach space of continuous functions on a compact space \( K \), also with the norm

\[
\|f\|_\infty = \sup_{x \in K} |f(x)|
\]

(so that there is no risk of confusion if \( K = D \) and we apply this to a function that also belongs to \( H(D) \)). We denote by \( C(K)' \) the dual of \( C(K) \), namely the space of continuous linear functionals \( C(K) \rightarrow \mathbb{C} \). An element \( \mu \in C(K)' \) can also be interpreted as a complex measure on \( K \) (by the Riesz-Markov Theorem, see e.g. [25, Th. 7.17]), and in this interpretation one would write

\[
\mu(f) = \int_K f(x)d\mu(x).
\]

**Theorem A.5.1.** Let \( D \) be as above. Let \( (f_n)_{n \geq 1} \) be a sequence of elements of \( H(D) \) with

\[
\sum_{n \geq 1} \|f_n\|_\infty^2 < +\infty.
\]

Let \( X \) be the set of sequences \( (\alpha_n) \) of complex numbers with \( |\alpha_n| = 1 \) such that the series

\[
\sum_{n \geq 1} \alpha_n f_n
\]

converges in \( H(D) \).
Assume that $X$ is not empty and that, for any continuous linear functional $\mu \in C(\bar{D})'$ such that
\[
\sum_{n \geq 1} |\mu(f_n)| < +\infty,
\]
the Laplace transform of $\mu$ is identically 0. Then for any $N \geq 1$, the set of series
\[
\sum_{n \geq N} \alpha_n f_n
\]
for $(\alpha_n)$ in $X$ is dense in $H(D)$.

Here, the Laplace transform of $\mu$ is defined by
\[
g(z) = \mu(w \mapsto e^{wz})
\]
for $z \in C$. In the interpretation of $\mu$ as a complex measure, which can be viewed as a complex measure on $C$ that is supported on $\bar{D}$, one would write
\[
g(z) = \int_C e^{wz} d\mu(w).
\]

**Proof.** This result is proved, for instance, in [1, Lemma 5.2.9], except that only the case $N = 1$ is considered. However, if the assumptions hold for $(f_n)_{n \geq 1}$, they hold equally for $(f_n)_{n > N}$, hence the general case follows. □

We will use the last part of the following lemma as a criterion to establish that the Laplace transform is zero in certain circumstances.

**Lemma A.5.2.** Let $K$ be a complex subset of $C$ and $\mu \in C(K)'$ a continuous linear functional. Let
\[
g(z) = \int_C e^{wz} d\mu(z) = \mu(w \mapsto e^{wz})
\]
be its Laplace transform.

1. The function $g$ is an entire function on $C$, i.e., it is holomorphic on $C$.
2. We have
\[
\limsup_{|z| \to +\infty} \frac{\log |g(z)|}{|z|} < +\infty.
\]
3. If $g \neq 0$, then
\[
\limsup_{r \to +\infty} \frac{\log |g(r)|}{r} \geq \inf_{z \in K} \text{Re}(z).
\]

**Proof.** (1) Let $z \in C$ be fixed. For $h \neq 0$, we have
\[
g(z + h) - g(z) = \mu(f_h)
\]
where $f_h(w) = (e^{w(z+h)} - e^{wz})/h$. We have
\[
f_h(w) \to we^{wz}
\]
as $h \to 0$, and the convergence is uniform on $K$. Hence we get
\[
g(z + h) - g(z) \to \mu(w \mapsto we^{wz}),
\]
which shows that $g$ is holomorphic at $z$ with derivative $\mu(w \mapsto we^{wz})$. Since $z$ is arbitrary, this means that $g$ is entire.
(2) We have
\[ |g(z)| \leq \|\mu\| \|w \mapsto e^{wz}\|_\infty \leq \|\mu\| |z|^M \]
where \( M = \sup_{w \in K} |w| \), and therefore
\[
\limsup_{|z| \to +\infty} \frac{\log |g(z)|}{|z|} \leq M < +\infty.
\]

(3) This is proved, for instance, in [1, Lemma 5.2.2], using relatively elementary properties of entire functions satisfying growth conditions such as those in (2). □

Finally, we will use the following theorem of Bernstein, extending a result of Pólya.

**Theorem A.5.3.** Let \( g : \mathbb{C} \to \mathbb{C} \) be an entire function such that
\[
\limsup_{|z| \to +\infty} \frac{\log |g(z)|}{|z|} < +\infty.
\]

Let \((r_k)\) be a sequence of positive real numbers, and let \( \alpha, \beta \) be real numbers such that
(1) We have \( \alpha \beta < \pi \);
(2) We have
\[
\limsup_{y \to +\infty} \frac{\log |g(iy)|}{|y|} \leq \alpha.
\]
(3) We have \( |r_k - r_l| \gg |k - l| \) for all \( k, l \geq 1 \), and \( r_k/k \to \beta \).
Then it follows that
\[
\limsup_{k \to +\infty} \frac{\log |g(r_k)|}{r_k} = \limsup_{r \to +\infty} \frac{\log |g(r)|}{r}.
\]

This is explained in Lemma [1, 5.2.3].

**Example A.5.4.** Taking \( g(z) = \sin(\pi z) \), with \( \alpha = 1 \), \( r_n = n\pi \) so that \( \beta = \pi \), we see that the first condition is best possible.

We also use a relatively elementary lemma due to Hurwitz on zeros of holomorphic functions

**Lemma A.5.5.** Let \( D \) be a non-empty open disc in \( \mathbb{C} \). Let \((f_n)\) be a sequence of holomorphic functions in \( H(D) \). Assume \( f_n \) converges to \( f \) in \( H(D) \). If \( f_n(z) \neq 0 \) all \( n \geq 1 \) and \( z \in D \), then either \( f = 0 \) or \( f \) does not vanish on \( D \).

**Proof.** We assume that \( f \) is not zero, and show that it has no zero in \( D \). Let \( z_0 \in D \) be fixed, and let \( C \) be a circle of radius \( r > 0 \) centered at \( z_0 \) and such that \( C \subset D \). Since \( f \) is non-zero in \( H(D) \), it is non-zero in the disc with boundary \( C \), and by the maximum modulus principle, it is non-zero on \( C \). In particular, we have \( \delta = \inf_{z \in C} |f(z)| > 0 \). For \( n \) large enough, we get
\[
\sup_{z \in C} |f(z) - f_n(z)| < \delta,
\]
and then the relation \( f = f - f_n + f_n \) combined with Rouché’s Theorem (see, e.g., [86, 3.42]) shows that \( f \) has the same number of zeros as \( f_n \) in the disc bounded by \( C \). This means that \( f \) has no zeros there, and in particular that \( f(z_0) \neq 0 \). □
APPENDIX B

Probability

This Appendix summarizes the probabilistic notions that are most important in the notes. Although many readers will not need to be reminded of the basic definitions, they might still refer to it to check some easy probabilistic statements whose proof we have included here to avoid disrupting the arguments in the main part of the book. For convergence in law, we will refer mostly to the book of Billingsley [6], and for random series and similar topics, to that of Li and Queffélec [61].

B.1. The Riesz representation theorem

Let \( X \) be a locally compact topological space. We recall that Radon measures on \( X \) are certain measures for which compact subsets of \( X \) have finite measure, and which satisfy some regularity property (the latter requirement being unnecessary if any open set in \( X \) is a countable union of compact sets, as is the case of \( R \) for instance).

The Riesz representation theorem interprets Radon measures in terms of the corresponding integration functional. It can be taken as a definition (and it is indeed the definition in Bourbaki’s theory of integration [12]); for a proof in the usual context where measures are defined “set-theoretically”, see, e.g., [77, Th 2.14].

**Theorem B.1.1.** Let \( X \) be a locally compact topological space and \( C_c(X) \) the space of compactly supported continuous functions on \( X \). For any linear form \( \lambda : C_c(X) \to \mathbb{C} \) such that \( \lambda(f) \geq 0 \) if \( f \geq 0 \), there exists a unique Radon measure \( \mu \) on \( X \) such that

\[
\lambda(f) = \int_X f \, d\mu
\]

for all \( f \in C_c(X) \).

Let \( k \geq 1 \) be an integer. If \( X = \mathbb{R}^k \) (or an open set in \( \mathbb{R}^k \)), then Radon measures can be identified by the integration of much more regular functions. For instance:

**Proposition B.1.2.** Let \( C_c^\infty(\mathbb{R}^k) \) be the space of smooth compactly-supported functions on \( \mathbb{R} \). For any linear form \( \lambda : C_c^\infty(\mathbb{R}^k) \to \mathbb{C} \) such that \( \lambda(f) \geq 0 \) if \( f \geq 0 \), there exists a unique Radon measure \( \mu \) on \( \mathbb{R}^k \) such that

\[
\lambda(f) = \int_{\mathbb{R}^k} f \, d\mu
\]

for all \( f \in C_c^\infty(\mathbb{R}^k) \).

**Remark B.1.3.** When applying either form of the Riesz representation theorem, we may wish to identify whether the measure \( \mu \) obtained from the linear form \( \lambda \) is a probability measure on \( X \) or not. This is the case if and only

\[
\sup_{f \in C_c(X) \text{ s.t. } 0 \leq f \leq 1} \lambda(f) = 1,
\]

where, in the setting of Proposition B.1.2, we also restrict \( f \) to be smooth.
Moreover, if a positive linear form $\lambda: C_c(X) \to \mathbb{C}$ admits an extension to a linear form $\lambda: C_b(X) \to \mathbb{C}$, where $C_b(X)$ is the space of continuous and bounded functions on $X$, which is still positive (so $\lambda(f) \geq 0$ if $f \geq 0$), then the measure $\mu$ associated to $\lambda$ is a probability measure if and only if $\lambda(1) = 1$, where 1 on the left is the constant function. (This is natural enough, but it is not entirely obvious; the underlying reason is that the positivity implies that $|\lambda(f)| \leq \|f\|_\infty \lambda(1)$ where $\|f\|_\infty$ is the supremum norm for a bounded continuous function, so that $\lambda$ is a continuous linear form on the Banach space $C_b(X)$.)

B.2. Support of a measure

Let $M$ be a topological space. If $M$ is either second countable (i.e., there is basis of open sets that is countable) or compact, then any Radon measure $\mu$ on $M$ has a well-defined closed support, denoted $\text{supp}(\mu)$, which is characterized by either of the following properties: (1) it is the complement of the largest open set $U$, with respect to inclusion, such that $\mu(U) = 0$; or (2) it is the set of those $x \in M$ such that, for any open neighborhood $U$ of $x$, we have $\mu(U) > 0$.

If $X$ is a random variable with values in $M$, we will say that the support of $X$ is the support of the law of $X$, which is a probability measure on $M$.

We need the following elementary property of the support of a measure:

**Lemma B.2.1.** Let $M$ and $N$ be topological spaces that are each either second countable or compact. Let $\mu$ be a probability measure on $M$, and let $f: M \to N$ be a continuous map. The support of $f_*(\mu)$ is the closure of $f(\text{supp}(\mu))$.

**Proof.** First, if $y = f(x)$ for some $x \in \text{supp}(\mu)$, and if $U$ is an open neighborhood of $y$, then we can find an open neighborhood $V \subset M$ of $x$ such that $f(V) \subset U$. Then $(f_*(\mu))(V) \geq \mu(U) > 0$. This shows that $y$ belongs to the support of $f_*(\mu)$. Since the support is closed, we deduce that $f(\text{supp}(\mu)) \subset \text{supp}(f_*(\mu))$.

For the converse, let $y \in N$ be in the support of $f_*(\mu)$. For any open neighborhood $U$ of $y$, we have $\mu(f^{-1}(U)) = (f_*(\mu))(U) > 0$. This implies that $f^{-1}(U) \cap \text{supp}(\mu)$ is not empty, and since $U$ is arbitrary, that $y$ belongs to the closure of $f(\text{supp}(\mu))$. \qed

Recall that a family $(X_i)_{i \in I}$ of random variables, each taking possibly values in a different metric space $M_i$, is independent if, for any finite subset $J \subset I$, the joint distribution of $(X_j)_{j \in J}$ is the measure on $\prod M_j$ which is the product measure of the laws of the $X_j$'s.

**Lemma B.2.2.** Let $X = (X_i)_{i \in I}$ be a finite family of random variables with values in a topological space $M$ that is compact or second countable. Viewed as a random variable taking values in $M^I$, we have

$$\text{supp}(X) = \prod_{i \in I} \text{supp}(X_i).$$

**Proof.** If $x = (x_i) \in M^I$, then an open neighborhood $U$ of $x$ contains a product set $\prod U_i$, where $U_i$ is an open neighborhood of $x_i$ in $M$. Then we have

$$\mathbb{P}(X \in U) \geq \mathbb{P}(X \in \prod_i U_i) = \prod_i \mathbb{P}(X_i \in U_i)$$

by independence. If $x_i \in \text{supp}(X_i)$ for each $i$, then this is $> 0$, and hence $x \in \text{supp}(X)$. 131
Conversely, if \( x \in \text{supp}(X) \), then for any \( j \in I \), and any open neighborhood \( U \) of \( x_j \), the set

\[
V = \{ y = (y_i)_{i \in I} \in M^I \mid y_j \in U \} \subset M^I
\]

is an open neighborhood of \( x \). Hence we have \( P(X \in V) > 0 \), and since \( P(X \in V) = P(X_i \in U) \), it follows that \( x_j \) is in the support of \( X_j \). \( \square \)

**B.3. Convergence in law**

Let \( M \) be a metric space. We view it as given with the Borel \( \sigma \)-algebra generated by open sets, and we denote by \( C_b(M) \) the Banach space of bounded complex-valued continuous functions on \( M \), with the norm

\[
\|f\|_\infty = \sup_{x \in M} |f(x)|.
\]

Given a sequence \((\mu_n)\) of probability measures on \( M \), and a probability measure \( \mu \) on \( M \), one says that \( \mu_n \) converges weakly to \( \mu \) if and only if, for any bounded and continuous function \( f : M \rightarrow \mathbb{R} \), we have

\[
\int_M f(x) d\mu_n(x) \rightarrow \int_M f(x) d\mu(x).
\]

If \((\Omega, \Sigma, P)\) is a probability space and \((X_n)_{n \geq 1}\) is a sequence of \( M \)-valued random variables, and if \( X \) is an \( M \)-valued random variable, then one says that \((X_n)\) converges in law to \( X \) if and only if the measures \( X_n(P) \) converge weakly to \( X(P) \). If \( \mu \) is a probability measure on \( M \), then we will also say that \( X_n \) converges to \( \mu \) if \( X_n(P) \) converge weakly to \( \mu \).

The probabilistic versions of (B.1) in those cases is that

\[
\mathbf{E}(f(X_n)) \rightarrow \mathbf{E}(f(X)) = \int_M f(x) d\mu
\]

for all functions \( f \in C_b(M) \).

In both cases, the definition immediately implies the following very useful fact, which we state in probabilistic language (we will refer to it as “convergence by composition”):

**Proposition B.3.1.** Let \( M \) be a metric space. Let \((X_n)\) be a sequence of \( M \)-valued random variables such that \( X_n \) converges in law to a random variable \( X \). For any metric space \( N \) and any continuous function \( \varphi : M \rightarrow N \), the \( N \)-valued random variables \( \varphi \circ X_n \) converge in law to \( \varphi \circ X \).

**Proof.** For any continuous and bounded function \( f : N \rightarrow \mathbb{C} \), the composite \( f \circ \varphi \) is bounded and continuous on \( M \), and therefore convergence in law implies that

\[
\mathbf{E}(f(\varphi(X_n))) \rightarrow \mathbf{E}(f(\varphi(X))).
\]

By definition, this formula, valid for all \( f \), means that \( \varphi(X_n) \) converges in law to \( \varphi(X) \). \( \square \)

Checking the condition (B.2) for all \( f \in C_b(M) \) may be difficult. A number of convenient criteria, and properties, of convergence in law are related to weakening this requirement to only certain “test functions” \( f \), which may be more regular, or have special properties. We will discuss some of these in the next sections.

One often important consequence of convergence in law is a simple relation with the support of the limif of a sequence of random variables.
Lemma B.3.2. Let M be a second countable or compact topological space. Let \((X_n)\) be a sequence of M-valued random variables, defined on some probability spaces \(\Omega_n\). Assume that \((X_n)\) converges in law to some random variable X, and let \(N \subset M\) be the support of the law of X.

1. For any \(x \in N\) and for any open neighborhood \(U\) of \(x\), we have
\[
\liminf_{n \to +\infty} P(X_n \in U) > 0,
\]
and in particular there exists some \(n \geq 1\) and some \(\omega \in \Omega_n\) such that \(X_n(\omega) \in U\).

2. For any \(x \in M\) not belonging to \(N\), there exists an open neighborhood \(U\) of \(x\) such that
\[
\limsup_{n \to +\infty} P(X_n \in U) = 0.
\]

Proof. For (1), a standard equivalent form of convergence in law is that, for any open set \(U \subset M\), we have
\[
\liminf_{n \to +\infty} P(X_n \in U) \geq P(X \in U)
\]
(see [6, Th. 2.1, (i) and (iv)]). If \(x \in N\) and \(U\) is an open neighborhood of \(x\), then by definition we have \(P(X \in U) > 0\), and therefore
\[
\liminf_{n \to +\infty} P(X_n \in U) > 0.
\]

For (2), if \(x \in M\) is not in \(N\), there exists an open neighborhood \(V\) of \(x\) such that \(P(X \in V) = 0\). For some \(\delta > 0\), this neighborhood contains the closed ball \(C\) of radius \(\delta\) around \(x\), and by [6, Th. 2.1., (i) and (iii)], we have
\[
0 \leq \limsup_{p \to +\infty} P(X_n \in C) \leq P(X \in C) = 0,
\]
hence the second assertion with \(U\) the open ball of radius \(\delta\).

Another useful relation between support and convergence in law is the following:

Corollary B.3.3. Let M be a second countable or compact topological space. Let \((X_n)\) be a sequence of M-valued random variables, defined on some probability spaces \(\Omega_n\) such that \((X_n)\) converges in law to a random variable X. Let \(g\) be a continuous function on M such that \(g(X_n)\) converges in probability to zero, i.e., we have
\[
\lim_{n \to +\infty} P_n(|g(X_n)| > \delta) = 0
\]
for all \(\delta > 0\). The support of X is then contained in the zero set of \(g\).

Proof. Let \(N\) be the support of X. Suppose that there exists \(x \in N\) such that \(|g(x)| = \delta > 0\). Since the set of all \(y \in M\) such that \(|g(y)| > \delta\) is an open neighborhood of \(x\), we have
\[
\liminf_{n \to +\infty} P(|g(X_n)| > \delta) > 0
\]
by the previous lemma; this contradicts the assumption, which implies that
\[
\lim_{n \to +\infty} P(|g(X_n)| > \delta) = 0.
\]

□
**Remark B.3.4.** Another proof is that it is well-known (and elementary) that convergence in probability implies convergence in law, so in the situation of the corollary, the sequence \((g(X_n))\) converges to 0 in law. Since it also converges to \(g(X)\) by composition, we have \(P(g(X) \neq 0) = 0\), which precisely means that the support of \(X\) is contained in the zero set of \(g\).

We also recall an important definition that is a property of weak-compactness for a family of probability measures (or random variables).

**Definition B.3.5 (Tightness).** Let \(M\) be a complete separable metric space. Let \((\mu_i)_{i} \in I\) be a family of probability measures on \(M\). One says that \((\mu_i)\) is tight if for any \(\varepsilon > 0\), there exists a compact subset \(K \subset M\) such that \(\mu_i(K) \geq 1 - \varepsilon\) for all \(i \in I\).

It is a non-obvious fact that a single probability measure on a complete separable metric space is tight (see [6, Th. 1.3]).

**B.4. Perturbation and convergence in law**

As we suggested in Section 1.2, we will often prove convergence in law of the sequences of random variables that interest us by showing that they are obtained by “perturbation” of other sequences that are more accessible. In this section, we explain how to handle some of these perturbations.

A very useful tool for this purpose is the following property, which is a first example of reducing the proof of convergence in law to more regular test functions than all bounded continuous functions.

Let \(M\) be a metric space, with distance \(d\). Recall that a continuous function \(f : M \to C\) is said to be a **Lipschitz function** if there exists a real number \(C \geq 0\) such that

\[
|f(x) - f(y)| \leq C d(x, y)
\]

for all \((x, y) \in M \times M\). We then say that \(C\) is a **Lipschitz constant** for \(f\) (it is, of course, not unique).

**Proposition B.4.1.** Let \(M\) be a complete separable metric space. Let \((X_n)\) be a sequence of \(M\)-valued random variables, and \(\mu\) a probability measure on \(M\). Then \(X_n\) converges in law to \(\mu\) if and only if we have

\[
E(f(X_n)) \to \int_M f(x) d\mu(x)
\]

for all bounded Lipschitz functions \(f : M \to C\).

In other words, it is enough to prove the convergence property (B.2) for Lipschitz test functions.

**Proof.** A classical argument shows that convergence in law of \((X_n)\) to \(\mu\) is equivalent to

\[
\mu(F) \geq \limsup_{n \to +\infty} P(X_n \in F)
\]

for all closed subsets \(F\) of \(M\) (see, e.g., [6, Th. 2.1, (iii)]).

However, the proof that convergence in law implies this property uses only Lipschitz test functions \(f\) (see for instance [6, (ii)⇒(iii), p. 16, and (1.1), p. 8], where it is only stated that the relevant functions \(f\) are uniformly continuous, but this is shown by checking that they are Lipschitz). Hence the assumption that (B.2) holds for Lipschitz functions implies (B.3) for all closed subsets \(F\), and consequently it implies convergence in law. 

\[\square\]
We can now deduce various corollaries concerning perturbation of sequences that converge in law.

The first result along these lines is quite standard, and the second is a bit more ad-hoc, but will be convenient in Chapter 6.

**Corollary B.4.2.** Let $M$ be a separable Banach space. Let $(X_n)$ and $(Y_n)$ be sequences of $M$-valued random variables. Assume that the sequence $(X_n)$ converges in law to a random variable $X$.

If the sequence $(Y_n)$ converges in probability to 0, or if $(Y_n)$ converges to 0 in $L^p$ for some fixed $p \geq 1$, with the possibility that $p = +\infty$, then the sequence $(X_n + Y_n)_n$ converges in law to $X$ in $M$.

**Proof.** Let $f : M \to C$ be a bounded Lipschitz continuous function, and $C$ a Lipschitz constant of $f$. For any $n$, we have

$$ |E(f(X_n + Y_n)) - E(f(X))| \leq |E(f(X_n + Y_n)) - E(f(X_n))| + |E(f(X_n)) - E(f(X))|. $$ (B.4)

First assume that $(Y_n)$ converges to 0 in $L^p$, and that $p < +\infty$. Then we obtain

$$ |E(f(X_n + Y_n)) - E(f(X))| \leq C E(|Y_n|) + |E(f(X_n)) - E(f(X))| $$

which converges to 0, hence $(X_n + Y_n)$ converges in law to $X$. If $p = +\infty$, as similar argument applies.

Suppose now that $(Y_n)$ converges to 0 in probability. Let $\varepsilon > 0$. For $n$ large enough, the second term in (B.4) is $\leq \varepsilon$ since $X_n$ converges in law to $X$. For the first, we fix another parameter $\delta > 0$ and write

$$ |E(f(X_n + Y_n)) - E(f(X_n))| \leq C \delta + 2\|f\|_\infty P(|Y_n| > \delta) $$

by separating the integral depending on whether $|Y_n| \leq \delta$ or not. Take $\delta = C^{-1}\varepsilon$, so the first term here is $\leq \varepsilon$. Then since $(Y_n)$ converges in probability to 0, we have

$$ 2\|f\|_\infty P(|Y_n| > \delta) \leq \varepsilon $$

for all $n$ large enough, and therefore

$$ |E(f(X_n + Y_n)) - E(f(X))| \leq 3\varepsilon $$

for all $n$ large enough. The result now follows from Proposition B.4.1. \qed

Here is the second variant, where we do not attempt to optimize the assumptions.

**Corollary B.4.3.** Let $m \geq 1$ be an integer. Let $(X_n)$ and $(Y_n)$ be sequences of $\mathbb{R}^m$-valued random variables, let $(\alpha_n)$ be a sequence in $\mathbb{R}^m$ and $(\beta_n)$ a sequence of real numbers. Assume

1. The sequence $(X_n)$ converges in law to a random variable $X$, and $X_n$ is bounded by a constant $N \geq 0$, independent of $n$.
2. For all $n$, we have $\|Y_n\| \leq \beta_n$.
3. We have $\alpha_n \to (1, \ldots, 1)$ and $\beta_n \to 0$ as $n \to +\infty$.

Then the sequence $(\alpha_n \cdot (X_n + Y_n))_n$ converges in law to $X$ in $\mathbb{R}^m$, where $\cdot$ denotes the componentwise product of vectors.\(^1\)

\(^1\) I.e., we have $(a_1, \ldots, a_m) \cdot (b_1, \ldots, b_m) = (a_1b_1, \ldots, a_mb_m)$. 
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Proof. We begin as in the previous corollary. Let \( f : \mathbb{R}^m \rightarrow \mathbb{C} \) be a bounded Lipschitz continuous function, and \( C \) its Lipschitz constant. For any \( n \), we now have

\[
|E(f(\alpha_n X_n + Y_n)) - E(f(X))| \leq |E(f(\alpha_n X_n + Y_n)) - E(f(\alpha_n X_n))| + |E(f(\alpha_n X_n)) - E(f(X_n))| + |E(f(X_n)) - E(f(X))|.
\]

The last term tends to 0 since \( X_n \) converges in law to \( X \). The second is at most

\[
C|\alpha_n - 1|E(||X_n||) \leq CN|\alpha_n - 1| \rightarrow 0,
\]

and the first is at most

\[
C E(||Y_n||) \leq C \beta_n \rightarrow 0.
\]

The result now follows from Proposition B.4.1.

The last instance of perturbations is slightly different. It amounts, in practice, to using some “auxiliary parameter \( m \)” to approximate a sequence of random variables; when the error in such an approximation is suitably small, and the approximations converge in law for each fixed \( m \), we obtain convergence in law.

**Proposition B.4.4.** Let \( M \) be a finite-dimensional Banach space. Let \((X_n)_{n \geq 1}\) and \((X_{n,m})_{n \geq m \geq 1}\) be \( M \)-valued random variables. Define \( E_{n,m} = X_n - X_{n,m} \). Assume that

1. For each \( m \geq 1 \), the random variables \((X_{n,m})_{n \geq m}\) converge in law to a random variable \( Y_m \).
2. We have

\[
\lim_{m \rightarrow +\infty} \sup_{n \rightarrow +\infty} E(||E_{n,m}||) = 0.
\]

Then the sequences \((X_n)\) and \((Y_m)\) converge in law as \( n \rightarrow +\infty \), and have the same limit distribution.

The second assumption means in practice that

\[
E(||E_{n,m}||) \leq f(n,m)
\]

where \( f(n,m) \rightarrow 0 \) as \( m \) tends to 0 uniformly for \( n \geq m \).

A statement of this kind can be found also, for instance, in [6, Th. 3.2], but the latter assumes that it is known that \((Y_m)\) converges in law.

Proof. We begin by proving that \((X_n)\) converges in law. Let \( f : M \rightarrow \mathbb{R} \) be a bounded Lipschitz continuous function, and \( C \) a Lipschitz constant for \( f \). For any \( n \geq 1 \) and any \( m \leq n \), we have

\[
|E(f(X_n)) - E(f(X_{n,m}))| \leq C E(||E_{n,m}||),
\]

hence

\[
E(f(X_{n,m})) - C E(||E_{n,m}||) \leq E(f(X_n)) \leq E(f(X_{n,m})) + C E(||E_{n,m}||).
\]

Let \( m \geq 1 \). By the first assumption, the expectations \( E(f(X_{n,m})) \) converge to \( E(f(Y_m)) \) as \( n \rightarrow +\infty \). Then these inequalities imply that, for any \( m \geq 1 \), we have

\[
\limsup_{n \rightarrow +\infty} E(f(X_n)) - \liminf_{n \rightarrow +\infty} E(f(X_n)) \leq 2C \limsup_{n \rightarrow +\infty} E(||E_{n,m}||)
\]

(because any limit of a convergent subsequence of \( E(f(X_n)) \) will lie in an interval of length at most the right-hand side). Letting \( m \) go to infinity, the second assumption allows us to conclude that

\[
\limsup_{n \rightarrow +\infty} E(f(X_n)) - \liminf_{n \rightarrow +\infty} E(f(X_n)) = 0,
\]

so that the sequence \((E(f(X_n)))_{n \geq 1}\) converges.
Now consider the map $\mu$ defined on bounded Lipschitz functions on $M$ by
\[ \mu(f) = \lim_{n \to +\infty} \mathbb{E}(f(X_n)). \]

It is elementary that $\mu$ is linear, and that it is positive (in the sense that if $f \geq 0$, we have $\mu(f) \geq 0$) and satisfies $\mu(1) = 1$. By the Riesz representation theorem (see Proposition B.1.2 and Remark B.1.3, noting that a finite-dimensional Banach space is locally compact), it follows that $\mu$ “is” a probability measure on $M$. It is then tautological that $(X_n)$ converges in law to a random vector $X$ with probability law $\mu$ by Proposition B.4.1.

It remains to prove that the sequence $(Y_m)$ also converges in law with limit $X$. We again consider the Lipschitz function $f$, with Lipschitz constant $C$, and write
\[ |\mathbb{E}(f(X_n)) - \mathbb{E}(f(X_{n,m}))| \leq C \mathbb{E}(\|E_{n,m}\|). \]

For a fixed $m$, we let $n \to +\infty$. Since we have proved that $(X_n)$ converges to $X$, we deduce by the first assumption that
\[ |\mathbb{E}(f(X)) - \mathbb{E}(f(Y_m))| \leq C \limsup_{n \to +\infty} \mathbb{E}(\|E_{n,m}\|). \]

Since the right-hand side converges to 0 by the second assumption, we conclude that
\[ \mathbb{E}(f(Y_m)) \to \mathbb{E}(f(X)), \]
and finally that $(Y_m)$ converges to $X$. \hfill \Box

**Remark B.4.5.** One also obtains convergence in law by a straightforward adaptation of the previous argument if Assumption (2) of the proposition is replaced by
\[ \lim_{m \to +\infty} \limsup_{n \to +\infty} \mathbb{P}(\|E_{n,m}\| > \delta) = 0 \]
for any $\delta > 0$. (This is similar to the fact that convergence in probability implies convergence in law.)

**Remark B.4.6.** Although we have stated all results in the case where the random variables are defined on the same probability space, the proofs do not rely on this fact, and the statements apply also if they are defined on spaces depending on $n$, with obvious adaptations of the assumptions. For instance, in the last statement, we can take $X_n$ and $X_{n,m}$ to be defined on a space $\Omega_n$ (independent of $m$) and the second assumption means that
\[ \lim_{m \to +\infty} \limsup_{n \to +\infty} \mathbb{E}_n(\|E_{n,m}\|) = 0. \]

### B.5. Convergence in law in a finite-dimensional vector space

We will use two important criteria for convergence in law for random variables with values in a finite-dimensional real vector space $V$, which both amount to testing (B.1) for a restricted set of functions. Another important criterion applies to variables with values in a compact topological group, and is reviewed below in Section B.6.

The first result is valid in all cases, and is based on the Fourier transform. Given an integer $m \geq 1$ and a probability measure $\mu$ on $\mathbb{R}^m$, recall that the characteristic function (or Fourier transform) of $\mu$ is the function
\[ \varphi_\mu : \mathbb{R}^m \to \mathbb{C} \]
defined by
\[ \varphi_\mu(t) = \int_{\mathbb{R}^m} e^{it \cdot x} d\mu(x), \]
where \( t \cdot x = t_1 x_1 + \cdots + t_m x_m \) is the standard inner-product. This is a continuous bounded function on \( \mathbb{R}^m \). For a random vector \( X \) with values in \( \mathbb{R}^m \), we denote by \( \varphi_X \) the characteristic function of \( X(\mathbb{P}) \), namely

\[
\varphi_X(t) = \mathbb{E}(e^{it \cdot X}).
\]

We state two (obviously equivalent) versions of P. Lévy’s theorem for convenience:

**Theorem B.5.1** (Lévy). Let \( m \geq 1 \) be an integer.

1. Let \( (\mu_n) \) be a sequence of probability measures on \( \mathbb{R}^m \), and let \( \mu \) be a probability measure on \( \mathbb{R}^m \). Then \( (\mu_n) \) converges weakly to \( \mu \) if and only if, for any \( t \in \mathbb{R}^m \), we have

\[
\varphi_{\mu_n}(t) \to \varphi_{\mu}(t)
\]

as \( n \to +\infty \).

2. Let \((\Omega, \Sigma, \mathbb{P})\) be a probability space. Let \((X_n)_{n \geq 1}\) be \( \mathbb{R}^m \)-valued random vectors on \( \Omega \), and let \( X \) be an \( \mathbb{R}^m \)-valued random vector. Then \((X_n)\) converges in law to \( X \) if and only if, for all \( t \in \mathbb{R}^m \), we have

\[
\mathbb{E}(e^{itX_n}) \to \mathbb{E}(e^{itX}).
\]

For a proof, see e.g. [5, Th. 26.3] in the case \( m = 1 \).

**Remark B.5.2.** In fact, the precise version of Lévy’s Theorem does not require to know in advance the limit of the sequence: if a sequence \((\mu_n)\) of probability measures is such that, for all \( t \in \mathbb{R}^m \), we have

\[
\varphi_{\mu_n}(t) \to \varphi(t)
\]

for some function \( \varphi \), and if \( \varphi \) is continuous at 0, then one can show that \( \varphi \) is the characteristic function of a probability measure \( \mu \) (and hence that \( \mu_n \) converges weakly to \( \mu \)); see for instance [5, p. 350, cor. 1]. So, for instance, it is not necessary to know beforehand that \( \varphi(t) = e^{-t^2/2} \) is the characteristic function of a probability measure in order to prove the Central Limit Theorem using Lévy’s Criterion.

**Lemma B.5.3.** Let \( m \geq 1 \) be an integer. Let \((X_n)_{n \geq 1}\) be a sequence of random variables with values in \( \mathbb{R}^m \) on some probability space. Let \((\beta_n)\) be a sequence of positive real numbers such that \( \beta_n \to 0 \) as \( n \to +\infty \). If \((X_n)\) converges in law to an \( \mathbb{R}^m \)-valued random variable \( X \), then for any sequence \((Y_n)\) of \( \mathbb{R}^m \)-valued random variables such that \( \|X_n - Y_n\|_\infty \leq \beta_n \) for all \( n \geq 1 \), the random variables \( Y_n \) converge to \( X \).

**Proof.** We use Lévy’s criterion. We fix \( t \in \mathbb{R}^m \) and write

\[
\mathbb{E}(e^{itY_n}) - \mathbb{E}(e^{itX}) = \mathbb{E}(e^{itY_n} - e^{itX_n}) + \mathbb{E}(e^{itX_n} - e^{itX}).
\]

By Lévy’s Theorem and our assumption on the convergence of the sequence \((X_n)\), the second term on the right converges to 0 as \( n \to +\infty \). For the first, we can simply apply the dominated convergence theorem to derive the same conclusion: we have

\[
\|(X_n - Y_n)\|_\infty \leq \beta_n \to 0
\]

hence

\[
e^{itY_n} - e^{itX_n} = e^{itY_n}(1 - e^{it(X_n - Y_n)}) \to 0
\]

(pointwise) as \( n \to +\infty \). Moreover, we have

\[
\left| e^{itY_n} - e^{itX_n} \right| \leq 2
\]

for all \( n \geq 1 \). Hence the dominated convergence theorem implies that the expectation \( \mathbb{E}(e^{itY_n} - e^{itX_n}) \) converges to 0.
Lévy’s Theorem applied once more allows us to conclude that $(Y_n)$ converges in law to $X$, as claimed.

The second convergence criterion is known as the method of moments. It is more restrictive than Lévy’s criterion, but is sometimes analytically more flexible, especially because it is often more manageable when there is no independence assumptions.

**Definition B.5.4 (Mild measure).** Let $\mu$ be a probability measure on $\mathbb{R}^m$. We will say that $\mu$ is mild if the absolute moments

$$M^a_k(\mu) = \int_{\mathbb{R}^m} |x_1|^{k_1} \cdots |x_m|^{k_m} d\mu(x_1, \ldots, x_m)$$

exist for all tuples of non-negative integers $k = (k_1, \ldots, k_m)$, and if there exists $\delta > 0$ such that the power series

$$\sum_{k_i \geq 0} \sum_{k} M^a_k(\mu) z_1^{k_1} \cdots z_m^{k_m}$$

converges in the region

$$\{(z_1, \ldots, z_m) \in C^m \mid \|z_i\| \leq \delta\}.$$

If a measure $\mu$ is mild, then it follows in particular that the moments

$$M_k(\mu) = \int_{\mathbb{R}^m} x_1^{k_1} \cdots x_m^{k_m} d\mu(x_1, \ldots, x_m)$$

exist for all $k = (k_1, \ldots, k_m)$ with $k_i$ non-negative integers.

If $X$ is a random variable, we will say as usual that a random vector $X = (X_1, \ldots, X_m)$ is mild if its law $X(\mathcal{P})$ is mild. The moments and absolute moments are then

$$M_k(X) = \mathbb{E}(|X_1|^{k_1} \cdots |X_m|^{k_m}), \quad M^a_k(X) = \mathbb{E}(|X_1|^{k_1} \cdots |X_m|^{k_m}).$$

We again give two versions of the method of moments for weak convergence when the limit is mild:

**Theorem B.5.5 (Method of moments).** Let $m \geq 1$ be an integer.

1. Let $(\mu_n)$ be a sequence of probability measures on $\mathbb{R}^m$ such that all moments $M_k(\mu_n)$ exist, and let $\mu$ be a probability measure on $\mathbb{R}^m$. Assume that $\mu$ is mild. Then $(\mu_n)$ converges weakly to $\mu$ if for any $m$-tuple $k$ of non-negative integers, we have

$$M_k(\mu_n) \longrightarrow M_k(\mu)$$

as $n \to +\infty$.

2. Let $(\Omega, \Sigma, \mathcal{P})$ be a probability space. Let $(X_n)_{n \geq 1}$ be $\mathbb{R}^m$-valued random vectors on $\Omega$ such that all moments $M_k(X_n)$ exist, and let $Y$ be an $\mathbb{R}^m$-valued random vector. Assume that $Y$ is mild. Then $(X_n)$ converges in law to $Y$ if for any $m$-tuple $k$ of non-negative integers, we have

$$\mathbb{E}(X_1^{k_1} \cdots X_m^{k_m}) \longrightarrow \mathbb{E}(Y_1^{k_1} \cdots Y_m^{k_m}).$$

For a proof (in the case $m = 1$), see for instance [5, Th. 30.2 and Th. 30.1].

This only gives one implication in comparison with the Lévy Criterion. It is often useful to have a converse, and here is one such statement:

---

1There doesn’t seem to be an especially standard name for this notion.
Theorem B.5.6 (Converse of the method of moments). Let \((\Omega, \Sigma, P)\) be a probability space.

Let \(m \geq 1\) be an integer and let \((X_n)_{n \geq 1}\) be a sequence of \(\mathbb{R}^m\)-valued random vectors on \(\Omega\) such that all moments \(M_k(X)\) exist, and such that there exist constants \(c_k \geq 0\) with
\[
E(|X_{n,1}|^k_1 \cdots |X_{n,m}|^k_m) \leq c_k
\]
for all \(n \geq 1\). Assume that \(X_n\) converges in law to a random vector \(Y\). Then \(Y\) is mild and for any \(m\)-tuple \(k\) of non-negative integers, we have
\[
E(X_{n,1}^{k_1} \cdots X_{n,m}^{k_m}) \rightarrow E(Y_1^{k_1} \cdots Y_n^{k_m}).
\]

Proof. See [5, Th 25.12 and Cor.] for a proof (again for \(m = 1\)). \(\square\)

Example B.5.7. This converse applies, in particular, if \((X_n)\) is a sequence of real-valued random variables given by
\[
X_n = \frac{B_1 + \cdots + B_n}{\sigma_n}
\]
where the variables \((B_n)\) are independent and satisfy
\[
E(B_n) = 0, \quad |B_n| \leq 1, \quad \sigma_n = \sum_{i=1}^{n} V(B_n) \to +\infty \text{ as } n \to +\infty.
\]

Then the Central Limit Theorem (see below Theorem B.7.2) implies that the sequence \((X_n)\) converges in law to a standard gaussian random variable \(Y\). Moreover, \(X_n\) is bounded (by \(n/\sigma_n\)), so all its moments exist. We will check that this sequence satisfies the uniform integrability condition (B.6), from which we deduce the convergence of moments
\[
\lim_{n \to +\infty} E(X_n^k) = E(Y^k)
\]
for all integers \(k \geq 0\) (the moments of \(Y\) are described explicitly in Proposition B.7.3).

For any \(k \geq 0\), there exists a constant \(C_k \geq 0\) such that
\[
|x|^k \leq C_k (e^x + e^{-x})
\]
for all \(x \in \mathbb{R}\). In particular, if we can show that there exists \(D \geq 0\) such that
\[
E(e^{X_n}) \leq D, \quad E(e^{-X_n}) \leq D
\]
for all \(n \geq 1\), then we obtain \(E(|X_n|^k) \leq 2C_k D\) for all \(n\), which gives the desired conclusion. Note that, since \(X_n\) is bounded, these expectations make sense, and moreover we may assume that we only consider \(n\) large enough so that \(\sigma_n \geq 1\).

To prove (B.7), fix more generally \(t \in [-1, 1]\). Since the \((B_n)\) are independent random variables, we have
\[
E(e^{tX_n}) = \prod_{i=1}^{m} E\left(\exp\left(\frac{tB_i}{\sigma_n}\right)\right).
\]
Since we assumed that \(\sigma_n \geq 1\), we have \(|tB_n/\sigma_n| \leq 1\), hence
\[
\exp\left(\frac{tB_i}{\sigma_n}\right) \leq 1 + \frac{tB_i}{\sigma_n} + \frac{t^2B_i^2}{\sigma_n^2}
\]
(because \(e^x \leq 1 + x + x^2\) for \(|x| \leq 1\), as can be checked using basic calculus). We get further
\[
E(e^{tX_n}) \leq \prod_{i=1}^{n} \left(1 + \frac{t^2}{\sigma_n^2} E(B_i^2)\right)
\]
since $E(B_i) = 0$. Using $1 + x \leq e^x$, this leads to

$$E(e^{tX_n}) \leq \exp\left(\frac{t^2}{2} \sum_{i=1}^{m} E(B_i^2)\right) = \exp(t^2).$$

Applying this with $t = 1$ and $t = -1$, we get (B.7) with $D = e$, hence also (B.6), for all $n$ large enough.

**Remark B.5.8.** In the case $m = 2$, one often deals with random variables that are naturally seen as complex-valued, instead of $\mathbb{R}^2$-valued. In that case, it is sometimes quite useful to use the complex moments

$$\tilde{M}_{k_1,k_2}(X) = E(X^{k_1} \overline{X}^{k_2})$$

of a $\mathbb{C}$-valued random variable instead of $M_{k_1,k_2}(X)$. The corresponding statements are that $X$ is mild if and only if the power series

$$\sum_{k_1,k_2 \geq 0} \tilde{M}_{k_1,k_2}(X) \frac{z_1^{k_1} z_2^{k_2}}{k_1! k_2!}$$

converges in a region

$$\{(z_1, z_2) \in \mathbb{C} \mid |z_1| \leq \delta, \ |z_2| \leq \delta\}$$

for some $\delta > 0$, and that if $X$ is mild, then $(X_n)$ converges weakly to $X$ if

$$\tilde{M}_{k_1,k_2}(X_n) \rightarrow \tilde{M}_{k_1,k_2}(X)$$

for all $k_1, k_2 \geq 0$. Example B.5.7 extends to the complex valued case.

**Example B.5.9.** (1) Any bounded random vector is mild. Indeed, if $\|X\|_\infty \leq B$, say, then we get

$$|M_k(X)| \leq B^{k_1+\cdots+k_m},$$

and therefore

$$\sum_{k_i \geq 0} |M_k(\mu)| \frac{|z_1^{k_1} \cdots |z_m|^{k_m}}{k_1! \cdots k_m!} \leq e^{B|z_1|+\cdots+B|z_m|},$$

so that the power series converges, in that case, for all $z \in \mathbb{C}^m$.

(2) Any gaussian random vector is mild (see the next section).

(3) If $X$ is mild, and $Y$ is another random vector with $|Y_i| \leq |X_i|$ (almost surely) for all $i$, then $Y$ is also mild.

We refer to Billingsley’s book [6] for further results on convergence in law.

**B.6. The Weyl criterion**

One important special case of convergence in law is known as *equidistribution* in the context of topological groups in particular. We only consider compact groups here for simplicity. Let $G$ be such a group. Then there exists on $G$ a unique Borel probability measure $\mu_G$ which is invariant under left (and right) translations: for any integrable function $f : G \rightarrow \mathbb{C}$ and for any fixed $g \in G$, we have

$$\int_G f(g x) d\mu_G(x) = \int_G f(x g) d\mu_G(x) = \int_G f(x) d\mu_G(x).$$

This measure is called the (probability) Haar measure on $G$ (see, e.g., [12, VII, §1, n. 2, th. 1 and prop. 2]).

If a $G$-valued random variable $X$ is distributed according to $\mu_G$, one says that $X$ is *uniformly distributed* on $G$.  
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Example B.6.1. (1) Let $G = S^1$ be the multiplicative group of complex numbers of modulus 1. This group is isomorphic to $\mathbb{R}/\mathbb{Z}$ by the morphism $\theta \mapsto e(\theta)$. The measure $\mu_G$ is then identified with the Lebesgue measure $d\theta$ on $\mathbb{R}/\mathbb{Z}$. In other words, for any integrable function $f : S^1 \to \mathbb{C}$, we have

$$\int_{S^1} f(z) d\mu_G(z) = \int_{\mathbb{R}/\mathbb{Z}} f(e(\theta)) d\theta = \int_0^1 f(e(\theta)) d\theta.$$ 

If we view the measure $\mu_G$ as a measure on $\mathbb{C}$, supported on $S^1$, and identify $\mathbb{C}$ with $\mathbb{R}^2$, then we can compute the Fourier transform $\varphi_{\mu_G}$ (or characteristic function, for random variables with law equal to $\mu_G$). It is a function of $z \in \mathbb{C} = \mathbb{R}^2$, which only depends on $|z|$ (because the measure is invariant by rotation), and is equal to

$$\varphi_{\mu_G}(z) = J_0(|z|),$$

where $J_0$ is the Bessel function defined by

$$(B.8) \quad J_0(x) = \frac{1}{\pi} \int_{-1}^1 e^{jtx} (1 - t^2)^{-1/2} dt$$

for $x \geq 0$.

(2) If $(G_i)_{i \in I}$ is any family of compact groups, each with a probability Haar measure $\mu_i$, then the (possibly infinite) tensor product

$$\bigotimes_{i \in I} \mu_i$$

is the probability Haar measure $\mu$ on the product $G$ of the groups $G_i$. Probabilistically, one would interpret this as saying that $\mu$ is the law of a family $(X_i)$ of independent random variables, where each $X_i$ is uniformly distributed on $G_i$.

(3) Let $G$ be the non-abelian compact group $SU_2(\mathbb{C})$, i.e.

$$G = \left\{ \begin{pmatrix} \alpha & \bar{\beta} \\ -\bar{\beta} & \alpha \end{pmatrix} \mid \alpha, \beta \in \mathbb{C}, \ |\alpha|^2 + |\beta|^2 = 1 \right\}.$$ 

Writing $\alpha = a + ib$, $\beta = c + id$, we can identify $G$, as a topological space, with the unit 3-sphere

$$\left\{ (a, b, c, d) \in \mathbb{R}^4 \mid a^2 + b^2 + c^2 + d^2 = 1 \right\}$$

in $\mathbb{R}^4$. Then the left-multiplication by some element on $G$ is the restriction of a rotation of $\mathbb{R}^4$. Hence the surface (Lebesgue) measure $\mu_0$ on the 3-sphere is a Borel invariant measure on $G$. By uniqueness, we see that the probability Haar measure on $G$ is

$$\mu = \frac{1}{2\pi^2} \mu_0$$

(since the surface area of the 3-sphere is $2\pi^2$).

Consider now the trace $\text{Tr} : G \to \mathbb{R}$, which is given by $(a, b, c, d) \mapsto 2a$ in the sphere coordinates. One can show that the direct image $\text{Tr}_*(\mu)$ is the so-called Sato-Tate measure

$$\mu_{\text{ST}} = \frac{1}{\pi} \sqrt{1 - \frac{x^2}{4}} dx,$$

supported on $[-2, 2]$ (for probabilists, this is also a semi-circle law). One obtains from either description of $\mu_{\text{ST}}$ the expectation and variance

$$(B.9) \quad \int_{\mathbb{R}} t d\mu_{\text{ST}} = 0, \quad \int_{\mathbb{R}} t^2 d\mu_{\text{ST}} = 1.$$
(4) If $G$ is a finite group then the probability Haar measure is just the normalized counting measure: for any function $f$ on $G$, the integral of $f$ is

$$\frac{1}{|G|} \sum_{x \in G} f(x).$$

For a topological group $G$, a unitary character $\chi$ of $G$ is a continuous homomorphism $\chi : G \to S^1$.

The trivial character is the character $g \mapsto 1$ of $G$. The set of all characters of $G$ is denoted $\hat{G}$. It has a structure of abelian group by multiplication of functions. If $G$ is locally compact, then $\hat{G}$ is a locally compact topological group with the topology of uniform convergence on compact sets.

In general, $\hat{G}$ may be reduced to the trivial character (this is the case if $G = \text{SL}_2(\mathbb{R})$ for instance). Assume now that $G$ is locally compact and abelian. Then it is a fundamental fact (known as Pontryagin duality, see e.g. [48, §7.3] for a survey, or [10, II, §1, n. 5, th. 2] for the details) that there are “many” characters, in a suitable sense. If $G$ is compact, then a simple version of this assertion is that $\hat{G}$ is an orthonormal basis of the space $L^2(G, \mu)$, where $\mu$ is the probability Haar measure on $G$.

For an integrable function $f \in L^1(G, \mu)$, its Fourier transform is the function $\hat{f} : \hat{G} \to \mathbb{C}$ defined by

$$\hat{f}(\chi) = \int_G f(x) \overline{\chi(x)} d\mu(x)$$

for all $\chi \in \hat{G}$. For a compact commutative group $G$, and $f \in L^2(G, \mu)$, we have

$$f = \sum_{\chi \in \hat{G}} \hat{f}(\chi) \chi,$$

as a series converging in $L^2(G, \mu)$. It follows easily that $f \in L^1(G)$ is almost everywhere constant if and only if $\hat{f}(\chi) = 0$ for all $\chi \neq 1$.

The following relation is immediate from the invariance of Haar measure: for $f$ integrable and any fixed $y \in G$, if we let $g(x) = f(xy)$, then $g$ is well-defined as an integrable function, and

$$\hat{g}(\chi) = \int_G f(xy) \overline{\chi(x)} d\mu(x) = \chi(y) \int_G f(x) \overline{\chi(x)} d\mu(x) = \chi(y) \hat{f}(y),$$

so that

$$\hat{g} = \chi \hat{f}. \quad \text{(B.10)}$$

**Example B.6.2.** (1) The characters of $\mathbb{S}^1$ are given by

$$z \mapsto z^m$$

for $m \in \mathbb{Z}$.

(2) If $(G_i)_{i \in I}$ is any family of compact groups, each with a probability Haar measure $\mu_i$, then the characters of the product $G$ of the $G_i$ are given in a unique way as follows: take a finite subset $S$ of $I$, and for any $i \in S$, pick a non-trivial character $\chi_i$ of $G_i$, then define

$$\chi(x) = \prod_{i \in S} \chi_i(x_i)$$

for any $x = (x_i)_{i \in I}$ in $G$. Here, the trivial character corresponds to $S = \emptyset$. See, e.g., [48, Example 5.6.10] for a proof.
In particular, if I is a finite set, this computation shows that the group of characters of G is isomorphic to the product of the groups of characters of the G_i, and that the isomorphism is such that a family \((\chi_i)\) of characters of the groups G_i is mapped to the character

\[(x_i) \mapsto \prod_{i \in I} \chi_i(x_i).\]

(3) If G is a finite abelian group, then the group \(\hat{G}\) of characters of G is also finite, and it is isomorphic to G. This can be seen from the structure theorem for finite abelian groups, which shows that any finite abelian group is a direct product of some finite cyclic groups (see, e.g., [74, Th. B-3.13]) combined with the previous example and the explicit computation of the dual group of a finite cyclic group \(\mathbb{Z}/q\mathbb{Z}\) for \(q \geq 1\): an isomorphism from \(\mathbb{Z}/q\mathbb{Z}\) to \(\hat{\mathbb{Z}}/q\mathbb{Z}\) is given by sending \(a \mod q\) to the character

\[x \mapsto e\left(\frac{ax}{q}\right),\]

which is well-defined because replacing \(a\) and \(x\) by other integers congruent modulo \(q\) does not change the value of \(e(ax/q)\).

In this case, one can also prove elementarily that the characters form an orthonormal basis of the finite-dimensional vector space \(C(G)\) of complex-valued functions on G, which in this case has the inner product

\[\langle f, g \rangle = \frac{1}{|G|} \sum_{x \in G} f(x)\overline{g(x)}.\]

Indeed, one can also reduce to the case of cyclic groups by checking that there is a unique isomorphism

\[C(G_1) \otimes C(G_2) \to C(G_1 \times G_2)\]

such that a pure tensor \(f_1 \otimes f_2\) is mapped to the function \((x_1, x_2) \mapsto f_1(x_1)f_2(x_2)\). In particular, the characters of \(G_1 \times G_2\) (which belong to \(C(G_1 \times G_2)\)) correspond under this isomorphism to the pure tensors \(\chi_1 \otimes \chi_2\).

In addition, under this isomorphism, we have

\[\langle f_1 \otimes f_2, g_1 \otimes g_2 \rangle = \langle f_1, g_1 \rangle \langle f_2, g_2 \rangle,\]

for any functions \(f_i\) and \(g_i\) on \(G_i\). This implies that if the characters of \(G_1\) and those of \(G_2\) form orthonormal bases of their respective spaces of functions, then so do the characters of \(G_1 \times G_2\).

And in the case of \(G = \mathbb{Z}/q\mathbb{Z}\), we can simply compute using the explicit description of the characters \(\chi_a: x \mapsto e(ax/q)\) for \(a \in \mathbb{Z}/q\mathbb{Z}\) that

\[\langle \chi_a, \chi_b \rangle = \frac{1}{q} \sum_{0 \leq x \leq q-1} e\left(\frac{ax}{q}\right)e\left(-\frac{bx}{q}\right)\]

which is equal to 1 if \(a = b\), and otherwise is

\[
\frac{1 - e(q(a - b)/q)}{1 - e((a - b)/q)}
\]

by summing a finite geometric sum, and is therefore zero, as we wanted.

Weyl's Criterion is a criterion for a sequence of G-valued random variables to converge in law to a uniformly distributed random variable. We state it for compact abelian groups only:
Theorem B.6.3 (Weyl’s Criterion). Let \( G \) be a compact abelian group. A sequence \((X_n)\) of \( G \)-valued random variables converges in law to a uniformly distributed random variable on \( G \) if and only if, for any non-trivial character \( \chi \) of \( G \), we have
\[
\lim_{n \to +\infty} E(\chi(X_n)) \longrightarrow 0.
\]

Remark B.6.4. (1) Note that the orthogonality of characters implies that
\[
\int_G \chi(x) d\mu_G(x) = \langle \chi, 1 \rangle = 0
\]
for any non-trivial character \( \chi \) of \( G \). Hence the Weyl criterion has the same flavor of Lévy’s criterion (note that, for any \( t \in \mathbb{R}^m \), the function \( x \mapsto e^{ix \cdot t} \) is a character of \( \mathbb{R}^m \)).

(2) If \( G \) is compact, but not necessarily abelian, there is a version of the Weyl criterion using as “test functions” the traces of irreducible finite-dimensional representations of \( G \) (see [48, §5.5] for an account).

The best known example of application of the Weyl Criterion is to prove the following equidistribution theorem of Kronecker:

Theorem B.6.5 (Kronecker). Let \( d \geqslant 1 \) be an integer. Let \( z \) be an element of \( \mathbb{R}^d \) and let \( T \) (resp. \( \overline{T} \)) be the closure of the subgroup of \( (\mathbb{R}/\mathbb{Z})^d \) generated by the class of \( z \) (resp. generated by the classes of the elements \( yz \) for \( y \in \mathbb{R} \)).

(1) As \( N \to +\infty \), the probability measures on \((\mathbb{R}/\mathbb{Z})^d\) defined by
\[
\frac{1}{N} \sum_{0 \leq n < N} \delta_{nz}
\]
converge in law to the probability Haar measure on \( T \).

(2) As \( X \to +\infty \), the probability measures \( \mu_X \) on \((\mathbb{R}/\mathbb{Z})^d\) defined by
\[
\mu_X(A) = \frac{1}{X} |\{x \in [0, X] \mid xz \in A\}|
\]
for a measurable subset \( A \) of \((\mathbb{R}/\mathbb{Z})^d\), converge in law to the probability Haar measure on \( \overline{T} \).

Proof. We only prove the “continuous” version in (2), since the first one is easier (and better known). First note that each probability measure \( \mu_X \) has support contained in \( \overline{T} \) by definition, so it can be viewed as a measure on \( \overline{T} \).

From the theory of compact abelian groups, we know that any character \( \chi \) of \( \overline{T} \) can be extended to a character of \((\mathbb{R}/\mathbb{Z})^d\), which is therefore of the form
\[ v \mapsto e(n \cdot v) \]
where \( n \in \mathbb{Z}^d \). We then have
\[
\int \chi(v) d\mu_X(v) = \frac{1}{X} \int_0^X e(x n \cdot z) dx.
\]
Suppose that \( \chi \) is a non-trivial character of \( \overline{T} \); since the classes of \( yz \) for \( y \in \mathbb{R} \) generate a dense subgroup of \( \overline{T} \), we have then \( n \cdot z \neq 0 \). Hence
\[
\int \chi(v) d\mu_X(v) = \frac{1}{X} \frac{e(X n \cdot z) - 1}{2i\pi n \cdot z} \to 0
\]
as \( X \to +\infty \). We conclude by an application of the Weyl criterion. \( \square \)
In order to apply Theorem B.6.5 in practice, we need to identify the subgroup $T$ (or $\tilde{T}$). In many cases, the following special case suffices, where we write $z = (z_1, \ldots, z_d) \in \mathbb{R}^d$:

1. We have $T = (\mathbb{R}/\mathbb{Z})^d$ if and only if $(1, z_1, \ldots, z_d)$ are $\mathbb{Q}$-linearly independent;
2. We have $\tilde{T} = (\mathbb{R}/\mathbb{Z})^d$ if and only if $(z_1, \ldots, z_d)$ are $\mathbb{Q}$-linearly independent.

For instance, if $d = 1$, then the first condition means that $z = z_1$ is irrational, when the second means that $z$ is non-zero.

We check (1), leaving (2) as an exercise. If $(1, z_1, \ldots, z_d)$ are not $\mathbb{Q}$-linearly independent, then multiplying a non-trivial linear dependency relation with a suitable non-zero integer, we obtain a relation

$$m_0 + \sum_{i=1}^d m_i z_i = 0,$$

where $m_i \in \mathbb{Z}$, and not all $m_i$ are zero, in fact where not all $m_i$ with $i \geq 1$ are zero (since this would imply also $m_0 = 0$). Then the class of $nz$ modulo $\mathbb{Z}^d$ is contained for all $n \in \mathbb{Z}$ in the proper closed subgroup

$$\{x = (x_1, \ldots, x_d) \in (\mathbb{R}/\mathbb{Z})^d \mid m_1 x_1 + \cdots + m_d x_d = 0\},$$

which implies that $T$ is also contained in that subgroup, hence is not all of $(\mathbb{R}/\mathbb{Z})^d$.

Conversely, a simple argument is to check that if $(1, z_1, \ldots, z_d)$ are $\mathbb{Q}$-linearly independent, then a direct application of the Weyl Criterion proves that the probability measures

$$\frac{1}{N} \sum_{0 \leq n < N} \delta_{nz}$$

converge in law to the probability Haar measure on $(\mathbb{R}/\mathbb{Z})^d$ (because non-trivial characters of this group correspond to $(m_i) \in \mathbb{Z}^d$, and the integral against the measure above is

$$\frac{1}{N} \sum_{n=1}^N e((m_1 z_1 + \cdots + m_d z_d) n)$$

where the real number $m_1 z_1 + \cdots + m_d z_d$ is not an integer by the linear-independence, so that the sum tends to 0 by summing a finite geometric series...)

**B.7. Gaussian random variables**

By definition, a random vector $X$ with values in $\mathbb{R}^m$ is called a *centered* gaussian vector if there exists a non-negative quadratic form $Q$ on $\mathbb{R}^m$ such that the characteristic function $\varphi_X$ of $X$ is of the form

$$\varphi_X(t) = e^{-Q(t)/2}$$

for $t \in \mathbb{R}^m$. The quadratic form can be recovered from $X$ by the relation

$$Q(t_1, \ldots, t_m) = \sum_{1 \leq i,j \leq m} a_{i,j} t_i t_j,$$

with

$$a_{i,j} = E(X_i X_j).$$

More generally, if $X$ is a gaussian random vector, then $X$ is mild, and in fact

$$\sum_k M_m(X) t_1^k \cdots t_m^k k_1! \cdots k_m! = E(e^{t^X}) = e^{Q(t)/2}$$

for $t \in \mathbb{R}^m$, so that the power series converges on all of $\mathbb{C}^m$. 
For $m = 1$, this means that a random variable is a centered gaussian if and only if there exists $\sigma \geq 0$ such that
\begin{equation}
\varphi_X(t) = e^{-\sigma^2 t/2},
\end{equation}
and in fact we have
\[ E(X^2) = V(X) = \sigma^2. \]
If $\sigma = 1$, then we say that $X$ is a 
standard gaussian random variable,
or a 
standard normal random variable.
We then have
\[ P(\alpha < X < \beta) = \frac{1}{\sqrt{2\pi}} \int_{\alpha}^{\beta} e^{-x^2/2} dx \]
for all real numbers $\alpha < \beta$.

**Exercise B.7.1.** We recall a standard proof of the fact that the measure on $\mathbb{R}$ given by
\[ \mu = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} dx \]
is indeed a gaussian probability measure with variance 1.

1. Define
\[ \varphi(t) = \varphi_\mu(t) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{itx-x^2/2} dx \]
for $t \in \mathbb{R}$. Prove that $\varphi$ is of class $C^1$ on $\mathbb{R}$ and satisfies $\varphi'(t) = -t\varphi(t)$ for all $t \in \mathbb{R}$ and $\varphi(0) = 1$.

2. Deduce that $\varphi(t) = e^{-t^2/2}$ for all $t \in \mathbb{R}$. [Hint: This is an elementary argument with ordinary differential equations, but because the order is 1, one can define $g(t) = e^{t^2/2}\varphi(t)$ and check by differentiation that $g'(t) = 0$ for all $t \in \mathbb{R}$.]

We will use the following simple version of the Central Limit Theorem:

**Theorem B.7.2.** Let $B \geq 0$ be a fixed real number. Let $(X_n)$ be a sequence of independent real-valued random variables with $|X_n| \leq B$ for all $n$. Let
\[ \alpha_n = E(X_n), \quad \beta_n = V(X_n). \]

Let $\sigma_N \geq 0$ be defined by
\[ \sigma_N^2 = \beta_1 + \cdots + \beta_N \]
for $N \geq 1$. If $\sigma_N \to +\infty$ as $n \to +\infty$, then the random variables
\[ Y_N = \frac{(X_1 - \alpha_1) + \cdots + (X_N - \alpha_N)}{\sigma_N} \]
converge in law to a standard gaussian random variable.

**Proof.** Although this is a very simple case of the general Central Limit Theorem for sums of independent random variables (indeed, even of Lyapunov’s well-known version), we give a proof using Lévy’s criterion for convenience. First of all, we may assume that $\alpha_n = 0$ for all $n$ by replacing $X_n$ by $X_n - \alpha_n$ (up to replacing $B$ by $2B$, since $|\alpha_n| \leq B$).

By independence of the variables $(X_n)$, the characteristic function $\varphi_N$ of $Y_N$ is given by
\[ \varphi_N(t) = E(e^{itY_N}) = \prod_{1 \leq n \leq N} E(e^{itX_n}/\sigma_N) \]
for $t \in \mathbb{R}$. Since $tX_n/\sigma_N$ is bounded (because $t$ is fixed), we have a Taylor expansion around 0 of the form

$$e^{itX_n/\sigma_N} = 1 + \frac{itX_n}{\sigma_N} - \frac{t^2X_n^2}{2\sigma_N^2} + O\left(\frac{|t|^3|X_n|^3}{\sigma_N^3}\right),$$

where the implied constant is absolute. Consequently, we obtain

$$\varphi_{X_n}\left(\frac{t}{\sigma_N}\right) = \mathbb{E}(e^{itX_n/\sigma_N}) = 1 - \frac{1}{2}\left(\frac{t}{\sigma_N}\right)^2 \mathbb{E}(X_n^2) + O\left(\left(\frac{|t|}{\sigma_N}\right)^3 \mathbb{E}(|X_n|^3)\right).$$

Observe that with our assumption, we have

$$\mathbb{E}(|X_n|^3) \leq B \mathbb{E}(X_n^2) = B\beta_n.$$

Moreover, for $N$ large enough (depending on $t$, but $t$ is fixed), the modulus of

$$-\frac{1}{2} \left(\frac{t}{\sigma_N}\right)^2 \mathbb{E}(X_n^2) + O\left(\left(\frac{|t|}{\sigma_N}\right)^3 \mathbb{E}(|X_n|^3)\right)$$

is less than 1, so that we can use Proposition A.2.2 and deduce that

$$\varphi_N(t) = \exp\left(\sum_{n=1}^N \log \mathbb{E}(e^{itX_n/\sigma_N})\right)$$

$$= \exp\left(-\frac{t^2}{2\sigma_N} \sum_{n=1}^N \beta_n + O\left(\frac{B|t|^3}{\sigma_N^3} \sum_{n=1}^N \beta_n\right)\right)$$

$$= \exp\left(-\frac{t^2}{2} + O\left(\frac{B|t|^3}{\sigma_N}\right)\right) \to \exp(-t^2/2)$$

as $N \to +\infty$; we conclude then by Lévy’s Criterion and (B.11).

If one uses directly the method of moments to get convergence in law to a gaussian random variable, it is useful to know the values of their moments. We only state the one-dimensional and the simplest complex case:

**Proposition B.7.3.** (1) Let $X$ be a real-valued gaussian random variable with expectation 0 and variance $\sigma^2$. For $k \geq 0$, we have

$$\mathbb{E}(X^k) = \begin{cases} 0 & \text{if } k \text{ is odd,} \\ \sigma^k \frac{k!}{2^{k/2}(k/2)!} = \sigma^k \cdot (1 \cdot 3 \cdots (k-1)) & \text{if } k \text{ is even.} \end{cases}$$

(1) Let $X$ be a complex-valued gaussian random variable with covariance matrix

$$\begin{pmatrix} \sigma & 0 \\ 0 & \sigma \end{pmatrix}$$

for some $\sigma > 0$. For $k \geq 0$ and $l \geq 0$, we have

$$\mathbb{E}(X^k \bar{X}^l) = \begin{cases} 0 & \text{if } k \neq l, \\ \sigma^k 2^k k! & \text{if } k = l. \end{cases}$$

**Exercise B.7.4.** Prove this proposition.
B.8. Subgaussian random variables

Gaussian random variables have many remarkable properties. It is a striking fact that a number of these, especially with respect to integrability properties, are shared by a much more general class of random variables.

**Definition B.8.1 (Subgaussian random variable).** Let $\sigma > 0$ be a real number. A real-valued random variable $X$ is $\sigma^2$-subgaussian if we have

$$E(e^{tX}) \leq e^{-\sigma^2 t^2/2}$$

for all $t \in \mathbb{R}$. A complex-valued random variable $X$ is $\sigma^2$-subgaussian if $X = Y + iZ$ with $Y$ and $Z$ real-valued $\sigma^2$-subgaussian random variables.

By definition, a gaussian random variable is therefore subgaussian. But there are many more examples, in particular the random variables described in the next proposition.

**Proposition B.8.2.** (1) Let $X$ be a complex-valued random variable and $m > 0$ a real number such that $E(X) = 0$ and $|X| \leq m$. Then $X$ is $m^2$-subgaussian.

(2) Let $X_1$ and $X_2$ be independent random variables such that $X_1$ is $\sigma_1^2$-subgaussian. Then $X_1 + X_2$ is $(\sigma_1^2 + \sigma_2^2)$-subgaussian.

**Proof.** (1) We may assume that $X$ is real-valued, and by considering $m^{-1}X$ instead of $X$, we may assume that $|X| \leq 1$, and of course that $X$ is not almost surely 0. In particular, the function $\varphi(t) = E(e^{tX})$ is well-defined, and $\varphi(t) > 0$ for all $t \in \mathbb{R}$. Moreover, it is easy to verify that it is smooth on $\mathbb{R}$ with

$$\frac{\varphi'(t)}{\varphi(t)} = E(Xe^{tX}), \quad \frac{\varphi''(t)}{\varphi(t)} = E(X^2e^{tX})$$

(by differentiating under the integral sign) and in particular

$$\varphi(0) = 1, \quad \varphi'(0) = E(X) = 0.$$ 

We now define $f(t) = \log(\varphi(t)) - \frac{1}{2}t^2$. The function $f$ is also smooth and satisfies $f(0) = f'(0) = 0$. Moreover we have

$$f''(t) = \frac{\varphi''(t)\varphi(t) - \varphi'(t)^2 - \varphi(t)^2}{\varphi(t)^2}.$$ 

The formula for $\varphi''$ and the condition $|X| \leq 1$ imply that $0 \leq \varphi''(t) \leq \varphi(t)$ for all $t \in \mathbb{R}$. Therefore

$$\varphi''(t)\varphi(t) - \varphi'(t)^2 - \varphi(t)^2 \leq -\varphi'(t)^2 \leq 0,$$

and $f''(t) \leq 0$ for all $t \in \mathbb{R}$. Hence the derivative of $f$ is decreasing, which means that $f'(t)$ is $\leq 0$ for $t \geq 0$, and $\geq 0$ for $t \leq 0$. Therefore $f$ is increasing for $t \leq 0$ and decreasing for $t \geq 0$. It follows that $f(t) \leq f(0) = 0$ for all $t \in \mathbb{R}$, which means exactly that $E(e^{tX}) \leq e^{t^2/2}$.

(2) Since $X_1$ and $X_2$ are independent and subgaussian, we have

$$E(e^{t(X_1+X_2)}) = E(e^{tX_1})E(e^{tX_2}) \leq \exp(\frac{1}{2}(\sigma_1^2 + \sigma_2^2)t^2)$$

for any $t \in \mathbb{R}$. \qed

**Proposition B.8.3.** Let $\sigma > 0$ be a real number and let $X$ be a $\sigma^2$-subgaussian random variable, either real or complex-valued. For any integer $k \geq 0$, there exists $c_k \geq 0$ such that

$$E(|X|^k) \leq c_k \sigma^k.$$
Proof. The random variable \( Y = \sigma^{-1}X \) is 1-subgaussian. As in the proof of Theorem B.5.6 (2), we observe that there exists \( c_k \geq 0 \) such that

\[
|Y|^k \leq c_k(e^{Xk} + e^{-Xk}),
\]

and therefore

\[
\sigma^{-k}E(|X|^k) = E(|Y|^k) \leq c_k(e^{1/2} + e^{-1/2}),
\]

which gives the result. \( \square \)

Remark B.8.4. A more precise argument leads to specific values of \( c_k \). For instance, if \( X \) is real-valued, one can show that the inequality holds with \( c_k = k^{2k/2} \Gamma(k/2) \).

B.9. Poisson random variables

Let \( \lambda > 0 \) be a real number. A random variable \( X \) is said to have a Poisson distribution with parameter \( \lambda \in [0, +\infty) \) if and only if it is integral-valued, and if for any integer \( k \geq 0 \), we have

\[
P(X = k) = e^{-\lambda} \frac{\lambda^k}{k!}.
\]

One checks immediately that

\[
E(X) = \lambda, \quad V(X) = \lambda,
\]

and that the characteristic function of \( X \) is

\[
\varphi_X(t) = e^{-\lambda} \sum_{k \geq 0} e^{ikt} \frac{\lambda^k}{k!} = \exp(\lambda(e^{it} - 1)).
\]

Proposition B.9.1. Let \( (\lambda_n) \) be a sequence of real numbers such that \( \lambda_n \to +\infty \) as \( n \to +\infty \). Then

\[
\frac{X_n - \lambda_n}{\sqrt{\lambda_n}}
\]

converges in law to a standard normal random variable.

Proof. Use the Lévy Criterion: the characteristic function \( \varphi_n \) of \( X_n \) is given by

\[
\varphi_n(t) = \mathbb{E}(e^{it(X_n-\lambda_n)}/\sqrt{\lambda_n}) = \exp\left(-it\sqrt{\lambda_n} + \lambda_n(e^{it}/\sqrt{\lambda_n} - 1)\right)
\]

for \( t \in \mathbb{R} \), by the formula for the characteristic function of \( X_n \). Since

\[
-\frac{it}{\sqrt{\lambda_n}} + \lambda_n(e^{it}/\sqrt{\lambda_n} - 1) = it\sqrt{\lambda_n} + \lambda_n\left(\frac{it}{\sqrt{\lambda_n}} - \frac{t^2}{2\lambda_n} + O\left(\frac{|t|^3}{\lambda_n^{3/2}}\right)\right) = -\frac{t^2}{2} + O\left(\frac{|t|^3}{\lambda_n^{1/2}}\right),
\]

we obtain \( \varphi_n(t) \to \exp(-t^2/2) \), which is the characteristic function of a standard normal random variable. \( \square \)

B.10. Random series

We will need some fairly elementary results on certain random series, especially concerning almost sure convergence. We first have a well-known sufficient criterion of Kolmogorov for convergence in the case of independent summands:
**Theorem B.10.1 (Kolmogorov).** Let \((X_n)_{n \geq 1}\) be a sequence of independent complex-valued random variables such that both series

\[(B.12) \quad \sum_{n \geq 1} \mathbb{E}(X_n)\]

\[(B.13) \quad \sum_{n \geq 1} \mathbb{V}(X_n)\]

converge. Then the series

\[\sum_{n \geq 1} X_n\]

converges almost surely, and hence also in law. Moreover, its sum \(X\) is square integrable and has expectation \(\sum \mathbb{E}(X_n)\).

**Proof.** By replacing \(X_n\) with \(X_n - \mathbb{E}(X_n)\), we reduce to the case where \(\mathbb{E}(X_n) = 0\) for all \(n\). Assuming that this is the case, we will prove the convergence almost surely by checking that the sequence of partial sums

\[S_N = \sum_{1 \leq n \leq N} X_n\]

is almost surely a Cauchy sequence. For this purpose, denote

\[Y_{N,M} = \sup_{1 \leq k \leq M} |S_{N+k} - S_N|\]

for \(N, M \geq 1\). For fixed \(N\), \(Y_{N,M}\) is an increasing sequence of random variables; we denote by \(Y_N = \sup_{k \geq 1} |S_{N+k} - S_N|\) its limit. Because of the estimate

\[|S_{N+k} - S_{N+l}| \leq |S_{N+k} - S_N| + |S_{N+l} - S_N| \leq 2Y_N\]

for \(N \geq 1\) and \(k, l \geq 1\), we have

\[\{(S_N)_{N \geq 1} \text{ is not Cauchy} \} = \bigcup_{k \geq 1} \bigcup_{N \geq 1} \bigcup_{k \geq 1} \bigcup_{l \geq 1} \{|S_{N+k} - S_{N+l}| > 2^{-k-1}\} \subset \bigcup_{k \geq 1} \bigcup_{N \geq 1} \{Y_N > 2^{-k-1}\}.\]

It is therefore sufficient to prove that

\[P\left(\bigcap_{N \geq 1} \{Y_N > 2^{-k-1}\}\right) = 0\]

for each \(k \geq 1\), or what amounts to the same thing, to prove that for any \(\varepsilon > 0\), we have

\[\lim_{N \to +\infty} P(Y_N > \varepsilon) = 0.\]

We begin by estimating \(P(Y_{N,M} > \varepsilon)\). If \(Y_{N,M}\) was defined as \(S_{N+M} - S_N\) (without the sup over \(k \leq M\)) this would be easy using the Markov inequality. To handle it, we use Kolmogorov’s Maximal Inequality (see Lemma B.10.3 below): since the \((X_n)_{N+1 \leq n \leq N+M}\) are independent, it shows that for any \(\varepsilon > 0\), we have

\[P(Y_{N,M} > \varepsilon) = P\left(\sup_{k \leq M} \left|\sum_{1 \leq n \leq k} X_{N+n}\right| > \varepsilon\right) \leq \frac{1}{\varepsilon^2} \sum_{n=N+1}^{N+M} \mathbb{V}(X_n).\]

Letting \(M \to +\infty\), we obtain

\[P(Y_N > \varepsilon) \leq \frac{1}{\varepsilon^2} \sum_{n \geq N+1} \mathbb{V}(X_n).\]

From the assumption on the convergence of the series of variance, this tends to 0 as \(N \to +\infty\), which finishes the proof.
Now let \( X \) be the sum of the series, defined almost surely. For \( N \geq 1 \) and \( M \geq 1 \), we have

\[
\|S_{M+N} - S_N\|_{L^2}^2 = \mathbb{E}\left( \left\| \sum_{n=N+1}^{N+M} X_n \right\|^2 \right) = \sum_{n=N+1}^{N+M} \mathbb{E}(|X_n|^2) = \sum_{n=N+1}^{N+M} \mathbb{V}(X_n),
\]

and therefore the assumption (B.13) implies that \( (S_N)_{N \geq 1} \) is a Cauchy sequence, hence converges, in \( L^2 \). Its limit is necessarily (almost surely) the sum \( X \), which shows that \( X \) is square-integrable. It follows that it is integrable and that its expectation can be computed as the sum of \( \mathbb{E}(X_n) \).

**Remark B.10.2.** (1) This result is a special case of Kolmogorov’s Three Series Theorem which gives a necessary and sufficient condition for almost sure convergence of a series of independent complex random variables \( (X_n) \); see, e.g., [5, Th. 22.8] for the full statement and the proof.

(2) It is worth mentioning two further results for context: (1) the event “the series converges” is an asymptotic event, in the sense that it doesn’t depend on any finite number of the random variables; Kolmogorov’s Zero-One Law then shows that this event can only have probability 0 or 1; (2) a theorem of P. Lévy shows that, again for independent summands, the almost sure convergence is equivalent to convergence in law, or to convergence in probability. For proofs and discussion of these facts, see for instance [61, §0.11].

Here is Kolmogorov’s inequality:

**Lemma B.10.3.** Let \( M \geq 1 \) be an integer, \( Y_1, \ldots, Y_M \) independent complex random variables in \( L^2 \) with \( \mathbb{E}(Y_n) = 0 \) for all \( n \). Then for any \( \varepsilon > 0 \), we have

\[
\mathbb{P}\left( \sup_{1 \leq k \leq M} |Y_1 + \cdots + Y_k| > \varepsilon \right) \leq \frac{1}{\varepsilon^2} \sum_{n=1}^{M} \mathbb{V}(Y_n).
\]

**Proof.** Let \( S_n = Y_1 + \cdots + Y_n \) for \( 1 \leq n \leq M \). We define a random variable \( T \) with values in \([0, +\infty]\) by \( T = \infty \) if \(|S_n| \leq \varepsilon \) for all \( n \leq M \), and otherwise

\[
T = \inf\{n \leq M \mid |S_n| > \varepsilon\}.
\]

We then have

\[
\sup_{1 \leq k \leq M} |Y_1 + \cdots + Y_k| > \varepsilon \} = \bigcup_{1 \leq n \leq M} \{T = n\},
\]

and the union is disjoint. In particular, we get

\[
\mathbb{P}\left( \sup_{1 \leq k \leq M} |S_k| > \varepsilon \right) = \sum_{n=1}^{M} \mathbb{P}(T = n).
\]

We now note that \(|S_n|^2 \geq \varepsilon^2 \) on the event \( \{T = n\} \), so that we can also write

\[
\mathbb{P}\left( \sup_{1 \leq k \leq M} |S_k| > \varepsilon \right) \leq \frac{1}{\varepsilon^2} \sum_{n=1}^{M} \mathbb{E}(|S_n|^2 1_{\{T=n\}}).
\]

We claim next that

\[
\mathbb{E}(|S_n|^2 1_{\{T=n\}}) \leq \mathbb{E}(|S_M|^2 1_{\{T=n\}})
\]

for all \( n \leq M \).
Indeed, if we write $S_M = S_n + R_n$, the independence assumption shows that $R_n$ is independent of $(X_1, \ldots, X_n)$, and in particular is independent of the characteristic function of the event $\{T = n\}$, which only depends on $X_1, \ldots, X_n$. Moreover, we have $E(R_n) = 0$. Now, taking the modulus square in the definition and multiplying by this characteristic function, we get

$$|S_M|^2 1_{\{T=n\}} = |S_n|^2 1_{\{T=n\}} + S_n R_n 1_{\{T=n\}} + |R_n|^2 1_{\{T=n\}}.$$  

Taking then the expectation, and using the positivity of the last term, this gives

$$E(S_n R_n 1_{\{T=n\}}) = E(S_n^1 1_{\{T=n\}}) E(R_n) = 0,$$

and similarly $E(S_n R_n 1_{\{T=n\}}) = 0$. Thus we get the bound (B.15).

Using this in (B.14), this gives

$$P\left(\sup_{1 \leq k \leq M} |S_k| > \varepsilon \right) \leq \frac{1}{\varepsilon^2} \sum_{n=1}^{M} E(|S_n|^2 1_{\{T=n\}}) \leq \frac{1}{\varepsilon^2} \sum_{n=1}^{M} E(|S_n|^2)$$

by positivity once again. \qed

**Exercise B.10.4.** Deduce from Kolmogorov’s Theorem the non-trivial direction of the Borel–Cantelli Lemma: if $(A_n)_{n \geq 1}$ is a sequence of independent events such that

$$\sum_{n \geq 1} P(A_n) = +\infty,$$

then an element of the underlying probability space belongs to infinitely many of the sets $A_n$.

The second result we need is more subtle. It concerns similar series, but without the independence assumption, which is replaced by an orthogonality condition.

**Theorem B.10.5 (Menshov-Rademacher).** Let $(X_n)$ be a sequence of complex-valued random variables such that $E(X_n) = 0$ and

$$E(X_n X_m) = \begin{cases} 0 & \text{if } n \neq m, \\ 1 & \text{if } n = m. \end{cases}$$

Let $(a_n)$ be any sequence of complex numbers such that

$$\sum_{n \geq 1} |a_n|^2 (\log n)^2 < +\infty.$$ 

Then the series

$$\sum_{n \geq 1} a_n X_n$$

converges almost surely, and hence also in law.

**Remark B.10.6.** Consider the probability space $\Omega = \mathbb{R}/\mathbb{Z}$ with the Lebesgue measure, and the random variables $X_n(t) = e(nt)$ for $n \in \mathbb{Z}$. One easily sees (adapting to double-sided sequences and symmetric partial sums) that Theorem B.10.5 implies that the series

$$\sum_{n \in \mathbb{Z}} a_n e(nt)$$
converges almost everywhere (with respect to Lebesgue measure), provided
\[ \sum_{n \in \mathbb{Z}} |a_n|^2 (\log |n|)^2 < +\infty. \]

This may be proved more directly (see, e.g., [91, III, th. 4.4]), using properties of Fourier series, but it is not an obvious fact. Note that, in this case, a famous deep theorem of Carleson shows that the condition may be replaced with \( \sum |a_n|^2 < +\infty \). Menshov proved that Theorem B.10.5 can not in general be relaxed in this way (in fact, for general orthonormal sequences, the term \( (\log n)^2 \) cannot be replaced by any positive function \( f(n) \) such that \( f(n) = o((\log n)^2) \), even for \( \mathbb{R}/\mathbb{Z} \).)

We begin with a lemma which will play an auxiliary role similar to Kolmogorov’s inequality.

**Lemma B.10.7.** Let \( (X_1, \ldots, X_N) \) be orthonormal random variables, \( (a_1, \ldots, a_N) \) be complex numbers and \( S_k = a_1 X_1 + \cdots + a_k X_k \) for \( 1 \leq k \leq N \). We have
\[ E \left( \max_{1 \leq k \leq N} |S_k|^2 \right) \ll (\log N)^2 \sum_{n=1}^{N} |a_n|^2, \]
where the implied constant is absolute.

**Proof.** The basic ingredient is a simple combinatorial property, which we present a bit abstractly. We claim that there exist a family \( \mathcal{J} \) of discrete intervals \( I = \{n_I, \ldots, m_I - 1\} \), \( m_I - n_I \geq 1 \), for \( I \in \mathcal{J} \), with the following two properties:

1. Any interval \( 1 \leq n \leq M \) with \( M \leq N \) is the disjoint union of \( \ll \log N \) intervals \( I \in \mathcal{J} \);
2. An integer \( n \) with \( 1 \leq n \leq N \) belongs to \( \ll \log N \) intervals in \( \mathcal{J} \); and in both cases the implied constant is independent of \( N \).

To see this, let \( n \geq 1 \) be such that \( 2^{n-1} \leq N \leq 2^n \) (so that \( n \ll \log N \)), and consider for instance the family of dyadic intervals
\[ I_{i,j} = \{ n \mid 1 \leq n \leq N \text{ and } i2^j \leq n < (i+1)2^j \} \]
for \( 0 \leq j \leq n \) and \( 1 \leq i \leq 2^{n-j} \).

Now, having fixed such a collection of intervals, we denote by \( T \) the smallest integer between 1 and \( N \) such that
\[ \max_{1 \leq k \leq N} |S_k| = |S_T|. \]

By our first property of the intervals \( \mathcal{J} \), we can write
\[ S_T = \sum_{I} \tilde{S}_I \]
where \( I \) runs over a set of \( \ll \log N \) disjoint intervals in \( \mathcal{J} \), and
\[ \tilde{S}_I = \sum_{n \in I} a_n X_n \]
is the corresponding partial sum. By the Cauchy-Schwarz inequality, and the first property again, we get
\[ |S_T|^2 \ll (\log N) \sum_{I} |\tilde{S}_I|^2 \ll (\log N) \sum_{I \in \mathcal{J}} |\tilde{S}_I|^2. \]
Taking the expectation and using orthonormality, we derive

\[
E\left( \max_{1 \leq k \leq N} |S_k|^2 \right) = E(|S_T|^2) \ll (\log N) \sum_{I \in \mathcal{J}} E(|\tilde{S}_I|^2)
\]

\[
= (\log N) \sum_{I \in \mathcal{J}} \sum_{n \in I} |a_n|^2 \ll (\log N)^2 \sum_{I \leq n \leq N} |a_n|^2
\]

by the second property of the intervals \( \mathcal{J} \).

\[\square\]

Proof of Theorem B.10.5. If the factor \((\log N)^2\) in Lemma B.10.7 was replaced with \((\log n)^2\) inside the sum, we would proceed just like the deduction of Theorem B.10.1 from Lemma B.10.3. Since this is not the case, a slightly different argument is needed.

We define

\[S_n = a_1X_1 + \cdots + a_nX_n\]

for \(n \geq 1\). For \(j \geq 0\), we also define the dyadic sum

\[\tilde{S}_j = \sum_{2^j \leq n < 2^{j+1}} a_nX_n = S_{2^{j+1}} - S_{2^j}.
\]

We first note that the series

\[T = \sum_{j \geq 0} (j + 1)|\tilde{S}_j|^2\]

converges almost surely. Indeed, since it is a series of non-negative terms, it suffices to show that \(E(T) < +\infty\). But we have

\[E(T) = \sum_{j \geq 0} (j + 1) E(|\tilde{S}_j|^2) = \sum_{j \geq 0} (j + 1) \sum_{2^j \leq n < 2^{j+1}} |a_n|^2 \ll \sum_{n \geq 1} |a_n|^2 (\log 2n)^2 < +\infty\]

by orthonormality and by the assumption of the theorem.

Next, we observe that for \(j \geq 0\) and \(k \geq 0\), we have

\[|S_{2^{j+k}} - S_{2^j}| \leq \sum_{i=j}^{j+k-1} |\tilde{S}_i| \leq \left( \sum_{i \leq j \leq j+k} \frac{1}{(i + 1)^2} \right)^{1/2} |T|^{1/2} \ll \left( \frac{|T|}{j + 1} \right)^{1/2}\]

by the Cauchy-Schwarz inequality. Hence the sequence \((S_{2^j})_j\) is almost surely a Cauchy sequence, and hence converges almost surely to a random variable \(S\).

Finally, to prove that \((S_n)\) converges almost surely to \(S\), we observe that for any \(n \geq 1\), and \(j \geq 0\) such that \(2^j \leq n < 2^{j+1}\), we have

\[(B.16) \quad |S_n - S_{2^j}| \leq M_j = \max_{2^j \leq k \leq 2^{j+1}} \left| \sum_{m=2^j}^k a_nX_n \right|.
\]

Lemma B.10.7 implies that

\[E\left( \sum_{j \geq 0} M_j^2 \right) = \sum_{j \geq 0} E(M_j^2) \ll \sum_{n \geq 1} (\log 2n)^2 |a_n|^2 < +\infty,\]

which means in particular that \(M_j\) tends to 0 as \(j \to +\infty\) almost surely. From (B.16) and the convergence of \((S_{2^j})_j\) to \(S\), we deduce that \((S_n)\) converges almost surely to \(S\). This finishes the proof. \[\square\]

We will also use information on the support of the distribution of a random series with independent summands.
Proposition B.10.8. Let $B$ be a separable Banach space. Let $(X_n)_{n \geq 1}$ be a sequence of independent $B$-valued random variables such that the series $X = \sum X_n$ converges almost surely.\(^3\) The support of the law of $X$ is the closure of the set of all convergent series of the form $\sum x_n$, where $x_n$ belongs to the support of the law of $X_n$ for all $n \geq 1$.

Proof. For $N \geq 1$, we write

$$S_N = \sum_{n=1}^{N} X_n, \quad R_N = X - S_N.$$ 

The variables $S_N$ and $R_N$ are independent.

First, we observe that Lemmas B.2.1 and B.2.2 imply that the support of $S_N$ is the closure of the set of elements $x_1 + \cdots + x_N$ with $x_n \in \text{supp}(X_n)$ for $1 \leq n \leq N$ (apply Lemma B.2.1 to the law of $(X_1, \ldots, X_N)$ on $B^N$, which has support the product of the supp$(X_n)$ by Lemma B.2.2, and to the addition map $B^N \to B$).

We first prove that all convergent series $\sum x_n$ with $x_n \in \text{supp}(X_n)$ belong to the support of $X$, hence the closure of this set is contained in the support of $X$, as claimed. Thus let $x = \sum x_n$ be of this type. Let $\varepsilon > 0$ be fixed.

For all $N$ large enough, we have

$$\left\| \sum_{n > N} x_n \right\| < \varepsilon,$$

and it follows that $x_1 + \cdots + x_N$, which belongs to the support of $S_N$ as first remarked, also belongs to the open ball $U_\varepsilon$ of radius $\varepsilon$ around $x$. Hence

$$P(S_N \in U_\varepsilon) > 0$$

for all $N$ large enough ($U_\varepsilon$ is an open neighborhood of some element in the support of $S_N$).

Now the almost sure convergence implies (by the dominated convergence theorem, for instance) that $P(\|R_N\| > \varepsilon) \to 0$ as $N \to +\infty$. Therefore, taking $N$ suitably large, we get

$$P(\|X - x\| < 2\varepsilon) \geq P(\|S_N - x\| < \varepsilon \text{ and } \|R_N\| < \varepsilon) = P(\|S_N - x\| < \varepsilon) P(\|R_N\| < \varepsilon) > 0$$

(by independence). Since $\varepsilon$ is arbitrary, this shows that $x \in \text{supp}(X)$, as claimed.

Conversely, let $x \in \text{supp}(X)$. For any $\varepsilon > 0$, we have

$$P\left(\left\| \sum_{n \geq 1} X_n - x \right\| < \varepsilon \right) > 0.$$ 

Since, for any $n_0 \geq 1$, we have

$$P\left(\left\| \sum_{n \geq 1} X_n - x \right\| < \varepsilon \text{ and } X_{n_0} \notin \text{supp}(X_{n_0}) \right) = 0,$$

this means in fact that

$$P\left(\left\| \sum_{n \geq 1} X_n - x \right\| < \varepsilon \text{ and } X_n \in \text{supp}(X_n) \text{ for all } n \right) > 0.$$ 

In particular, we can find $x_n \in \text{supp}(X_n)$ such that the series $\sum x_n$ converges and

$$\left\| \sum_{n \geq 1} x_n - x \right\| < \varepsilon,$$

\(^3\) Recall that by the result of P. Lévy mentioned in Remark B.10.2, this is equivalent in that case to convergence in law.
and hence $x$ belongs to the closure of the set of convergent series $\sum x_n$ with $x_n$ in the support of $X_n$ for all $n$.

\[ \square \]

B.11. Some probability in Banach spaces

We consider in this section some facts about probability in a (complex) Banach space $V$. Most are relatively elementary. For simplicity, we will always assume that $V$ is separable (so that, in particular, Radon measures on $V$ have a well-defined support).

The first result concerns series

\[ \sum_{n} X_n \]

where $(X_n)$ is a sequence of symmetric random variables, which means that for any $N \geq 1$, and for any choice $(\varepsilon_1, \ldots, \varepsilon_N)$ of signs $\varepsilon_n \in \{-1, 1\}$ for $1 \leq n \leq N$, the random vectors $(X_1, \ldots, X_N)$ and $(\varepsilon_1 X_1, \ldots, \varepsilon_N X_N)$ have the same distribution.

Symmetric random variables have remarkable properties. For instance, the next proposition can be compared with Kolmogorov’s Theorem (Theorem B.10.1), but note that we make no assumption of integrability or independence on the summands!

**Proposition B.11.1 (Lévy).** Let $V$ be a separable Banach space with norm $\| \cdot \|$, and $(X_n)$ a sequence of $V$-valued random variables. Assume that the sequence $(X_n)$ is symmetric. Let

\[ S_N = X_1 + \cdots + X_N \]

for $N \geq 1$.

1. For $N \geq 1$ and $\varepsilon > 0$, we have

\[ P(\max_{1 \leq n \leq N} \|S_n\| > \varepsilon) \leq 2 P(\|S_N\| > \varepsilon). \]

Part (1) is known as Lévy’s reflection principle, and can be compared with Kolmogovo’s maximal inequality (Lemma B.10.3).

**Proof.** (1) Similarly to the proof of Lemma B.10.3, we define a random variable $T$ by $T = \infty$ if $\|S_n\| \leq \varepsilon$ for all $n \leq N$, and otherwise

\[ T = \inf\{n \leq N \mid \|S_n\| > \varepsilon\}. \]

Assume $T = k$ and consider the random variables

\[ X'_n = X_n \text{ for } 1 \leq n \leq k, \quad X'_n = -X_n \text{ for } k + 1 \leq n \leq N. \]

The sequence $(X'_n)_{1 \leq n \leq N}$ has the same distribution as $(X_n)_{1 \leq n \leq N}$. Let $S'_n$ denote the partial sums of the sequence $(X'_n)$, and $T'$ the analogue of $T$ for the sequence $(X'_n)$. The event $\{T' = k\}$ is the same as $T = k$ since $X'_n = X_n$ for $n \leq k$. On the other hand, we have

\[ S'_N = X_1 + \cdots + X_k - X_{k+1} - \cdots - X_N = 2S_k - S_N. \]

Therefore

\[ P(\|S_N\| > \varepsilon \text{ and } T = k) = P(\|S'_N\| > \varepsilon \text{ and } T' = k) = P(\|2S_k - S_N\| > \varepsilon \text{ and } T = k). \]

By the triangle inequality we have

\[ \{T = k\} \subset \{\|S_N\| > \varepsilon \text{ and } T = k\} \cup \{\|2S_n - S_K\| > \varepsilon \text{ and } T = k\}. \]
We deduce
\[ P\left( \max_{1 \leq n \leq N} \| S_n \| > \varepsilon \right) = \sum_{k=1}^{N} P(T = k) \]
\[ \leq \sum_{k=1}^{N} P(\| S_N \| > \varepsilon \text{ and } T = k) + \sum_{k=1}^{N} P(\| 2S_n - S_K \| > \varepsilon \text{ and } T = k) \]
\[ = 2 P(\| S_N \| > \varepsilon). \]
\[ \square \]

We now consider the special case where the Banach space V is \( C([0, 1]) \), the space of complex-valued continuous functions on \([0, 1]\) with the norm \( \| f \|_\infty = \sup_{t \in [0, 1]} |f(t)| \).

For a \( C([0, 1]) \)-valued random variable \( X \) and any fixed \( t \in [0, 1] \), we will denote by \( X(t) \) the complex-valued random variable that is the value of the random function \( X \) at \( t \), i.e., \( X(t) = e_t \circ X \), where \( e_t : C([0, 1]) \rightarrow C \) is the evaluation at \( t \).

**Definition B.11.2 (Convergence of finite distributions).** Let \( (X_n) \) be a sequence of \( C([0, 1]) \)-valued random variables and let \( X \) be a \( C([0, 1]) \)-valued random variable. One says that \( (X_n) \) converges to \( X \) in the sense of finite distributions if and only if, for all integers \( k \geq 1 \), and for all \( 0 \leq t_1 < \cdots < t_k \leq 1 \),
\[ \text{the vectors } (X_n(t_1), \ldots, X_n(t_k)) \text{ converge in law to } (X(t_1), \ldots, X(t_k)), \]

in the sense of convergence in law in \( C^k \).

One sufficient condition for convergence in finite distributions is the following:

**Lemma B.11.3.** Let \( (X_n) \) be a sequence of \( C([0, 1]) \)-valued random variables and let \( X \) be a \( C([0, 1]) \)-valued random variable, all defined on the same probability space. Assume that, for any \( t \in [0, 1] \), the random variables \( (X_n(t)) \) converge in \( L^1 \) to \( X(t) \). Then \( (X_n) \) converges to \( X \) in the sense of finite distributions.

**Proof.** Fix \( k \geq 1 \) and \( 0 \leq t_1 < \cdots < t_k \leq 1 \).

Let \( \varphi \) be a Lipschitz function on \( C^k \) (given the distance associated to the norm \( \|(z_1, \ldots, z_k)\| = \sum_i |z_i| \), for instance) with Lipschitz constant \( C \geq 0 \). Then we have
\[ \left| E(\varphi(X_n(t_1), \ldots, X_n(t_k))) - E(\varphi(X_n(t_1), \ldots, X_n(t_k))) \right| \leq C \sum_{i=1}^{k} E(|X_n(t_i) - X(t_i)|) \]
which tends to 0 as \( n \to +\infty \) by our assumption. Hence Proposition B.4.1 shows that \( (X_n(t_1), \ldots, X_n(t_k)) \) converges in law to \( (X(t_1), \ldots, X(t_k)) \). This proves the lemma. \[ \square \]

Convergence in finite distributions is a necessary condition for convergence in law of \( (X_n) \) to \( X \), but it is not sufficient: a simple example (see [6, Example 2.5]) consists in taking the random variable \( X_n \) to be the constant random variable equal to the function \( f_n \) that is piecewise linear on \([0, 1/n], [1/n, 1/(2n)] \) and \([1/(2n), 1] \), and such that \( 0 \mapsto 0, 1/n \mapsto 1, 1/(2n) \mapsto 0 \) and \( 1 \mapsto 0 \). Then it is elementary that \( X_n \) converges to the constant
zero random variable in the sense of finite distributions, but that $X_n$ does not converge in law to 0 (because $f_n$ does not converge uniformly to 0).

Nevertheless, under the additional condition of tightness of the sequence of random variables (see Definition B.3.5), the convergence of finite distributions implies convergence in law.

**Theorem B.11.4.** Let $(X_n)$ be a sequence of $C([0,1])$-valued random variables and let $X$ be a $C([0,1])$-valued random variable. Suppose that $(X_n)$ converges to $X$ in the sense of finite distributions. Then $(X_n)$ converges in law to $X$ in the sense of $C([0,1])$-valued random variables if and only if $(X_n)$ is tight.

For a proof, see, e.g., [6, Th. 7.1]. The key ingredient is Prokhorov’s Theorem (see [6, Th. 5.1]) that states that a tight family of random variables is relatively compact in the space $P$ of probability measures on $C([0,1])$, given the topology of convergence in law. To see how this implies the result, we note that convergence in the sense of finite distributions implies at least that it has at most one limit in $P$ (because probability measures on $C([0,1])$ are uniquely determined by the family of their finite distributions, see [6, Ex. 1.3]). Suppose now that there exists a continuous bounded function $\varphi$ on $C([0,1])$ such that

$$E(\varphi(X_n))$$

does not converge to $E(\varphi(X))$. Then there exists $\delta > 0$ and some subsequence $(X_{n_k})$ that satisfy $|E(\varphi(X_{n_k}) - \varphi(X))| \geq \delta$ for all $k$. This subsequence also converges to $X$ in the sense of finite distributions, and by relative compactness admits a further subsequence that converges in law; but the limit of that further subsequence must then be $X$, which contradicts the inequality above.

**Remark B.11.5.** For certain purposes, it is important to observe that this proof of convergence in law is indirect and does not give quantitative estimates.

We will also use a variant of this result involving Fourier series. A minor issue is that we wish to consider functions $f$ on $[0,1]$ that are not necessarily periodic, in the sense that $f(0)$ might differ from $f(1)$. However, we will have $f(0) = 0$. To account for this, we use the identity function in addition to the periodic exponentials to represent continuous functions with $f(0) = 0$.

We denote by $C_0([0,1])$ the subspace of $C([0,1])$ of functions vanishing at 0. We denote by $e_0$ the function $e_0(t) = t$, and for $h \neq 0$, we put $e_h(t) = e(ht)$. We denote further by $C_0(\mathbb{Z})$ the Banach space of complex-valued functions on $\mathbb{Z}$ converging to 0 at infinity with the sup norm. We define a continuous linear map $FT: C([0,1]) \to C_0(\mathbb{Z})$ by mapping $f$ to the sequence $(\tilde{f}(h))_{h \in \mathbb{Z}}$ of its Fourier coefficients, where $\tilde{f}(0) = f(1)$ and for $h \neq 0$, we have

$$\tilde{f}(h) = \int_0^1 (f(t) - tf(1))e(-ht)dt = \int_0^1 (f - f(1)e_0)e_{-h}.$$ 

We want to relate convergence in law in $C_0([0,1])$ with convergence, in law or in the sense of finite distributions, of these “Fourier coefficients” in $C_0(\mathbb{Z})$. Here convergence of finite distributions of a sequence $(X_n)$ of $C_0(\mathbb{Z})$-valued random variables to $X$ means that for any $H \geq 1$, the vectors $(X_{n,h})_{|h| \leq H}$ converge in law to $(X_h)_{|h| \leq H}$, in the sense of convergence in law in $C^{2H+1}$.

First, since $FT$ is continuous, Proposition B.3.1 gives immediately

**Lemma B.11.6.** If $(X_n)$ is a sequence of $C_0([0,1])$-valued random variables that converges in law to a random variable $X$, then $FT(X_n)$ converges in law to $FT(X)$. 
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Next, we check that the Fourier coefficients determine the law of a $C_0([0,1])$-valued random variable (this is the analogue of [6, Ex. 1.3]).

**Lemma B.11.7.** If $X$ and $Y$ are $C_0([0,1])$-valued random variables and if $FT(X)$ and $FT(Y)$ have the same finite distributions, then $X$ and $Y$ have the same law.

**Proof.** For $f \in C_0([0,1])$, the function $g(t) = f(t) - tf(1)$ extends to a 1-periodic continuous function on $\mathbb{R}$. By Féjer’s Theorem on the uniform convergence of Cesàro means of Fourier series of continuous periodic functions (see, e.g., [91, III, Th. 3.4]), we have

$$f(t) - tf(1) = \lim_{H \to +\infty} \sum_{|h| \leq H} \left(1 - \frac{|h|}{H}\right) \tilde{f}(h)e(ht)$$

uniformly for $t \in [0,1]$. Evaluating at $t = 0$, where the left-hand side vanishes, we deduce that

$$f = \lim_{H \to +\infty} C_H(f)$$

where

$$C_H(f) = f(1)e_0 + \sum_{|h| \leq H} \left(1 - \frac{|h|}{H}\right) \tilde{f}(h)(e_h - 1).$$

Note that $C_H(f) \in C_0([0,1])$.

We now claim that $C_H(X)$ converges to $X$ as $C_0([0,1])$-valued random variables. Indeed, let $\varphi$ be a continuous function on $C_0([0,1])$ that is bounded, say by $M$. By the above, we have $\varphi(C_H(X)) \to \varphi(X)$ as $H \to +\infty$ pointwise on $C_0([0,1])$. Since $|\varphi(C_H(X))| \leq M$, which is integrable on the underlying probability space, Lebesgue’s dominated convergence theorem implies that $E(\varphi(C_H(X))) \to E(\varphi(X))$. This proves the claim.

In view of the definition of $C_H(f)$, which only involves finitely many Fourier coefficients, the equality of finite distributions of $FT(X)$ and $FT(Y)$ implies by composition that for any $H \geq 1$, the $C_0([0,1])$-valued random variables $C_H(X)$ and $C_H(Y)$ have the same law. Since we have seen that $C_H(X)$ converges in law to $X$ and that $C_H(Y)$ converges in law to $Y$, it follows that $X$ and $Y$ have the same law. \hfill $\Box$

Now comes the convergence criterion:

**Proposition B.11.8.** Let $(X_n)$ be a sequence of $C_0([0,1])$-valued random variables and let $X$ be a $C_0([0,1])$-valued random variable. Suppose that $FT(X_n)$ converges to $FT(X)$ in the sense of finite distributions. Then $(X_n)$ converges in law to $X$ in the sense of $C_0([0,1])$-valued random variables if and only if $(X_n)$ is tight.

**Proof.** It is elementary that if $(X_n)$ converges in law to $X$, then the family $(X_n)$ is tight. We prove the converse assertion. It suffices to prove that any subsequence of $(X_n)$ has a further subsequence that converges in law to $X$ (see [6, Th. 2.6]). Because $(X_n)$ is tight, so is any of its subsequences. By Prokhorov’s Theorem ([6, Th. 5.1]), such a subsequence therefore contains a further subsequence, say $(X_{n_k})_{k \geq 1}$, that converges in law to some probability measure $Y$. By Lemma B.11.6, the sequence of Fourier coefficients $FT(X_{n_k})$ converges in law to $FT(Y)$. On the other hand, this sequence converges to $FT(X)$ in the sense of finite distributions, by assumption. Hence $FT(X)$ and $FT(Y)$ have the same finite distributions, which implies that $X$ and $Y$ have the same law by Lemma B.11.7. \hfill $\Box$
Remark B.11.9. The example that was already mentioned before Theorem B.11.4 (namely [6, Ex. 2.5]) also shows that the convergence of $\text{FT}(X_n)$ to $\text{FT}(X)$ in the sense of finite distributions is not sufficient to conclude that $(X_n)$ converges in law to $X$. Indeed, the sequence $(X_n)$ in that example does not converge in law in $C([0,1])$, but for $n \geq 1$, the (constant) random variable $X_n$ satisfies $X_n(1) = 0$, and by direct computation, the Fourier coefficients (are constant and) satisfy also $|X_n(h)| \leq n^{-\delta}$ for all $h \neq 0$, which implies that $\text{FT}(X_n)$ converges in law to the constant random variable equal to $0 \in C_0(\mathbb{Z})$.

In applications, we need some criteria to detect tightness. One such criterion is due to Kolmogorov:

Proposition B.11.10 (Kolmogorov’s tightness criterion). Let $(X_n)$ be a sequence of $C([0,1])$-valued random variables. If there exist real numbers $\alpha > 0, \delta > 0$ and $C \geq 0$ such that, for any real numbers $0 \leq s < t \leq 1$ and any $n \geq 1$, we have

\begin{equation}
E(|X_n(t) - X_n(s)|^{\alpha}) \leq C|t - s|^{1+\delta},
\end{equation}

then $(X_n)$ is tight.

See for instance [60, Th. I.7] for a proof. The statement does not hold if the exponent $1 + \delta$ is replaced by 1.

In fact, for some applications (as in [57]), one needs a variant where the single bound (B.17) is replaced by different ones depending on the size of $|t - s|$ relative to $n$. Such a result does not seem to follow formally from Proposition B.11.10, because the left-hand side in the inequality is not monotonic in terms of $\alpha$ (in contrast with the right-hand side, which is monotonic since $|t - s| \leq 1$). We state a result of this type and sketch the proof for completeness.

Proposition B.11.11 (Kolmogorov’s tightness criterion, 2). Let $(X_n)$ be a sequence of $C([0,1])$-valued random variables. Suppose that there exist positive real numbers $\alpha_1, \alpha_2, \alpha, \beta_2 < \beta_1, \delta, C$

such that for any real numbers $0 \leq s < t \leq 1$ and any $n \geq 1$, we have

\begin{align*}
E(|X_n(t) - X_n(s)|^{\alpha_1}) &\leq C|t - s|^{1+\delta} \quad \text{if } 0 \leq |t - s| \leq n^{-\beta_1} \\
E(|X_n(t) - X_n(s)|^{\alpha_2}) &\leq C|t - s|^{1+\delta} \quad \text{if } n^{-\beta_1} \leq |t - s| \leq n^{-\beta_2} \\
E(|X_n(t) - X_n(s)|^{\alpha_3}) &\leq C|t - s|^{1+\delta} \quad \text{if } n^{-\beta_2} \leq |t - s| \leq 1.
\end{align*}

Then $(X_n)$ is tight.

Sketch of proof. For $n \geq 1$, let $D_n \subset [0,1]$ be the set of dyadic rational numbers with denominator $2^n$. For $\delta > 0$, let

$$\omega(X_n, \delta) = \sup \{|X_n(t) - X_n(s)| \mid s, t \in [0,1], |t - s| \leq \delta\}$$

denote the modulus of continuity of $X_n$, and for $n \geq 1$ and $k \geq 0$, let

$$\xi_{n,k} = \sup \{|X_n(t) - X_n(s)| \mid s, t \in D_k, |s - t| = 2^{-k}\}.$$ We observe that for any $\alpha > 0$, we have

$$E(\xi_{n,k}^{\alpha}) \leq \sum_{s,t \in D_k} E(|X_n(t) - X_n(s)|^{\alpha}).$$

As in [39, p. 269], the key step is to prove that

$$\lim_{m \to +\infty} \lim_{n \to +\infty} \mathbb{P}(\omega(X_n, 2^{-m}) > \eta) = 0$$
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for any \( \eta > 0 \) (the conclusion is then derived from this fact combined with the Ascoli–Arzela Theorem characterizing compact subsets of \( C([0,1]) \)). It is convenient here to use the notation \( \min(a,b) = a \land b \). For fixed \( m \) and \( n \), we then write

\[
\mathbb{P}(\omega(X_n,2^{-m}) > \eta) \leq \mathbb{P}(\sup_{|t-s| \leq 2^{-m} \land n^{-\beta_1}} |X_n(t) - X_n(s)| > \eta) + \\
\mathbb{P}(\sup_{2^{-m} \land n^{-\beta_1} < |t-s| \leq 2^{-m} \land n^{-\beta_2}} |X_n(t) - X_n(s)| > \eta) + \\
\mathbb{P}(\sup_{2^{-m} \land n^{-\beta_2} < |t-s| \leq 2^{-m}} |X_n(t) - X_n(s)| > \eta)
\]

(because, for a continuous function \( f \) on \([0,1]\), if \( |f(t) - f(s)| > \eta \) for some \((s,t)\) such that \( |t-s| \leq 2^{-m} \), then there exist some dyadic rational numbers \((s',t')\), necessarily with denominator \( 2^n \) with \( n \geq m \), such that \( |f(t') - f(s')| > \eta \)). Using (B.18), the first term is

\[
\leq \sum_{k\geq m} \frac{\mathbb{E}(\xi_{n,k}^\alpha)}{\eta^{\alpha_1}} \leq \frac{C}{\eta^{\alpha_1}} \sum_{k\geq m} 2^{k(2 - k(1 + \delta))} \leq \frac{C}{\eta^{\alpha_1}} \frac{1}{1 - 2^{-\delta}},
\]

and similarly, using (B.19), the second (resp. using (B.20), the third) is

\[
\leq \sum_{\beta_2 \log_2(n) \leq k \leq \beta_1 \log_2(n)} \frac{\mathbb{E}(\xi_{n,k}^\alpha)}{\eta^{\alpha_2}} \leq \frac{C}{\eta^{\alpha_2}} \sum_{k\geq m} 2^{k(2 - k(1 + \delta))} \leq \frac{C}{\eta^{\alpha_2}} \frac{1}{1 - 2^{-\delta}},
\]

(resp. \( \leq C\eta^{-\alpha_3}(1 - 2^{-\delta})^{-1} \)). The result follows. \( \square \)

We will also use the following inequality of Talagrand, which gives a type of subgaussian behavior of sums of random variable in Banach spaces, extending standard properties of real or complex-valued random variables.

**Theorem B.11.12** (Talagrand). Let \( V \) be a separable real Banach space and \( V' \) its dual. Let \((X_n)_{n \geq 1}\) be a sequence of independent real-valued random variables with \( |X_n| \leq 1 \) almost surely, and let \((v_n)_{n \geq 1}\) be a sequence of elements of \( V \). Assume that the series \( \sum X_n v_n \) converges almost surely in \( V \). Let \( m \geq 0 \) be a median of

\[
\left\| \sum_{n \geq 1} X_n v_n \right\|.
\]

Let \( \sigma \geq 0 \) be the real number such that

\[
\sigma^2 = \sup_{\lambda \in V, \|\lambda\| \leq 1} \sum_{n \geq 1} |\lambda(v_n)|^2.
\]

For any real number \( t > 0 \), we have

\[
\mathbb{P}\left(\left\| \sum_{n \geq 1} X_n v_n \right\| \geq t\sigma + m \right) \leq 4 \exp\left(-\frac{t^2}{16}\right).
\]

We recall that a median \( m \) of a real-valued random variable \( X \) is any real number such that

\[
\mathbb{P}(X \geq m) \geq \frac{1}{2}, \quad \mathbb{P}(X \leq m) \geq \frac{1}{2}.
\]

A median always exists. If \( X \) is integrable, then Chebyshev’s inequality

\[
\mathbb{P}(X \geq t) \leq \frac{\mathbb{E}(|X|)}{t}
\]

(B.21)
shows that \( m \leq 2 \mathbb{E}(|X|) \).

**Proof.** This follows easily from [84, Th. 13.2], which concerns finite sums, by passing to the limit. \( \square \)

The application of this inequality will be the following, which is (in the case \( V = \mathbb{R} \)) partly a simple variant of a result of Montgomery-Smith [65].

**Proposition B.11.13.** Let \( V \) be a separable real or complex Banach space and \( V' \) its dual. Let \((X_n)_{n \geq 1}\) be a sequence of independent random variables with \(|X_n| \leq 1\) almost surely, either real or complex-valued depending on the scalar field. Let \((v_n)_{n \geq 1}\) be a sequence of elements of \( V \). Assume that the series \( \sum X_n v_n \) converges almost surely in \( V \), and let \( X \) be its sum.

(1) Assume that

(B.22) \[ \sum_{n \leq N} ||v_n|| \gg \log(N), \quad \sum_{n > N} ||v_n||^2 \ll \frac{1}{N} \]

for all \( N \geq 1 \). There exists a constant \( c > 0 \) such that for any \( A > 0 \), we have

\[ \mathbb{P}(||X|| > A) \leq c \exp(-\exp(c^{-1}A)) . \]

(2) Assume that \( V \) is a real Banach space, that \((X_n)\) is symmetric and real-valued, and that there exists \( \lambda \in V' \) of norm 1 such that

(B.23) \[ \sum_{n \leq N} |\lambda(v_n)| \gg \log(N) \]

for \( N \geq 1 \). Then there exists a constant \( c' > 0 \) such that for any \( A > 0 \), we have

\[ c^{-1} \exp(-\exp(cA)) \leq \mathbb{P}(|\lambda(X)| > A) \leq \mathbb{P}(||X|| > A) . \]

**Proof.** We begin with (1), and we first check that we may assume that \( V \) is a real Banach space and that the random variables \( X_n \) are real-valued. To see this, if \( V \) is a complex Banach space, we view it as a real Banach space \( V_{\mathbb{R}} \) (by restricting scalar multiplication), and we write \( X_n = Y_n + iZ_n \) where \( Y_n \) and \( Z_n \) are real-valued random variables. Then \( X = Y + iZ \) where

\[ Y = \sum_{n \geq 1} Y_n v_n, \quad Z = \sum_{n \geq 1} Z_n v_n \]

are both almost surely convergent series in \( V_{\mathbb{R}} \) with independent real coefficients of absolute value \( \leq 1 \). We then have

\[ \mathbb{P}(||X|| > A) \leq \mathbb{P}(||Y|| > \frac{1}{2}A \text{ or } ||Z|| > \frac{1}{2}A) \leq \mathbb{P}(||Y|| > \frac{1}{2}A) + \mathbb{P}(||Z|| > \frac{1}{2}A) \]

for any \( A > 0 \), by the triangle inequality. Since (B.22) are assumptions independent of whether \( V \) is viewed as a real or complex Banach space, we deduce that if (1) holds for real scalars, then it also does for complex coefficients.

We now assume that \( V \) is a real Banach space. The idea is that if \( V \) was simply equal to \( \mathbb{R} \), then the series \( X \) would be a subgaussian random variable, and standard estimates would give a subgaussian upper-bound for \( \mathbb{P}(|X| > A) \), of the type \( \exp(-cA^2) \). Such a bound would be essentially sharp for a **gaussian** series. But although this is already quite strong, it is far from the truth here, intuitively because in the gaussian case, the lower-bound for the probability arises from the probability, which is very small but non-zero, that a single summand (distributed like a gaussian) might be very large. This cannot happen for the series \( X \), because each \( X_n \) is absolutely bounded.
The actual proof “interpolates” between the subgaussian behavior (given by Talagrand’s inequality, when the Banach space is infinite-dimensional) and the boundedness of the coefficients \((X_n)\) of the first few steps. This principle goes back (at least) to Montgomery-Smith \([65]\), and has relations with theory of interpolation of Banach spaces.

Fix an auxiliary parameter \(s \geq 1\). We write \(X = X^\sharp + X^\flat\), where
\[
X^\sharp = \sum_{1 \leq n \leq s^2} X_n v_n, \quad X^\flat = \sum_{n > s^2} X_n v_n.
\]

Let \(m\) be a median of the real random variable \(\|X^\flat\|\). Then for any \(\alpha > 0\) and \(\beta > 0\), we have
\[
P(\|X\| \geq \alpha + \beta + m) \leq P(\|X^\sharp\| \geq \alpha) + P(\|X^\flat\| \geq m + \beta),
\]
by the triangle inequality. We pick
\[
\alpha = 8 \sum_{1 \leq n \leq s^2} \|v_n\|
\]
so that by the assumption \(|X_n| \leq 1\), we have
\[
P(\|X^\sharp\| \geq \alpha) = 0.
\]
Then we take \(\beta = s\sigma\), where \(\sigma \geq 0\) is such that
\[
\sigma^2 = \sup_{\|\lambda\| \leq 1} \sum_{n > s^2} |\lambda(v_n)|^2,
\]
where \(\lambda\) runs over the elements of norm \(\leq 1\) of the dual space \(V'\). By Talagrand’s Inequality (Theorem B.11.12), we have
\[
P(\|X^\flat\| \geq m + \beta) \leq 4 \exp\left(\frac{-s^2}{8}\right)
\]
Hence, for all \(s \geq 1\), we have
\[
P(\|X\| \geq \alpha + \beta + m) \leq 4 \exp\left(\frac{-s^2}{8}\right).
\]
We now select \(s\) as large as possible so that \(m + \alpha + \beta \leq A\). By Chebychev’s inequality (B.21), we have
\[
m \leq 2 E(\|X^\flat\|) \leq 2 \sum_{1 \leq h \leq s^2} \|v_n\|
\]
so that
\[(B.24) \quad m + \alpha \ll \sum_{1 \leq n \leq s^2} \frac{1}{n} \ll \log(2s)
\]
for any \(s \geq 1\). Moreover, for any linear form \(\lambda\) with \(\|\lambda\| \leq 1\), we have
\[
\sum_{n > s^2} |\lambda(v_n)|^2 \ll \sum_{n > s^2} \frac{1}{n^2} \ll \frac{1}{s^2}
\]
so that \(\sigma \ll s^{-1}\) and \(\beta = s\sigma \ll 1\). It follows that
\[(B.25) \quad m + \alpha + \beta \leq c \log(cs)
\]
for some constant \(c \geq 1\) and all \(s \geq 1\). We finally select \(s\) so that \(c \log(cs) = A\), i.e.
\[
s = \frac{1}{c} \exp\left(\frac{A}{c}\right)
\]
(assuming, as we may, that A is large enough so that \( s \geq 1 \)) and deduce that
\[
P(\|X\| \geq A) \leq 4\exp\left(-\frac{s^2}{8}\right) = 4\exp\left(-\frac{1}{8c^2} \exp\left(\frac{A}{c}\right)\right).
\]
This gives the desired upper bound.

We now prove (2). Replacing the vectors \( v_n \) by the real numbers \( \lambda(v_n) \) (recall that (2) is a statement for real Banach spaces and random variables), we may assume that \( V = \mathbb{R} \).

Let \( \alpha > 0 \) be such that
\[
\sum_{n \leq N} |\lambda(v_n)| \geq \alpha \log(N)
\]
for \( N \geq 1 \) and let \( \beta_n \) be a median of \( X_n \). We then derive (TODO: clean up)
\[
P(|X| > A) \geq P\left(|X_n| \geq \beta_n \text{ for } 1 \leq n \leq e^{\alpha A} \text{ and } \sum_{n > e^{\alpha A}} v_n X_n \geq 0\right).
\]
Since the random variables \( (X_n) \) are independent, this leads to
\[
P(|X| > A) \geq \left(\frac{1}{2}\right)^{|\exp(\alpha A)|} P\left(\sum_{n > e^{\alpha A}} v_n X_n \geq 0\right).
\]
Furthermore, since each \( X_n \) is symmetric, so is the sum
\[
\sum_{n > e^{\alpha A}} v_n X_n,
\]
which means that it has probability \( \geq 1/2 \) to be \( \geq 0 \). Therefore we have
\[
P(|X| > A) \geq \frac{1}{4} e^{-(\log 2) \exp(\alpha A)}.
\]
This is of the right form asymptotically, and thus the proof is completed. \( \square \)

Remark B.11.14. (1) The typical example where the proposition applies is when \( \|v_n\| \) is comparable to \( 1/n \).

(2) Many variations along these lines are possible. For instance, in Chapter 3, we encounter the situation where the vector \( v_n \) is zero unless \( n = p \) is a prime \( p \), in which case
\[
\|v_p\| = \frac{1}{p^\sigma}
\]
for some real number \( \sigma \) such that \( 1/2 < \sigma < 1 \). In that case, we have
\[
\sum_{n \leq N} \|v_n\| \gg \frac{N^{1-\sigma}}{\log N}, \quad \sum_{n > N} \|v_n\|^2 \ll \frac{1}{N^{2\sigma-1}} \frac{1}{\log N}
\]
for \( N \geq 2 \) (by the Prime Number Theorem) instead of (B.22), and the adaptation of the arguments in the proof of the proposition lead to
\[
P(\|X\| > A) \leq c \exp\left(-cA^{1/(1-\sigma)} (\log A)^{1/(2(1-\sigma))}\right)
\]
(Indeed, check that (B.25) gives here
\[
m + \alpha + \beta \ll \frac{s^{2(1-\sigma)}}{\sqrt{\log s}}
\]
and we take
\[
s = A^{1/(2(1-\sigma))} (\log A)^{1/(4(1-\sigma))}
\]
in the final application of Talagrand’s inequality).
On the other hand, in Chapter 5, we have a case where (up to re-indexing), the assumptions (B.22) and (B.23) are replaced by
\[ \sum_{n \leq N} \| v_n \| \gg (\log N)^2, \quad \sum_{n > N} \| v_n \|^2 \ll \frac{\log N}{N}. \]
Then we obtain by the same argument the estimates
\[ \mathbf{P}(\| X \| > A) \leq c \exp(-\exp(c^{-1}A^{1/2})), \]
\[ c^{-1} \exp(-\exp(cA^{1/2})) \leq \mathbf{P}(|\lambda(X)| > A) \leq \mathbf{P}(\| X \| > A) \]
for some real number \( c > 0 \).
APPENDIX C

Number theory

We review here the facts of number theory that we use, and give references for their proofs.

C.1. Multiplicative functions and Euler products

Analytic number theory frequently deals with functions \( f \) defined for integers \( n \geq 1 \) such that \( f(mn) = f(m)f(n) \) whenever \( m \) and \( n \) are coprime. Any such function that is not identically zero is called a multiplicative function.\(^1\) A multiplicative function is uniquely determined by the values \( f(p^k) \) for primes \( p \) and integers \( k \geq 1 \), and satisfies \( f(1) = 1 \).

We recall that if \( f \) and \( g \) are functions defined for positive integers, the Dirichlet convolution \( f \ast g \) is defined by

\[
(f \ast g)(n) = \sum_{d|n} f(d)g\left(\frac{n}{d}\right).
\]

Its key property is that the generated Dirichlet series for \( f \ast g \) is the product of the generating Dirichlet series for \( f \) and \( g \) (see Proposition A.4.4). In particular, one deduces that the convolution is associative and commutative, and that the function \( \delta \) such that \( \delta(1) = 1 \) and \( \delta(n) = 0 \) for all \( n \geq 2 \) is a neutral element. In other words, for any arithmetic functions \( f, g \) and \( h \), we have

\[
f \ast g = g \ast f, \quad f \ast (g \ast h) = (f \ast g) \ast h, \quad f \ast \delta = f.
\]

**Lemma C.1.1.** Let \( f \) and \( g \) be multiplicative functions. Then the Dirichlet convolution \( f \ast g \) of \( f \) and \( g \) is multiplicative. Moreover, the function \( f \odot g \) defined by

\[
(f \odot g)(n) = \sum_{\{a,b\}=n} f(a)g(b)
\]

is also multiplicative.

**Proof.** Both statements follow simply from the fact that if \( n \) and \( m \) are coprime integers, then any divisor \( d \) of \( nm \) can be uniquely written \( d = d'd'' \) where \( d' \) divides \( n \) and \( d'' \) divides \( m \). \( \square \)

**Example C.1.2.** To get an idea of the behavior of a multiplicative function, it is always useful to write down the values at powers of primes. In the situation of the lemma, the Dirichlet convolution satisfies

\[
(f \ast g)(p^k) = \sum_{j=0}^{k} f(p^j)g(p^{k-j}),
\]

\(^1\)We emphasize that it is not required that \( f(mn) = f(m)f(n) \) for all pairs of positive integers.
whereas
\[(f \odot g)(p^k) = \sum_{j=0}^{k-1} (f(p^j)g(p^k) + f(p^k)g(p^j)) + f(p^k)g(p^k).\]

In particular, suppose that \(f\) and \(g\) are supported on squarefree integers, so that \(f(p^k) = g(p^k) = 0\) for any prime if \(k \geq 2\). Then \(f \odot g\) is also supported on squarefree integers (this is not necessarily the case of \(f \star g\)), and satisfies
\[(f \odot g)(p) = f(p) + g(p) + f(p)g(p)\]
for all primes \(p\).

A very important multiplicative function is the Möbius function.

**Definition C.1.3.** The Möbius function \(\mu(n)\) is the multiplicative function supported on squarefree integers such that \(\mu(p) = -1\) for all primes \(p\).

In other words, if we factor
\[n = p_1 \cdots p_j\]
where each \(p_i\) is prime, then we have \(\mu(n) = 0\) if there exists \(i \neq j\) such that \(p_i = p_j\), and otherwise \(\mu(n) = (-1)^j\).

A key property of multiplicative functions is their Euler product expansion.

**Lemma C.1.4.** Let \(f\) be a multiplicative function. such that
\[\sum_{n \geq 1} |f(n)| < +\infty.\]

Then we have
\[\sum_{n \geq 1} f(n) = \prod_p \left(\sum_{j \geq 0} f(p^j)\right)\]
where the product on the right is absolutely convergent. In particular, for all \(s \in \mathbb{C}\) such that
\[\sum_{n \geq 1} \frac{f(n)}{n^s}\]
converges absolutely, we have
\[\sum_{n \geq 1} \frac{f(n)}{n^s} = \prod_p (1 + f(p)p^{-s} + \cdots + f(p^k)p^{-ks} + \cdots),\]
where the right-hand side converges absolutely.

**Proof.** For any prime \(p\), the series
\[1 + f(p) + \cdots + f(p^k) + \cdots\]
is a subseries of \(\sum f(n)\), so that the absolute convergence of the latter (which holds by assumption) implies that all of these partial series are also absolutely convergent.

We now first assume that \(f(n) \geq 0\) for all \(n\). Then for any \(N \geq 1\), we have
\[\prod_{p \leq N} \sum_{k \geq 0} f(p^k) = \sum_{n \geq 1} f(n).\]
by expanding the product and using the absolute convergence and the uniqueness of factorization of integers. It follows that

\[ \left| \prod_{p \leq N} \sum_{k \geq 0} f(p^k) - \sum_{n \leq N} f(n) \right| \leq \sum_{n > N} f(n) \]

(since we assume \( f(n) \geq 0 \)). This converges to 0 as \( N \to +\infty \), because the series \( \sum f(n) \) is absolutely convergent. Thus this case is done.

In the general case, replacing \( f \) by \(|f|\), the previous argument shows that the product converges absolutely. Then we get in the same manner

\[ \left| \prod_{p \leq N} \sum_{k \geq 0} f(p^k) - \sum_{n \leq N} f(n) \right| \leq \sum_{n > N} |f(n)| \to 0 \]

as \( N \to +\infty \).

□

**Corollary C.1.5.** For any \( s \in \mathbb{C} \) such that \( \text{Re}(s) > 1 \), we have

\[ \sum_{n \geq 1} n^{-s} = \prod_p \frac{1}{1 - p^{-s}}, \quad (C.1) \]

\[ \sum_{n \geq 1} \mu(n)n^{-s} = \prod_p (1 - p^{-s}) = \frac{1}{\zeta(s)}. \quad (C.2) \]

**Example C.1.6.** The fact that the Dirichlet series for the Möbius function is the inverse of the Riemann zeta function, combined with the link between multiplication and Dirichlet convolution, leads to the so-called Möbius inversion formula: for arithmetic functions \( f \) and \( g \), the relations

\[ g(n) = \sum_{d \mid n} f(d), \quad f(n) = \sum_{d \mid n} \mu(d) g\left(\frac{n}{d}\right) \]

(for all \( n \geq 1 \)) are equivalent. (Indeed the first means that \( g = f \star 1 \), where 1 is the constant function, and the second that \( f = g \star \mu \); since \( \mu \star 1 = \delta \), which is the multiplicative function version of the identity \( \zeta(s)^{-1} \cdot \zeta(s) = 1 \), the equivalence of the two follows from the associativity of the convolution.)

**Example C.1.7.** Let \( f \) and \( g \) be multiplicative functions supported on squarefree integers defining absolutely convergent series. Then for \( \sigma > 0 \), we have

\[ \sum_{n \geq 1} \frac{f(m)}{[m, n]^{\sigma}} = \sum_{d \geq 1} \frac{(f \otimes g)(d)}{d^{\sigma}} = \prod_p \left( 1 + (f(p) + g(p) + f(p)g(p))p^{-\sigma} \right). \]

For instance, consider the case where \( f \) and \( g \) are both the Möbius function \( \mu \). Then \( \mu \otimes \mu \) is supported on squarefree numbers and takes value \(-1 - 1 + 1 = -1\) at primes, so is in fact equal to \( \mu \). We obtain the nice formula

\[ \sum_{n \geq 1} \frac{\mu(m)}{[m, n]^{\sigma}} = \sum_{d \geq 1} \frac{(f \otimes g)(d)}{d^{\sigma}} = \prod_p \left( 1 - \frac{1}{p^{\sigma}} \right) = \sum_{n \geq 1} \mu(n)n^{-s} = \frac{1}{\zeta(s)}, \]

for \( \text{Re}(s) > 1 \).

**Example C.1.8.** Another very important multiplicative arithmetic function is the Euler function \( \varphi \) defined by \( \varphi(q) = |(\mathbb{Z}/q\mathbb{Z})^\times| \) for \( q \geq 1 \). This function is multiplicative, by the Chinese Remainder Theorem, which implies that there exists an isomorphism of groups

\( (\mathbb{Z}/q_1q_2\mathbb{Z})^\times \simeq (\mathbb{Z}/q_1\mathbb{Z})^\times \times (\mathbb{Z}/q_2\mathbb{Z})^\times \)
when \( q_1 \) and \( q_2 \) are coprime integers. We have \( \varphi(p) = p - 1 \) if \( p \) is prime, and more generally \( \varphi(p^k) = p^k - p^{k-1} \) for \( p \) prime and \( k \geq 1 \) (since an element \( x \) of \( \mathbb{Z}/p^k\mathbb{Z} \) is invertible if and only its unique lift in \( \{0, \ldots, p^k - 1\} \) is not divisible by \( p \)). Hence, by factorization, we obtain the product expansion

\[
\varphi(n) = \prod_{p|n} (p^{k_p} - p^{k_p-1}) = n \prod_{p|n} \left(1 - \frac{1}{p}\right)
\]

where \( k_p \geq 1 \) is the power of \( p \) dividing exactly \( n \).

We deduce from Lemma C.1.4 the expression

\[
\sum_{n \geq 1} \varphi(n)n^{-s} = \prod_p \left(1 + (p-1)p^{-s} + (p^2 - p)p^{-2s} + \cdots + (p^k - p^{k-1})p^{-ks} + \cdots\right)
\]

\[
= \frac{\zeta(s-1)}{\zeta(s)},
\]

again valid for \( \text{Re}(s) > 1 \). This may also be deduced from the formula

\[
\varphi(n) = \sum_{d|n} \mu(d) \frac{n}{d},
\]

i.e., \( \varphi = \mu \ast \text{Id} \), where \( \text{Id} \) is the identity arithmetic function.

### C.2. Additive functions

We also often encounter additive functions (although they are not so important in this book) \( g \), which are complex-valued functions defined for integers \( n \geq 1 \) such that \( g(nm) = g(n) + g(m) \) for all pairs of coprimes integers \( n \) and \( m \). In particular, we have then \( g(1) = 0 \).

If \( g \) is an additive function, then we can write

\[
g(n) = \sum_{p|n} g(p^{e_p(n)})
\]

for any \( n \geq 1 \), where \( e_p \) is the \( p \)-adic valuation (which is zero for all but finitely many \( p \)). As for multiplicative functions, an additive function is therefore determined uniquely by its values at prime powers.

Some standard examples are given by \( g(n) = \log n \), or more generally \( g(n) = \log f(n) \), where \( f \) is a multiplicative function that is always positive. The arithmetic function \( \omega(n) \) that counts the number of prime factors of an integer \( n \geq 1 \) (without multiplicity) is also additive; it is of course the subject of the Erdős–Kac Theorem.

Conversely, if \( g \) is an additive function, then for any complex number \( s \in \mathbb{C} \), the function \( n \mapsto e^{sg(n)} \) is a multiplicative function.

### C.3. Primes and their distribution

For any real number \( x \geq 1 \), we denote by \( \pi(x) \) the number of prime numbers \( p \leq x \). This is of course one of the key functions of interest in multiplicative number theory. Except in the most elementary cases, interesting statements require some information on the size of \( \pi(x) \).

The first non-trivial quantitative bounds are due to Chebychev, giving the correct order of magnitude of \( \pi(x) \), and were elaborated by Mertens to obtain other very useful estimates for quantities involving primes.
Proposition C.3.1. (1) There exist positive constants $c_1$ and $c_2$ such that
\[ c_1 \frac{x}{\log x} \leq \pi(x) \leq c_2 \frac{x}{\log x} \]
for all $x \geq 2$.

(2) For any $x \geq 3$, we have
\[ \sum_{p \leq x} \frac{1}{p} = \log \log x + O(1). \]

See, e.g., [38, §2.2] or [34, Th. 7, Th. 414] (resp. [38, (2.15)] or [34, Th. 427]) for the proof of the first (resp. second) estimate.

Exercise C.3.2. (1) Show that the first estimate implies that the $n$-prime is of size about $n \log n$ (up to multiplicative constants), and the bound
\[ \sum_{p \leq x} \frac{1}{p} \ll \log \log x. \]

(2) Let $\pi_2(x)$ be the numbers of integers $n \leq x$ such that $n$ is the product of two primes (possibly equal). Prove that there exist positive constants $c_3$ and $c_4$ such that
\[ c_3 \frac{x \log \log x}{\log x} \leq \pi_2(x) \leq c_4 \frac{x \log \log x}{\log x} \]
for all $x \geq 3$.

The key result is however the Prime Number Theorem with a strong error term:

Theorem C.3.3. Let $A > 0$ be an arbitrary real number. For $x \geq 2$, we have
\[ \pi(x) = \text{li}(x) + O\left(\frac{x}{(\log x)^A}\right), \]
where $\text{li}(x)$ is the logarithmic integral
\[ \text{li}(x) = \int_2^x \frac{dt}{\log t} \]
and the implied constant depends only on $A$. More generally, for $\alpha \geq 0$ fixed, we have
\[ \sum_{p \leq x} p^\alpha = \int_2^x t^\alpha \frac{dt}{\log t} + O\left(\frac{x^{1+\alpha}}{(\log x)^A}\right) \]
where the implied constant depends only on $A$.

For a proof, see for instance [38, §2.4 or Cor. 5.29]. By an elementary integration by parts, we have
\[ \text{li}(x) = \int_2^x \frac{dt}{\log t} = \frac{x}{\log x} + O\left(\frac{x}{(\log x)^2}\right), \]
for $x \geq 2$, hence the “usual” simple asymptotic version of the Prime Number Theorem
\[ \pi(x) \sim \frac{x}{\log x}, \quad \text{as } x \to +\infty. \]

However, note that if one expresses the main term in the “simple” form $x/\log x$, the error term cannot be better than $x/(\log x)^2$.

The Prime Number Theorem easily implies a stronger form of the Mertens formula:
**Corollary C.3.4.** There exists a constant $C \in \mathbb{R}$ such that

(C.4) $\sum_{p \leq x} \frac{1}{p} = \log \log x + C + O((\log x)^{-1}).$

**Exercise C.3.5.** Show that (C.4) is in fact equivalent with the Prime Number Theorem in the form

$$\pi(x) \sim \frac{x}{\log x}$$
as $x \to +\infty$.

Another estimate that will be useful in Chapter 4 is the following:

**Proposition C.3.6.** Let $A > 0$ be a fixed real number. For all $x \geq 2$, we have

$$\prod_{p \leq x} \left( 1 + \frac{A}{p} \right) \ll (\log x)^A,$$

$$\prod_{p \leq x} \left( 1 - \frac{A}{p} \right)^{-1} \ll (\log x)^A,$$

where the implied constant depends only on $A$.

**Proof.** In both cases, if we compute the logarithm, we obtain

$$\sum_{p \leq x} \left( \frac{A}{p} + O\left( \frac{1}{p^2} \right) \right)$$

where the implied constant depends on $A$, and the result follows from the Mertens formula. \qed

In Chapter 5, we will also need the generalization of these basic statements to primes in arithmetic progressions. We recall that for $x \geq 1$, and any modulus $q \geq 1$ and integer $a \in \mathbb{Z}$, we define

$$\pi(x; q, a) = \sum_{\substack{p \leq x \ 1 \ \text{mod} \ q}} 1,$$

the number of primes $p \leq x$ that are congruent to $a$ modulo $q$. If $a$ is not coprime to $q$, then $\pi(x; q, a)$ is bounded as $x$ varies; it was one of the first major achievements of analytic number theory when Dirichlet proved that, conversely, there are infinitely many primes $p \equiv a \ (\text{mod} \ q)$ if $(a, q) = 1$. This was done using the theory of Dirichlet characters and L-functions, which we will survey later (see Section C.5). Here we state the basic statement that further shows that, asymptotically, all residue classes modulo $q$ are roughly equivalent.

**Theorem C.3.7.** For any fixed $q \geq 1$ and for any $x \geq 2$, we have

$$\pi(x; q, a) \sim \frac{1}{\phi(q)} \pi(x) \sim \frac{1}{\phi(q) \log x} \ li(x) \sim \frac{1}{\phi(q)} \frac{x}{\log x}.$$

We emphasize that this statement is intended for a fixed $q$: the issue of understanding to what extent this asymptotic formula holds uniformly in terms of $q$ is extremely subtle and leads quickly to major open problems.
C.4. The Riemann zeta function

As recalled in Section 3.1, the Riemann zeta function is defined first for complex numbers \( s \) such that \( \text{Re}(s) > 1 \) by means of the absolutely convergent series

\[
\zeta(s) = \sum_{n \geq 1} \frac{1}{n^s}.
\]

By Lemma C.1.4, it has also the Euler product expansion

\[
\zeta(s) = \prod_p (1 - p^{-s})^{-1}
\]

in this region. Using this expression, we can compute the logarithmic derivative of the zeta function, always for \( \text{Re}(s) > 1 \). We obtain the Dirichlet series expansion

\[
-\frac{\zeta'(s)}{\zeta(s)} = \sum_p \frac{(\log p) p^{-s}}{1 - p^{-s}} = \sum_{n \geq 1} \frac{\Lambda(n)}{n^s}
\]

(using a geometric series expansion), where the function \( \Lambda \) is called the von Mangoldt function, defined by

\[
\Lambda(n) = \begin{cases} 
\log p & \text{if } n = p^k \text{ for some prime } p \text{ and some } k \geq 1 \\
0 & \text{otherwise}.
\end{cases}
\]

In other words, up to the “thin” set of powers of primes with exponent \( k \geq 2 \), the function \( \Lambda \) is the logarithm restricted to prime numbers.

Beyond the region of absolute convergence, it is known that the zeta function extends to a meromorphic function on all of \( \mathbb{C} \), with a unique pole located at \( s = 1 \), which is a simple pole with residue 1 (see the argument in Section 3.1 for a simple proof of analytic continuation to \( \text{Re}(s) > 0 \)). More precisely, let

\[
\xi(s) = \pi^{-s/2} \Gamma\left(\frac{s}{2}\right) \zeta(s)
\]

for \( \text{Re}(s) > 1 \). Then \( \xi \) extends to a meromorphic function on \( \mathbb{C} \) with simple poles at \( s = 0 \) and \( s = 1 \), which satisfies the functional equation

\[
\xi(1 - s) = \xi(s).
\]

Because the Gamma function has poles at integers \(-k\) for \( k \geq 0 \), it follows that \( \zeta(-2k) = 0 \) for \( k \geq 1 \) (the case \( k = 0 \) is special because of the pole at \( s = 1 \)). The negative even integers are called the trivial zeros of \( \zeta(s) \). Hadamard and de la Vallée Poussin proved (independently) that \( \zeta(s) \neq 0 \) for \( \text{Re}(s) = 1 \), and it follows that the non-trivial zeros of \( \zeta(s) \) are located in the critical strip \( 0 < \text{Re}(s) < 1 \).

**Proposition C.4.1.** (1) For \( 1/2 < \sigma < 1 \), we have

\[
\frac{1}{2T} \int_{-T}^{T} |\zeta(\sigma + it)|^2 dt \longrightarrow \zeta(2\sigma)
\]

as \( T \to +\infty \).

(2) We have

\[
\frac{1}{2T} \int_{-T}^{T} |\zeta(\frac{1}{2} + it)|^2 dt \sim T(\log T)
\]

for \( T \geq 1 \).
Proof. According to Proposition C.4.1, the first part will follow if we can establish that, for $1/ < \sigma < 1$, we have

$$\frac{1}{2T} \int_{-T}^{T} |\zeta(\sigma + it)|^2 dt \ll 1.$$ 

We will establish this, using a basic inequality that will imply that

$$\frac{1}{2T} \int_{-T}^{T} |\zeta(\frac{1}{2} + it)|^2 dt \ll T \log T,$$

(which is an upper bound of the right order of magnitude for the second part).

TODO

For much more information concerning the analytic properties of the Riemann zeta function, see [87]. Note however that the deeper arithmetic aspects are best understood in the larger framework of L-functions, from Dirichlet L-functions (which are discussed below in Section C.5) to automorphic L-functions (see, e.g. [38, Ch. 5]).

We will also use the so-called Hadamard product of the Riemann zeta function. This is an analogue of the factorization of polynomials in terms of their zeros, which holds for meromorphic functions on $\mathbb{C}$ with restricted growth.

**Proposition C.4.2.** The zeros $\varrho$ of $\xi(s)$ all satisfy $0 < \Re(\varrho) < 1$, and there exists constants $\alpha$ and $\beta \in \mathbb{C}$ such that

$$s(s-1)\xi(s) = e^{\alpha + \beta s} \prod_{\varrho} (1 - \frac{s}{\varrho}) e^{-s/\varrho}$$

for any $s \in \mathbb{C}$, where the product runs over the zeros of $\xi(s)$, counted with multiplicity, and converges uniformly on compact subsets of $\mathbb{C}$. In fact, we have

$$\sum_{\varrho} \frac{1}{|\varrho|^2} < +\infty.$$ 

Given that $s \mapsto s(s-1)\xi(s)$ is an entire function of finite order, this follows from the general theory of such functions (see, e.g. [86, Th. 8.24] for Hadamard’s factorization theorem). What is most important for us is the following corollary, which is an analogue of partial fraction expansion for the logarithmic derivative of a polynomial – except that it is most convenient here to truncate the infinite sum.

**Proposition C.4.3.** Let $s = \sigma + it \in \mathbb{C}$ be such that $\frac{1}{2} \leq \sigma \leq 1$ and $\zeta(s) \neq 0$. Then there are $\ll \log(2 + |t|)$ zeros $\varrho$ of $\xi$ such that $|s - \varrho| \leq 1$, and we have

$$-\frac{\zeta'(s)}{\zeta(s)} = \frac{1}{s} + \frac{1}{s-1} - \sum_{|s-\varrho|<1} \frac{1}{s - \varrho} + O(\log(2 + |t|)),$$

where the sum is over zeros $\varrho$ of $\zeta(s)$ such that $|s - \varrho| < 1$.

**Sketch of proof.** We first claim that the constant $\beta$ in Proposition C.4.2 satisfies

$$\Re(\beta) = -\sum_{\varrho} \Re(\varrho^{-1}),$$

where $\varrho$ runs over all the zeros of $\xi(s)$ with multiplicity. Indeed, applying the Hadamard product expansion to both sides of the functional equation $\xi(1-s) = \xi(s)$ and taking
logarithms, we obtain
\[ 2 \Re(\beta) = \beta + \bar{\beta} = -\sum_{\varrho} \left( \frac{1}{s - \varrho} + \frac{1}{1 - s - \overline{\varrho}} + \frac{1}{\varrho + 1} + \frac{1}{\overline{\varrho}} \right). \]

For any fixed \( s \) that is not a zero of \( \xi(s) \), we have \((s - \varrho)^{-1} - (1 - s - \overline{\varrho})^{-1} \ll |\varrho|^{-2} \), where the implied constant depends on \( s \). Similarly similarly \( \varrho^{-1} + \overline{\varrho}^{-1} \ll |\varrho|^{-2} \), so the series
\[ \sum_{\varrho} \left( \frac{1}{s - \varrho} + \frac{1}{1 - s - \overline{\varrho}} \right) \quad \text{and} \quad \sum_{\varrho} \left( \frac{1}{\varrho + 1} + \frac{1}{\overline{\varrho}} \right) \]
are absolutely convergent. So we can separate them; the first one vanishes, because the terms cancel out (both \( \varrho \) and \( 1 - \overline{\varrho} \) are zeros of \( \zeta(s) \)), and we obtain (C.7).

Now let \( T \geq 2 \) and \( s = 3 + iT \). Using the expansion
\[ -\frac{\zeta'(s)}{\zeta(s)} = \sum_{k \geq 0} \sum_{p} \frac{1}{k} (\log p) p^{-ks}, \]
we get the trivial estimate
\[ \left| \frac{\zeta'}{\zeta}(s) \right| \leq \zeta'(2). \]

By Stirling’s formula (Proposition A.3.3), we have \( \frac{\Gamma'}{\Gamma}(s/2) \ll \log(2 + T) \), and for any zero \( \varrho = \beta + i\gamma \) of \( \xi(s) \), we have
\[ \frac{2}{9 + (T - \gamma)^2} < \Re \left( \frac{1}{s - \varrho} \right) < \frac{3}{4 + (T - \gamma)^2}. \]

If we compute the real part of the formula
\[ -\frac{\zeta'}{\zeta'(s)} = \frac{\Gamma'}{\Gamma}(s/2) - \beta + \frac{1}{s} + \frac{1}{s - 1} - \sum_{\varrho} \left( \frac{1}{s - \varrho} + \frac{1}{\varrho} \right), \]
and rearrange the resulting absolutely convergent series (using (C.7)), we get
(C.8)
\[ \sum_{\varrho} \frac{1}{1 + (T - \gamma)^2} \ll \log(2 + T). \]

This convenient estimate implies, as claimed, that there are \( \ll \log(2 + T) \) zeros \( \varrho \) such that \( |\Im(\varrho - T)| \leq 1 \).

Now, finally, let \( s = \sigma + it \) such that \( \frac{1}{2} \leq \sigma \leq 1 \) and \( \xi(s) \neq 0 \). We have
\[ -\frac{\zeta'}{\zeta}(s) = -\frac{\zeta'}{\zeta}(s) + \frac{\zeta'}{\zeta}(3 + it) + +O(\log(2 + |t|)), \]
by the previous elementary estimate. Hence (by the Stirling formula again) we have
\[ -\frac{\zeta'}{\zeta}(s) = \frac{1}{s} + \frac{1}{s - 1} - \sum_{\varrho} \left( \frac{1}{s - \varrho} - \frac{1}{3 + it - \varrho} \right) + O(\log(2 + |t|)). \]

In the series, we keep the zeros with \( |s - \varrho| < 1 \), and we estimate the contribution of the others by
\[ \sum_{|s - \varrho| > 1} \left| \frac{1}{s - \varrho} - \frac{1}{3 + it - \varrho} \right| \leq \sum_{|s - \varrho| > 1} \frac{3}{1 + (T - \gamma)^2} \ll \log(2 + |t|) \]
by (C.8).

We will use an elementary approximation for \( \zeta(s) \) in the strip \( \frac{1}{2} < \Re(s) < 1. \)
Proposition C.4.4. Let $T \geq 1$. For $\sigma > 1/2$, and for any $s = \sigma + it$ with $1/2 \leq \sigma < 3/4$ and $|t| \leq T$, we have
\[
\zeta(s) = \sum_{1 \leq n \leq T} n^{-s} + O\left(\frac{T^{1-\sigma}}{|t| + 1} + T^{-1/2}\right).
\]

Proof. This follows from [87, Th. 4.11] (a result first proved by Hardy and Littlewood) which states that for any $\sigma_0 > 0$, we have
\[
\zeta(s) = \sum_{1 \leq n \leq T} n^{-s} - \frac{T^{1-\sigma}}{1-s} + O(T^{-1/2})
\]
for $\sigma \geq \sigma_0$, since $1/(1-s) \ll 1/(|t| + 1)$ if $1/2 \leq \sigma < 3/4$. \hfill \Box

The last (and most subtle) result concerning the zeta function that we need is an important refinement of (2) in Proposition C.4.1.

Proposition C.4.5. Let $T \geq 1$ be a real number and let $m, \ n$ be integers such that $1 \leq m, n \leq T$. Let $\sigma$ be a real number with $\frac{1}{2} \leq \sigma \leq 1$. We have
\[
\frac{1}{2T} \int_{-T}^{T} \left(\frac{m}{n}\right)^{\sigma} |\zeta(\sigma + it)|^2 dt = \zeta(2\sigma) \left(\frac{(m,n)^2}{mn}\right)^{\sigma} + \frac{1}{2T} \zeta(2-2\sigma) \left(\frac{(m,n)^2}{mn}\right)^{1-\sigma} \int_{-T}^{T} \left(\frac{|t|}{2\pi}\right)^{1-2\sigma} dt + O(\min(m,n)T^{-\sigma+\varepsilon}).
\]

This is essentially due to Selberg [80, Lemma 6], and a proof is given by Radziwiłł and Soundararajan [69, §6].

C.5. Dirichlet L-functions

Let $q \geq 1$ be an integer. The Dirichlet L-functions modulo $q$ are Dirichlet series attached to characters of the group of invertible residue classes modulo $q$. More precisely, for any such character $\chi: (\mathbb{Z}/q\mathbb{Z})^\times \to \mathbb{C}^\times$, we extend it to $\mathbb{Z}/q\mathbb{Z}$ by sending non-invertible classes to 0, and then we view it as a $q$-periodic function on $\mathbb{Z}$. The resulting function on $\mathbb{Z}$ is called a Dirichlet character modulo $q$. (See Example B.6.2 (3) for the definition and basic properties of characters of finite abelian groups; an excellent elementary account can also be found in Serre’s book [82, §VI.1].)

We denote by $1_q$ the trivial character 1 modulo $q$ (which is identically 1 on all invertible residue classes modulo $q$ and 0 elsewhere). A character $\chi$ such that $\chi(n) \in \{\pm 1\}$ for all $n$ coprime to $q$ is called a real character. This condition is equivalent to having $\chi$ real-valued, or to having $\chi^2 = 1_q$.

By the duality theorem for finite abelian groups (see Example B.6.2, (3)), the set of Dirichlet characters modulo $q$ is a group under pointwise multiplication with $1_q$ as the identity element, and it is isomorphic to $(\mathbb{Z}/q\mathbb{Z})^\times$; in particular, the number of Dirichlet characters modulo $q$ is $\varphi(q)$. Moreover, the Dirichlet characters modulo $q$ form an orthonormal basis of the space of complex-valued functions on $(\mathbb{Z}/q\mathbb{Z})^\times$.

Let $\chi$ be a Dirichlet character modulo $q$. By construction, the function $\chi$ is multiplicative on $\mathbb{Z}$, in the strong sense that $\chi(nm) = \chi(n)\chi(m)$ for all integers $n$ and $m$ (even if they are not coprime).

The orthonormality property of characters of a finite group implies the following fundamental relation:
Let \( q \geq 1 \) be an integer. For any \( x \) and \( y \) in \( \mathbb{Z} \), we have
\[
\frac{1}{\varphi(q)} \sum_{\chi \equiv 1 \pmod{q}} \chi(x) \overline{\chi(y)} = \begin{cases} 
1 & \text{if } x \equiv y \pmod{q} \text{ and } x, y \text{ are coprime with } q \\
0 & \text{otherwise.}
\end{cases}
\]
where the sum is over all Dirichlet characters modulo \( q \).

**Proof.** If \( x \) or \( y \) is not coprime with \( q \), then the formula is valid because both sides are zero. Otherwise, this is a special case of the general decomposition formula
\[
\frac{1}{|G|} \sum_{\chi \in \hat{G}} \chi(x) \overline{\chi(y)} = \begin{cases} 
1 & \text{if } x = y \\
0 & \text{if } x \neq y
\end{cases}
\]
for any finite abelian group \( G \) and elements \( x \) and \( y \) of \( G \). Indeed, if we view \( y \) as fixed and \( x \) as a variable, then this is simply the decomposition of the characteristic function \( f_y \) of the element \( y \in G \) in the orthonormal basis of characters; namely, this decomposition is
\[
f_y = \sum_{\chi \in \hat{G}} \langle f_y, \chi \rangle \chi,
\]
which becomes
\[
f_y = \sum_{\chi \in \hat{G}} \overline{\chi(y)} \chi,
\]
from which in turn (C.9) follows by evaluating at \( x \).

Let \( q \geq 1 \) be an integer and \( \chi \) a Dirichlet character modulo \( q \). One defines
\[
L(s, \chi) = \sum_{n \geq 1} \frac{\chi(n)}{n^s}
\]
for all \( s \in \mathbb{C} \) such that \( \Re(s) > 1 \); since \( |\chi(n)| \leq 1 \) for all \( n \in \mathbb{Z} \), this series is absolutely convergent and defines a holomorphic function in this region, called the L-function associated to \( \chi \).

In the region where \( \Re(s) > 1 \), the multiplicativity of \( \chi \) implies that we have the absolutely convergent Euler product expansion
\[
L(s, \chi) = \prod_p (1 - \chi(p)p^{-s})^{-1}
\]
(by Lemma C.1.4 applied to \( f(n) = \chi(n)n^{-s} \) for any \( s \in \mathbb{C} \) such that \( \Re(s) > 1 \)). In particular, we deduce that \( L(s, \chi) \neq 0 \) if \( \Re(s) > 1 \). Moreover, computing the logarithmic derivative, we obtain the formula
\[
-\frac{L'}{L}(s, \chi) = \sum_{n \geq 1} \Lambda(n) \chi(n)n^{-s}
\]
for \( \Re(s) > 1 \).

For the trivial character \( 1_q \) modulo \( q \), we have the formula
\[
L(s, 1_q) = \prod_{p \nmid q} (1 - p^{-s})^{-1} = \zeta(s) \prod_{p \mid q} (1 - p^{-s}).
\]

Since the second factor is a finite product of quite simple form, we see that, when \( q \) is fixed, the analytic properties of this particular L-function are determined by those of
the Riemann zeta function. In particular, it has meromorphic continuation with a simple pole at \( s = 1 \), where the residue is

\[
\prod_{\rho \neq q} (1 - p^{-1}) = \frac{\varphi(q)}{q}.
\]

For \( \chi \) non-trivial, we have the following result (see, e.g. [38, §5.9]):

**Theorem C.5.2.** Let \( \chi \) be a non-trivial Dirichlet character modulo \( q \). Define \( \varepsilon_\chi = 0 \) if \( \chi(-1) = 1 \) and \( \varepsilon_\chi = 1 \) if \( \chi(-1) = -1 \). Let

\[
\xi(s, \chi) = \pi^{-(s + \varepsilon_\chi)/2} q^{s/2} \Gamma\left(\frac{s + \varepsilon_\chi}{2}\right) L(s, \chi)
\]

for \( \Re(s) > 1 \). Furthermore, let

\[
\tau(\chi) = \frac{1}{\sqrt{q}} \sum_{x \in (\mathbb{Z}/q\mathbb{Z})^\times} e\left(\frac{x}{q}\right).
\]

Then \( \xi(s, \chi) \) extends to an entire function on \( \mathbb{C} \) which satisfies the functional equation

\[
\xi(s, \chi) = \tau(\chi) \xi(1 - s, \overline{\chi}).
\]

In Chapter 5, we will require the basic information on the distribution of zeros of Dirichlet L-functions. We summarize it in the following proposition (see, e.g., [38, Th. 5.24]).

**Proposition C.5.3.** Let \( \chi \) be a Dirichlet character modulo \( q \).

1. For \( T \geq 1 \), the number \( N(T; \chi) \) of zeros \( \varrho \) of \( L(s, \chi) \) such that \( \Re(\varrho) > 0, \quad |\Im(\varrho)| \leq T \)

satisfies

\[
N(T; \chi) = \frac{T}{\pi} \log \left(\frac{qT}{2\pi}\right) - \frac{T}{\pi} + O(\log q(T + 1)),
\]

where the implied constant is absolute.

2. For any \( \varepsilon > 0 \), the series

\[
\sum_{\varrho} \varrho^{-1 - \varepsilon}
\]

converges, where \( \varrho \) runs over zeros of \( L(s, \chi) \) such that \( \Re(\varrho) > 0 \).

**Remark C.5.4.** These two statements are not independent, and in fact the first one implies the second by splitting the partial sum

\[
\sum_{|\varrho| \leq T} \frac{1}{|\varrho|^{1 + \varepsilon}}
\]

for \( T \geq 1 \) in terms of zeros in intervals of length 1:

\[
\sum_{|\varrho| \leq T} \frac{1}{|\varrho|^{1 + \varepsilon}} \leq \sum_{1 \leq N \leq T} \frac{1}{N^{1 + \varepsilon}} \sum_{N - 1 \leq |\varrho| \leq N} 1 \ll \sum_{1 \leq N \leq T} \log N \frac{N}{N^{1 + \varepsilon}}
\]

by (1). Since this is uniformly bounded for all \( T \), we obtain (2).
Corollary C.5.5. Let $\chi$ be a Dirichlet character modulo $q$.

(1) We have

$$\sum_{0 < \gamma < T, L(1/2 + i\gamma, \chi) = 0} \frac{1}{|1/2 + i\gamma|} \gg (\log T)^2$$

for $T \geq 1$.

(2) We have

$$\sum_{\gamma > T, L(1/2 + i\gamma, \chi) = 0} \frac{1}{|1/2 + i\gamma|^2} \ll \frac{\log T}{T},$$

for $T \geq 1$.

Finally, we need a form of the explicit formula linking zeros of Dirichlet $L$-functions with the distribution of prime numbers.

Theorem C.5.6. Let $q \geq 1$ be an integer and let $\chi$ be a non-trivial Dirichlet character modulo $q$. For any $x \geq 2$ and any $X \geq 2$ such that $2 \leq x \leq X$, we have

$$\sum_{n \leq x} \Lambda(n)\chi(n) = -\sum_{\beta + i\gamma \leq X} \frac{x^{\beta + i\gamma}}{\beta + i\gamma} + O\left(\frac{x(\log qx)^2}{X}\right),$$

where the sum is over non-trivial zeros of $L(s, \chi)$, counted with multiplicity, and the implied constant is absolute.

Sketch of proof. We refer to, e.g., [38, Prop. 5.25] for this result. Here we wish to justify intuitively the existence of such a relation between sums (essentially) over primes, and sums over zeros of the associated $L$-function.

Pick a function $\phi$ defined on $[0, +\infty]$ with compact support. Using the Mellin inversion formula, we can write

$$\sum_{n \geq 1} \Lambda(n)\chi(n)\phi\left(\frac{n}{x}\right) = \frac{1}{2\pi i} \int_{(2)} \frac{L'(s, \chi)}{L(s, \chi)} \hat{\phi}(s)x^s ds$$

for all $x \geq 1$. Assume (formally) that we can shift the integration line to the left, say to the line where the real part is 1/4, where the contribution would be $x^{1/4}$. The contour shift leads to poles located at all the zeros of $L(s, \chi)$, with residue equal to the opposite of the multiplicity of the zero (since the $L$-function is entire, there is no contribution from poles). We can therefore expect that

$$\sum_{n \geq 1} \Lambda(n)\chi(n)\phi\left(\frac{n}{x}\right) = -\sum_{\gamma} \hat{\phi}(\gamma)x^\gamma + (\text{small error}),$$

where $\gamma$ runs over non-trivial zeros of $L(s, \chi)$, counted with multiplicity.

If such a formula holds for $\phi$ the characteristic function of the interval $[0, 1]$, then since

$$\hat{\phi}(s) = \int_0^1 x^{s-1} dx = \frac{1}{s},$$

we would obtain

$$\sum_{n \geq 1} \Lambda(n)\chi(n)\phi\left(\frac{n}{x}\right) = -\sum_{\gamma} \frac{x^\gamma}{\gamma} + (\text{small error}).$$

\[\square\]
Remark C.5.7. There is non-trivial analytic work to do in order to justify the computations in this sketch, because of various convergence issues for instance (which also explains why the formula is most useful in a truncated form involving only finitely many zeros), but this formal outline certainly explains the existence of the explicit formula.

Corollary C.5.8. Let \( q \geq 1 \) be an integer and let \( \chi \) be a non-trivial Dirichlet character modulo \( q \). Assume that the Riemann Hypothesis holds for \( L(s, \chi) \), i.e., that all non-trivial zeros of \( L(s, \chi) \) have real part \( 1/2 \). For any \( x \geq 2 \), we have

\[
\int_2^x \left( \sum_{n \leq t} \Lambda(n) \chi(n) \right) dt \ll x^{3/2},
\]

where the implied constant depends on \( q \).

Proof. Pick \( X = x \) in the explicit formula. Using the assumption on the zeros, we obtain by integration the expression

\[
\int_2^x \left( \sum_{n \leq t} \Lambda(n) \chi(n) \right) dt = \sum_{\text{L}(1/2+i\gamma)=0 \atop |\gamma| \leq x} \int_2^x t^{1+\gamma} \frac{1}{1/2+i\gamma} dt + O(x(\log qx)^2)
\]

\[
= \sum_{\text{L}(1/2+i\gamma)=0 \atop |\gamma| \leq x} \frac{x^{2+i\gamma+1} - \frac{1}{2}^{2+i\gamma+1}}{(1/2+i\gamma)(1/2+i\gamma+1)} + O(x(\log qx)^2) \ll x^{3/2},
\]

where the implied constant depends on \( q \), since the series

\[
\sum_{\text{L}(1/2+i\gamma)=0 \atop |\gamma| \leq x} \frac{1}{(1/2+i\gamma)(1/2+i\gamma+1)}
\]

converges absolutely by Proposition C.5.3, (2). \( \square \)

C.6. Exponential sums

In Chapter 6, we studied some properties of exponential sums. Although we do not have the space to present a detailed treatment of such sums, we will give a few examples and try to explain some of the reasons why such sums are important and interesting. This should motivate the “curiosity driven” study of the shape of the partial sums. We refer to the notes [53] and to [38, Ch. 11] for more information, including proofs of the Weil bound (6.1) for Kloosterman sums.

In principle, any finite sum

\[
S_N = \sum_{1 \leq n \leq N} e(\alpha_n)
\]

of complex numbers of modulus 1 counts as an exponential sum, and the goal is – given the phases \( \alpha_n \in \mathbb{R} \) – to obtain a bound on \( S \) that improves as much as possible on the “trivial” bound \( |S_N| \leq N \).

On probabilistic grounds one can expect that for highly oscillating phases, the sum \( S_N \) is of size about \( \sqrt{N} \). Indeed, if we consider \( \alpha_n \) to be random variables that are independent and uniformly distributed in \( \mathbb{R}/\mathbb{Z} \), then the Central Limit Theorem shows that \( S_N/\sqrt{N} \) is distributed approximately like a standard complex gaussian random variable, so that the “typical” size of \( S_N \) is of order of magnitude \( \sqrt{N} \). When this occurs also for deterministic
sums (up to factors of smaller order of magnitude), one says that the sums have square-root cancellation; this usually only makes sense for an infinite sequence of sums where \( N \to +\infty \).

**Example C.6.1.** For instance, the partial sums

\[
M_N = \sum_{1 \leq n \leq N} \mu(n)
\]

of the Möbius function can be seen in this light. Estimating \( M_N \) is vitally important in analytic number theory, because it is not very hard to check that the Prime Number Theorem, in the form (C.3), with error term \( x/(\log x)^A \) for any \( A > 0 \), is equivalent with the estimate

\[
M_N \ll \frac{N}{(\log N)^A}
\]

for any \( A > 0 \), where the implied constant depends on \( A \) (although there is no direct correspondence from the \( A \) in (C.3) to that here). Moreover, the best possible estimate is the square-root cancellation

\[
M_N \ll N^{1/2+\varepsilon},
\]

with an implied constant depending on \( \varepsilon > 0 \), and this is known to be equivalent to the Riemann Hypothesis for the Riemann zeta function.

The sums that appear in Chapter 6 are however of a fairly different nature. They are sums over finite fields (or subsets of finite fields), with summands \( e(\alpha_n) \) of “algebraic nature”. For a prime \( p \) and the finite field \( \mathbf{F}_p \) with \( p \) elements, \(^2\)the basic examples are of the following types:

**Example C.6.2.** (1) [Additive character sums] Fix a rational function \( f \in \mathbf{F}_p(T) \). Then for \( x \in \mathbf{F}_p \) that is not a pole of \( f \), we can evaluate \( f(x) \in \mathbf{F}_p \), and \( e(f(x)/p) \) is a well-defined complex number. Then consider the sum

\[
\sum_{\substack{x \in \mathbf{F}_p \\text{defined} \\text{f}(x) \text{defined}}} e(f(x)/p).
\]

For fixed \( a \) and \( b \) in \( \mathbf{F}_p^\times \), the example \( f(T) = aT + bT^{-1} \) gives rise to the Kloosterman sum of Section 6.1. If \( f(T) = T^2 \), we obtain a quadratic Gauss sum, namely

\[
\sum_{x \in \mathbf{F}_p} e\left(\frac{x^2}{p}\right).
\]

(2) [Multiplicative character sums] Let \( \chi \) be a non-trivial character of the finite multiplicative group \( \mathbf{F}_p^\times \); we define \( \chi(0) = 0 \) to extend it to \( \mathbf{F}_p \). Let \( f \in \mathbf{F}_p[T] \) be a polynomial (or a rational function). The corresponding multiplicative character sum is

\[
\sum_{x \in \mathbf{F}_p} \chi(f(x)).
\]

One may also have that finitely many polynomials and characters and sum their products. An important example of these is

\[
\sum_{x \in \mathbf{F}_p} \chi_1(x) \chi_2(1 - x),
\]

for multiplicative characters \( \chi_1 \) and \( \chi_2 \), which is called a Jacobi sum.

\(^2\) For simplicity, we restrict to these particular finite fields, but the theory extends to all.
(3) [Mixed sums] In fact, one can mix the two types, obtaining a family of sums that generalize both: fix rational functions \( f_1 \) and \( f_2 \) in \( \mathbb{F}_p(T) \), and consider the sum

\[
\sum_{x \in \mathbb{F}_p} \chi(f_1(x))e(f_2(x)/p),
\]

where the summand is defined to be 0 if \( f_2(x) \) is not defined, or if \( f_1(x) \) is 0 or not defined.

Some of the key examples are obtained in this manner. Maybe the simplest interesting ones are the Gauss sums attached to \( \chi \), defined by

\[
\sum_{x \in \mathbb{F}_p} \chi(x)e(ax/p)
\]

where \( a \in \mathbb{F}_p \) is a variable. Others are the sums

\[
\sum_{x \in \mathbb{F}_p} \chi(x)e\left(\frac{ax + b\bar{x}}{p}\right)
\]

for \( a, b \) in \( \mathbb{F}_p \), which generalize the Kloosterman sums. When \( \chi \) is a character of order 2 (i.e., \( \chi(x) \) is either 1 or \(-1\) for all \( x \in \mathbb{F}_p \)), this is called a Salié sum.

**Remark C.6.3.** We emphasize that the sums that we discuss range over the whole finite field (except for values of \( x \) where the summand is not defined). Sums over smaller subsets of \( \mathbb{F}_p \) (e.g., over a segment \( 1 \leq x \leq N < p \) of integers) are very interesting and important in applications (indeed, they are the topic of Chapter 6!), but behave very differently.

Except for a few special cases (some of which are discussed below in exercises), a full evaluation of exponential sums of the previous types is not feasible. Even deriving non-trivial bounds is far from obvious, and the most significant progress requires input from algebraic geometry. The key result, proved by A. Weil in the 1940’s, takes the following form (in a simplified version that is actually rather weaker than the actual statement). It is a special case of the Riemann Hypothesis over finite fields.

**Theorem C.6.4 (Weil).** Let \( \chi \) be a non-trivial multiplicative character modulo \( q \). Let \( f_1 \) and \( f_2 \) be rational functions in \( \mathbb{F}_p[T] \), and consider the sum

\[
\sum_{x \in \mathbb{F}_p} \chi(f_1(x))e(f_2(x)/p).
\]

Assume that either \( f_1 \) is not of the form \( g_1^d \), where \( d \) is the order of \( \chi \) and \( g_1 \in \overline{\mathbb{F}}_p \), or \( f_2 \) has a pole of order not divisible by \( p \), possibly at infinity.

Then, there exists an integer \( \beta \), depending only on the degrees of the numerator and denominator of \( f_1 \) and \( f_2 \), and for \( 1 \leq i \leq \beta \), there exist complex numbers \( \alpha_i \) such that \( |\alpha_i| \leq \sqrt{p} \), with the property that

\[
\sum_{x \in \mathbb{F}_p} \chi(f_1(x))e(f_2(x)/p) = -\sum_{i=1}^{\beta} \alpha_i.
\]

In particular, we have

\[
\left|\sum_{x \in \mathbb{F}_p} \chi(f_1(x))e(f_2(x)/p)\right| \leq \beta \sqrt{p}.
\]
In fact, one can provide formulas for the integer $\beta$ that are quite explicit (in terms of the zeros and poles of the rational functions $f_1$ and $f_2$), and often one knows that $|\alpha_i| = \sqrt{q}$ for all $i$. For instance, if $f_1 = 1$ (so that the sum is an additive character sum) and $f_2$ is a polynomial such that $1 \leq \deg(f_2) < p$, then $\beta = \deg(f_2) - 1$, and $|\alpha_i| = \sqrt{p}$ for all $p$.

For more discussion and a proof in either the additive or multiplicative cases, we refer to [53].

The following exercises illustrate this general result in three important cases. Note however, that there is no completely elementary proof in the case of Kloosterman sums, where $\beta = 2$, leading to (6.1).

**Exercise C.6.5 (Gauss sums).** Let $\chi$ be a non-trivial multiplicative character of $F_p^\times$ and $a \in F_p^\times$. Denote

$$\tau(\chi, a) = \sum_{x \in F_p} \chi(x)e(ax/p),$$

and put $\tau(\chi) = \tau(\chi, 1)$ (up to normalization, this is the same sum as occurs in the functional equation for the Dirichlet $L$-function $L(s, \chi)$, see Theorem C.5.2).

1. Prove that $|\tau(\chi, a)| = \sqrt{p}$.
   (This proves the corresponding special case of Theorem C.6.4 with $\beta = 1$ and $|\alpha_1| = \sqrt{p}$.) [Hint: Compute the modulus square, or apply the discrete Parseval identity.]

2. Prove that for any automorphism $\sigma$ of the field $C$, we also have $|\sigma(\tau(\chi, a))| = \sqrt{p}$.
   (This additional property is also true for all $\alpha_i$ in Theorem C.6.4 in general; it means that each $\alpha_i$ is a so-called $p$-Weil number of weight 1.)

**Exercise C.6.6 (Jacobi sums).** Let $\chi_1$ and $\chi_2$ be non-trivial multiplicative characters of $F_p^\times$. Denote

$$J(\chi_1, \chi_2) = \sum_{x \in F_p} \chi_1(x)\chi_2(1 - x).$$

1. Prove that $J(\chi_1, \chi_2) = \frac{\tau(\chi_1)\tau(\chi_2)}{\tau(\chi_1\chi_2)}$ and deduce that Theorem C.6.4 holds for the Jacobi sums $J(\chi_1, \chi_2)$ with $\beta = 1$ and $|\alpha_1| = 1$. Moreover, show that $\alpha_1$ satisfies the property of the second part of the previous exercise.

3. Assume that $p \equiv 1 \pmod{4}$. Prove that there exist integers $a$ and $b$ such that $a^2 + b^2 = p$ (a result of Fermat). [Hint: Show that there are characters $\chi_1$ of order 2 and $\chi_2$ of order 4 of $F_p^\times$, and consider $J(\chi_1, \chi_2)$.]

**Exercise C.6.7 (Salié sums).** Assume that $p \geq 3$.

1. Check that there is a unique non-trivial real character $\chi_2$ of $F_p^\times$. Prove that for any $x \in F_p$, the number of $y \in F_p$ such that $y^2 = x$ is $1 + \chi_2(y)$.

2. Prove that $\tau(\chi_2^2)\tau(\chi_2) = \chi(4)\tau(\chi)\tau(\chi\chi_2)$.
   (Hasse-Davenport relation). [Hint: Use the formula for Jacobi sums, and compute $J(\chi, \chi)$ in terms of the number of solutions of quadratic equations; express this number of solutions in terms of $\chi_2$.]
For \((a, b) \in \mathbb{F}_p^\times\), define

\[
S(a, b) = \sum_{x \in \mathbb{F}_p^\times} \chi_2(x)e\left(\frac{ax + b\bar{x}}{p}\right).
\]

(3) Show that for \(b \in \mathbb{F}_p^\times\), we have

\[
S(a, b) = \sum_x s(\chi)\chi(a)
\]

where

\[
s(\chi) = \frac{\chi(b)\chi_2(b)\tau(\bar{\chi})\tau(\bar{\chi}\chi_2)}{q - 1}.
\]

[Hint: Use a discrete multiplicative Fourier expansion.]

(4) Show that

\[
s(\chi) = \frac{\chi_2(b)\tau(\chi_2)}{q - 1} \chi(4b)\tau(\bar{\chi}^2).
\]

(5) Deduce that

\[
S(a, b) = \tau(\chi_2) \sum_{ay^2=4b} e\left(\frac{y}{p}\right).
\]

(6) Deduce that Theorem C.6.4 holds for \(S(a, b)\) with either \(\beta = 0\) or \(\beta = 2\), in which case \(|\alpha_1| = |\alpha_2| = \sqrt{p}.
\)
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