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#### Abstract

Test statistics are often strongly dependent in large-scale multiple testing applications. Most corrections for multiplicity are unduly conservative for correlated test statistics, resulting in a loss of power to detect true positives. We show that the Westfall-Young permutation method has asymptotically optimal power for a broad class of testing problems with a block-dependence and sparsity structure among the tests, when the number of tests tends to infinity.


1. Introduction. We consider multiple hypothesis testing where the underlying tests are dependent. Such testing problems arise in many applications, in particular, in the fields of genomics and genome-wide association studies [9, 18, 24], but also in astronomy and other fields [21, 26]. Popular multiple-testing procedures include the Bonferroni-Holm method [19] which strongly controls the family-wise error rate (FWER), and the Benjamini-Yekutieli procedure [3] which controls the false discovery rate (FDR), both under arbitrary dependence structures between test statistics. If test statistics are strongly dependent, these procedures have low power to detect true positives. The reasons for this loss of power are well known: loosely speaking, many strongly dependent test-statistics carry only the information equivalent to fewer "effective" tests. Hence, instead of correcting among many multiple tests, one would in principle only need to correct for the smaller number of "effective" tests. Moreover, when controlling some error measure of false positives, an oracle would only need to adjust among the tests corresponding to true negatives. In large-scale sparse multiple testing situations, this latter issue is usually less important since the number of true positives is typically small, and the number of true negatives is close to the overall number of tests.

The dependence among tests can be taken into account by using the permuta-tion-based Westfall-Young method [33], already used widely in practice (e.g.,

[^0][ 6,36$]$ ). Under the assumption of subset-pivotality (see Section 2.3 for a definition), this method strongly controls the FWER under any kind of dependence structure [32].

In this paper we show that the Westfall-Young permutation method is an optimal procedure in the following sense. We introduce a single-step oracle multiple testing procedure, by defining a single threshold such that all hypotheses with $p$ values below this threshold are rejected (see Section 2.2). The oracle threshold is the largest threshold that still guarantees the desired level of the testing procedure. The oracle threshold is unknown in practice if the dependence among test statistics and the set of true null hypotheses are unknown. We show that the single-step Westfall-Young threshold approximates the oracle threshold for a broad class of testing problems with a block-dependence and sparsity structure among the tests, when the number of tests tends to infinity. Our notion of asymptotic optimality relative to an oracle threshold is on a general level and for any specified test statistic. The power of a multiple testing procedure depends also on the data generating distribution and the chosen individual test(s): we do not discuss this aspect here. Instead, our goal is to analyze optimality once the individual tests have been specified.

Our optimality result has an immediate consequence for large-scale multiple testing: it is not possible to improve on the power of the Westfall-Young permutation method while still controlling the FWER when considering single-step multiple testing procedures for a large number of tests and assuming only a blockdependence and sparsity structure among the tests (and no additional modeling assumptions about the dependence or clustering/grouping). Hence, in such situations, there is no need to consider ad-hoc proposals that are sometimes used in practice, at least when taking the viewpoint that multiple testing adjusted $p$-values should be as model free as possible.
1.1. Related work. There is a small but growing literature on optimality in multiple testing under dependence. Sun and Cai [30] studied and proposed optimal decision procedures in a two-state hidden Markov model, while Genovese et al. [12] and Roeder and Wasserman [28] looked at the intriguing possibility of incorporating prior information by $p$-value weighting. The effect of correlation between test statistics on the level of FDR control was studied in Benjamini and Yekutieli [3] and Benjamini et al. [2]; see also Blanchard and Roquain [4] for FDR control under dependence. Furthermore, Clarke and Hall [7] discuss the effect of dependence and clustering when using "wrong" methods based on independence assumptions for controlling the (generalized) FWER and FDR. The effect of dependence on the power of Higher Criticism was examined in Hall and Jin [16, 17]. Another viewpoint is given by Efron [10], who proposed a novel empirical choice of an appropriate null distribution for large-scale significance testing. We do not propose new methodology in this manuscript but study instead the asymptotic optimality of the widely used Westfall-Young permutation method [33] for dependent test statistics.
2. Single-step oracle procedure and the Westfall-Young method. After introducing some notation, we define our notion of a single-step oracle threshold and describe the Westfall-Young permutation method.
2.1. Preliminaries and notation. Let $W$ be a data matrix containing $n$ independent realizations of an $m$-dimensional random variable $X=\left(X_{1}, \ldots, X_{m}\right)$ with distribution $P_{m}$ and possibly some additional deterministic response variables $y$.

Prototype of data matrix $W$. To make this more concrete, consider the following setting that fits the examples described in Section 3.2. Let $y$ be a deterministic variable, and allow the distribution of $X=X_{y}$ to depend on $y$. For each value $y^{(i)}$, $i=1, \ldots, n$, we observe an independent sample $X^{(i)}=\left(X_{1}^{(i)}, \ldots, X_{m}^{(i)}\right)$ of $X=$ $X_{y^{(i)}}$. We then define $W$ to be an $(m+1) \times n$-dimensional matrix by setting $W_{1, i}=$ $y^{(i)}$ for $i=1, \ldots, n$ and $W_{j+1, i}=X_{j}^{(i)}$ for $j=1, \ldots, m$ and $i=1, \ldots, n$. Thus, the first row of $W$ contains the $y$-variables, and the $i$ th column of $W$ corresponds to the $i$ th data sample $\left(y^{(i)}, X^{(i)}\right)$.

Based on $W$, we want to test $m$ null hypotheses $H_{j}, j=1, \ldots, m$, concerning the $m$ components $X_{1}, \ldots, X_{m}$ of $X$. For concrete examples, see Section 3.2. Let $I\left(P_{m}\right) \subseteq\{1, \ldots, m\}$ be the indices of the true null hypotheses, and let $I^{\prime}\left(P_{m}\right)$ be the indices of the true alternative hypotheses, that is, $I^{\prime}\left(P_{m}\right)=\{1, \ldots, m\} \backslash I\left(P_{m}\right)$. Let $P_{0}$ be a distribution under the complete null hypothesis, that is, $I\left(P_{0}\right)=$ $\{1, \ldots, m\}$. We denote the class of all distributions under the complete null hypothesis by $\mathcal{P}_{0}$.

Suppose that the same test is applied for all hypotheses, and let $S_{n} \subseteq[0,1]$ be the set of possible $p$-values this test can take. Thus, $S_{n}=[0,1]$ for $t$-tests and related approaches, while $S_{n}$ is discrete for permutation tests and rank-based tests. Let $p_{j}(W), j=1, \ldots, m$, be the $p$-values for the $m$ hypotheses, based on the chosen test and the data $W$.
2.2. Single-step oracle multiple testing procedure. Suppose that we knew the true set of null hypotheses $I\left(P_{m}\right)$ and the distribution of $\min _{j \in I\left(P_{m}\right)} p_{j}(W)$ under $P_{m}$ (which is of course not true in practice). Then we could define the following single-step oracle multiple testing procedure: reject $H_{j}$ if $p_{j}(W) \leq c_{m, n}(\alpha)$, where $c_{m, n}(\alpha)$ is the $\alpha$-quantile of $\min _{j \in I\left(P_{m}\right)} p_{j}(W)$ under $P_{m}$.

$$
\begin{equation*}
c_{m, n}(\alpha)=\max \left\{s \in S_{n}: P_{m}\left(\min _{j \in I\left(P_{m}\right)} p_{j}(W) \leq s\right) \leq \alpha\right\} . \tag{1}
\end{equation*}
$$

Throughout, we define the maximum of the empty set to be zero, corresponding to a threshold $c_{m, n}(\alpha)$ that leads to zero rejections.

This oracle procedure controls the FWER at level $\alpha$, since, by definition,

$$
\begin{aligned}
& P_{m}\left(H_{j} \text { is rejected for at least one } j \in I\left(P_{m}\right)\right) \\
& \quad=P_{m}\left(\min _{j \in I\left(P_{m}\right)} p_{j}(W) \leq c_{m, n}(\alpha)\right) \leq \alpha,
\end{aligned}
$$

and it is optimal in the sense that values $c \in S_{n}$ with $c>c_{m, n}(\alpha)$ no longer control the FWER at level $\alpha$.
2.3. Single-step Westfall-Young multiple testing procedure. The WestfallYoung permutation method is based on the idea that under the complete null hypothesis, the distribution of $W$ is invariant under a certain group of transformations $\mathcal{G}$, that is, for every $g \in \mathcal{G}, g W$ and $W$ have the same distribution under $P_{0} \in \mathcal{P}_{0}$. Romano and Wolf [29] refer to this as the "randomization hypothesis." In the sequel, $\mathcal{G}$ is the collection of all permutations $g$ of $\{1, \ldots, n\}$, so that the number of elements $|\mathcal{G}|$ equals $n!$.

Prototype permutation group $\mathcal{G}$ acting on the prototype data matrix $W$. In the examples in Section 3.2, $W$ is a prototype data matrix as described in Section 2.1. The prototype permutation $g \in \mathcal{G}$ leads to a matrix $g W$ obtained by permuting the first row of $W$ (i.e., permuting the $y$-variables). For all examples in Section 3.2, under the complete null hypothesis $P_{0} \in \mathcal{P}_{0}$, the distribution of $g W$ is then identical to the distribution of $W$ for all $g \in \mathcal{G}$, so that the randomization hypothesis is satisfied. We suppress the dependence of $|\mathcal{G}|$ on the sample size $n$ for notational simplicity.

The single-step Westfall-Young critical value is a random variable, defined as follows:

$$
\begin{aligned}
\hat{c}_{m, n}(\alpha) & =\max \left\{s \in S_{n}: \frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} 1\left\{\min _{j=1, \ldots, m} p_{j}(g W) \leq s\right\} \leq \alpha\right\} \\
& =\max \left\{s \in S_{n}: P^{*}\left(\min _{j=1, \ldots, m} p_{j}(W) \leq s\right) \leq \alpha\right\}
\end{aligned}
$$

where $1\{\cdot\}$ denotes the indicator function, and $P^{*}$ represents the permutation distribution

$$
\begin{equation*}
P^{*}(f(W) \leq x)=\frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} 1\{f(g W) \leq x\} \tag{2}
\end{equation*}
$$

for any function $f(\cdot)$ mapping $W$ into $\mathbb{R}$. In other words, $\hat{c}_{m, n}(\alpha)$ is the $\alpha$-quantile of the permutation distribution of $\min _{j=1, \ldots, m} p_{j}(W)$. Our main result (Theorem 1) shows that under some conditions, the Westfall-Young threshold $\hat{c}_{m, n}(\alpha)$ approaches the oracle threshold $c_{m, n}(\alpha)$.

It is easy to see that the Westfall-Young permutation method provides weak control of the FWER, that is, control of the FWER under the complete null hypothesis. Under the assumption of subset-pivotality, it also provides strong control of the FWER [33], that is, control of the FWER under any set $I\left(P_{m}\right)$ of true null hypotheses. Subset-pivotality means that the distribution of $\left\{p_{j}(W): j \in K\right\}$ is identical under the restrictions $\bigcap_{j \in K} H_{j}$ and $\bigcap_{j \in I\left(P_{0}\right)} H_{j}$ for all possible subsets
$K \subseteq I\left(P_{m}\right)$ of true null hypotheses. Subset-pivotality is not a necessary condition for strong control; see, for example, Romano and Wolf [29], Westfall and Troendle [31] and Goeman and Solari [13].
3. Asymptotic optimality of Westfall-Young. We consider the framework where the number of hypotheses $m$ tends to infinity. This framework is suitable for high-dimensional settings arising, for example, in microarray experiments or genome-wide association studies.
3.1. Assumptions. (A1) Block-independence: the $p$-values of all true null hypotheses adhere to a block-independence structure that is preserved under permutations in $\mathcal{G}$. Specifically, there exists a partition $A_{1}, \ldots, A_{B_{m}}$ of $\{1, \ldots, m\}$ such that for any pair of permutations $g, g^{\prime} \in \mathcal{G}$,

$$
\min _{\tilde{g} \in\left\{g, g^{\prime}\right\}} \min _{j \in A_{b} \cap I\left(P_{m}\right)} p_{j}(\tilde{g} W), \quad b=1, \ldots, B_{m},
$$

are mutually independent under $P_{m}$. Here, the number of blocks is denoted by $B=B_{m}$. [We assume without loss of generality that $A_{b} \cap I\left(P_{m}\right) \neq \varnothing$ for all $b=$ $1, \ldots, B$, meaning that there is at least one true null hypothesis in each block; otherwise, the condition would be required only for blocks with $A_{b} \cap I\left(P_{m}\right) \neq \varnothing$.]
(A2) Sparsity: the number of alternative hypotheses that are true under $P_{m}$ is small compared to the number of blocks, that is, $\left|I^{\prime}\left(P_{m}\right)\right| / B_{m} \rightarrow 0$ as $m \rightarrow \infty$.
(A3) Block-size: the maximum size of a block, $m_{B_{m}}:=\max _{b=1, \ldots, B_{m}}\left|A_{b}\right|$, is of smaller order than the square root of the number of blocks, that is, $m_{B_{m}}=o\left(\sqrt{B_{m}}\right)$ as $m \rightarrow \infty$.
(B1) Let $G$ be a random permutation taken uniformly from $\mathcal{G}$. Under $P_{m}$, the joint distribution of $\left\{p_{j}(W): j \in I\left(P_{m}\right)\right\}$ is identical to the joint distribution of $\left\{p_{j}(G W): j \in I\left(P_{m}\right)\right\}$.
(B2) Let $P^{*}$ be the permutation distribution in (2). There exists a constant $r<$ $\infty$ such that for $s=c_{m, n}(\alpha) \in S_{n}$ and all $W$,

$$
\begin{equation*}
r^{-1} s \leq P^{*}\left(p_{j}(W) \leq s\right) \leq r s \quad \text { for all } j=1, \ldots, m \tag{3}
\end{equation*}
$$

(B3) The $p$-values corresponding to true null hypotheses are uniformly distributed; that is, for all $j \in I\left(P_{m}\right)$ and $s \in S_{n}$, we have $P_{m}\left(p_{j}(W) \leq s\right)=s$.

A sufficient condition for the block-independence assumption (A1) is that for every fixed pair of permutations $g, g^{\prime} \in \mathcal{G}$ the blocks of random variables $\left\{p_{j}(g W), p_{j}\left(g^{\prime} W\right): j \in A_{b} \cap I\left(P_{m}\right)\right\}$ are mutually independent for $b=1, \ldots, B_{m}$. This condition is implied by block-independence of the $m$ last rows of the prototype $W$ for the examples discussed in Section 3.2 and for the prototype $\mathcal{G}$ as in Section 2.3. The block-independence assumption captures an essential characteristic of large-scale testing problems: a test statistic is often strongly correlated with a number of other test statistics but not at all with the remaining tests.

The sparsity assumption (A2) is appropriate in many contexts. Most genomewide association studies, for example, aim to discover just a few locations on the genome that are associated with prevalence of a certain disease [20, 23]. Furthermore, assumption (A3) requiring that the range of (block-) dependence is not too large, which seems reasonable in genomic applications: for example, when having many different groups of genes (e.g., pathways), each of them not too large in cardinality, a block-dependence structure seems appropriate.

We now consider assumptions (B1)-(B3), supposing that we work with a prototype data matrix $W$ and a prototype permutation group $\mathcal{G}$ as described in Sections 2.1 and 2.3. Assumption (B1) is satisfied if each $p$-value $p_{j}(W)$ only depends on the 1 st and $(j+1)$ th rows of $W$. Moreover, subset-pivotality is satisfied in this setting. Assumption (B3) is satisfied for any test with valid type I error control. Assumption (B2) is fulfilled with $r=1$ if for all $W$

$$
\begin{equation*}
P_{G}\left(p_{j}(G W) \leq s \mid W\right)=s, \quad j=1, \ldots, m, s \in S_{n}, \tag{4}
\end{equation*}
$$

where $P_{G}$ is the probability with respect to a random permutation $G$ taken uniformly from $\mathcal{G}$, so that the left-hand side of (4) equals $P^{*}\left(p_{j}(W) \leq s\right)$ in (3). Note that assumptions (B1) and (B3) together imply that

$$
\begin{equation*}
P_{m, G}\left(p_{j}(G W) \leq s\right)=s, \quad j \in I\left(P_{m}\right), s \in S_{n}, \tag{5}
\end{equation*}
$$

where the probability $P_{m, G}$ is with respect to a random draw of the data $W$, and a random permutation $G$ taken uniformly from $\mathcal{G}$. Thus, assumption (B2) holds if (5) is true for all $j=1, \ldots, m$ when conditioned on the observed data. Section 3.2 discusses three concrete examples that satisfy assumptions (B1)-(B3) and subsetpivotality.

REMARK. For our theorems in Section 3.3, it would be sufficient if (3) were holding only with probability converging to 1 when sampling a random $W$, but we leave a deterministic bound since it is easier notationally, the extension is direct and we are mostly interested in rank-based and conditional tests for which the deterministic bound holds.
3.2. Examples. We now give three examples that satisfy assumptions (B1)(B3), as well as subset-pivotality. As in Section 2.1, let $y$ be a deterministic scalar class variable and $X=\left(X_{1}, \ldots, X_{m}\right)$ an $m$-dimensional vector of random variables, where the distribution of $X=X_{y}$ can depend on $y$. Let the prototype data matrix $W$ and the prototype group of permutations $\mathcal{G}$ be defined as in Sections 2.1 and 2.3, respectively. In all examples, we work with tests with valid type I error control, and each $p$-value $p_{j}(W)$ only depends on the 1 st and $(j+1)$ th rows of $W$. Hence, assumptions (B1), (B3) and subset-pivotality are satisfied, and we focus on assumption (B2) in the remainder.

For the examples in Sections 3.2.1 and 3.2.2, we assume that there exists a $\mu(y) \in \mathbb{R}^{m}$ and an $m$-dimensional random variable $Z=\left(Z_{1}, \ldots, Z_{m}\right)$ such that

$$
\begin{equation*}
X=X_{y}=\mu(y)+Z \tag{6}
\end{equation*}
$$

We omit the dependence of $X=X_{y}$ on $y$ in the following for notational simplicity.
3.2.1. Location-shift models. We consider two-sample testing problems for location shifts, similar to Example 5 of Romano and Wolf [29]. Using the notation in (6), $y \in\{1,2\}$ is a binary class variable, and the marginal distributions of $Z$ are assumed to have a median of zero.

We are interested in testing the null hypotheses

$$
H_{j}: \mu_{j}(1)=\mu_{j}(2), \quad j=1, \ldots, m
$$

versus the corresponding two-sided alternatives,

$$
H_{j}^{\prime}: \mu_{j}(1) \neq \mu_{j}(2), \quad j=1, \ldots, m
$$

We now discuss location-shift tests that satisfy assumption (B2). First, note that all permutation tests satisfy (B2) with $r=1$, since the $p$-values in a permutation test are defined to fulfill $P^{*}\left(p_{j}(W) \leq s\right)=s$ for all $s \in S_{n}$. Permutation tests are often recommended in biomedical research [22] and other large scale locationshift testing applications due to their robustness with respect to the underlying distributions. For example, one can use the Wilcoxon test. Another example is a "permutation $t$-test": choose the $p$-value $p_{j}(W)$ as the proportion of permutations for which the absolute value of the $t$-test statistic is larger than or equal to the observed absolute value of the $t$-test statistic for $H_{j}$. Then condition (B2) is fulfilled with $r=1$ with the added advantage that inference is exact, and the type I error is guaranteed even if the distributional Gaussian assumption for the $t$-test is not fulfilled [14]. Computationally, such a "permutation $t$-test" procedure seems to involve two rounds of permutations: one for the computation of the marginal $p$-value and one for the Westfall-Young method; see (2). However, the computation of the marginal permutation $p$-value can be inferred from the permutations in the Westfall-Young method, as in Meinshausen [25], and just a single round of permutations is thus necessary.
3.2.2. Marginal association. Suppose that we have a continuous variable $y$ in formula (6). Based on the observed data, we want to test the null hypotheses of no association between variable $X_{j}$ and $y$, that is,

$$
H_{j}: \mu_{j}(y) \text { is constant in } y, \quad j=1, \ldots, m
$$

versus the corresponding two-sided alternatives. A special case is the test for linear marginal association, where the functions $\mu_{j}(y)$ for $j=1, \ldots, m$ are assumed to
be of the form $\mu_{j}(y)=\gamma_{j}+\beta_{j} y$, and the test of no linear marginal association is based on the null hypotheses

$$
H_{j}: \beta_{j}=0, \quad j=1, \ldots, m
$$

Rank-based correlation test like Spearman's or Kendall's correlation coefficient are examples of tests that fulfill assumption (B2). Alternatively, a "permutation correlation-test" could be used, analogous to the "permutation $t$-test" described in Section 3.2.1.
3.2.3. Contingency tables. Contingency tables are our final example. Let $y \in$ $\left\{1,2, \ldots, K_{y}\right\}$ be a class variable with $K_{y}$ distinct values. Likewise, assume that the random variable $X$ is discrete and that each component of $X$ can take $K_{x}$ distinct values, $X=\left(X_{1}, \ldots, X_{m}\right) \in\left\{1,2, \ldots, K_{x}\right\}^{m}$.

As an example, in many genome-wide association studies, the variables of interest are single nucleotide polymorphisms (SNPs). Each SNP $j$ (denoted by $X_{j}$ ) can take three distinct values, in general, and it is of interest to see whether there is a relation between the occurrence rate of these categories and a category of a person's health status $y[5,15,20]$.

Based on the observed data, we want to test the null hypothesis for $j=1, \ldots, m$ that the distribution of $X_{j}$ does not depend on $y$,

$$
H_{j}: P\left(X_{j}=k \mid y\right)=P\left(X_{j}=k\right) \quad \text { for all } k \in\left\{1, \ldots, K_{x}\right\} \text { and } y \in\left\{1, \ldots, K_{y}\right\}
$$

The available data for hypothesis $H_{j}$ is contained in the 1st and $(j+1)$ th rows of $W$. These data can be summarized in a contingency table and Fisher's exact test can be used. Since the test is conditional on the marginal distributions, we have that $P\left(p_{j}(G W) \leq s \mid W\right)=s$ for a random permutation $G \in \mathcal{G}$ and (B2) is fulfilled with $r=1$.
3.3. Main result. We now look at the properties of the Westfall-Young permutation method and show asymptotic optimality in the sense that, with probability converging to 1 as the number of tests increases, the estimated Westfall-Young threshold $\hat{c}_{m, n}(\alpha)$ is at least as large as the optimal oracle threshold $c_{m, n}(\alpha-\delta)$, where $\delta>0$ can be arbitrarily small. This implies that the power of the WestfallYoung permutation method approaches the power of the oracle test, while providing strong control of the FWER under subset-pivotality [33]. All proofs are given in Section 6.

THEOREM 1. Assume (A1)-(A3) and (B1)-(B3). Then for any $\alpha \in(0,1)$ and any $\delta \in(0, \alpha)$

$$
\begin{equation*}
P_{m}\left\{\hat{c}_{m, n}(\alpha) \geq c_{m, n}(\alpha-\delta)\right\} \rightarrow 1 \quad \text { as } m \rightarrow \infty \tag{7}
\end{equation*}
$$

We note that the sample size $n$ can be fixed and does not need to tend to infinity. However, if the range of $p$-values $S_{n}$ is discrete, the sample size must increase with $m$ to avoid a trivial result where the oracle threshold $c_{m, n}(\alpha-\delta)$ vanishes; see also Theorem 2 where this is made explicit for the Wilcoxon test in the location-shift model of Section 3.2.1.

Theorem 1 implies that the actual level of the Westfall-Young procedure converges to the desired level (up to possible discretization effects; see Section 3.4). To appreciate the statement in Theorem 1 in terms of power gain, consider a simple example. Assume that the $m$ hypotheses form $B$ blocks. In the most extreme scenario, test statistics are perfectly dependent within each block. In such a scenario, the oracle threshold (1) for each individual $p$-value is then

$$
1-\sqrt[B]{1-\alpha}
$$

which is larger than, but very closely approximated by $\alpha / B$ for large values of $B$. Thus, when controlling the FWER at level $\alpha$, hypotheses can be rejected when their $p$-values are less than $1-\sqrt[B]{1-\alpha}$ and certainly when their $p$-values are less than $\alpha / B$. However, the value of $B$ and the block-dependence structure between hypotheses are unknown in practice. With a Bonferroni correction for the FWER at level $\alpha$, hypotheses can be rejected when their $p$-values are less than $\alpha / m$. If $m \gg B$, the power loss compared to the procedure with the oracle threshold is substantial, since the Bonferroni method is really controlling at an effective level of size $\alpha B / m$ instead of $\alpha$. Theorem 1, in contrast, implies that the effective level under the Westfall-Young procedure converges to the desired level (up to possible discretization effects).
3.4. Discretization effects with Wilcoxon test. We showed in the last section that the Westfall-Young permutation method is asymptotically equivalent to the oracle threshold under the made assumptions. In this section we look in more detail at the difference between the nominal and effective levels of the oracle multiple testing procedure. Controlling at nominal level $\alpha$, the effective oracle level is defined as

$$
\begin{equation*}
\alpha_{-}=P_{m}\left\{\min _{j \in I\left(P_{m}\right)} p_{j}(W) \leq c_{m, n}(\alpha)\right\} . \tag{8}
\end{equation*}
$$

By definition, $\alpha_{-}$is less than or equal to $\alpha$. We now examine under which assumptions the effective level $\alpha_{-}$can be replaced by the nominal level $\alpha$. As a concrete example, we work with the following assumptions:
(W) The test is a two-sample Wilcoxon test with equal sample sizes $n_{1}=$ $n_{2}=n / 2$, applied to a location-shift model as defined in Section 3.2.1.
( $\mathrm{A}^{\prime}$ ) Block-size: the maximum size of a block satisfies $m_{B}=O(1)$ as $m \rightarrow \infty$.

The restriction to equal sample sizes in (W) is only for technical simplicity. We then obtain the following result about the discretization error.

THEOREM 2. Assume (W). Then the oracle critical value $c_{m, n}(\alpha)$ is strictly positive when

$$
n \geq 2 \log _{2}(m / \alpha)+2
$$

When assuming in addition (A1), (A2) and ( $\mathrm{A}^{\prime}$ ), then the results of Theorem 1 hold, and, for any $\alpha \in(0,1)$, we have

$$
\alpha_{-} \rightarrow \alpha
$$

as $m, n \rightarrow \infty$ such that $n / \log (m) \rightarrow \infty$.
The first result in Theorem 2 says that the oracle critical value for the test defined in (W) is nontrivial, even when the number of tests grows almost exponentially with sample size. Hence, in this setting the result from Theorem 1 still applies in a nontrivial way.

The second result in Theorem 2 gives sufficient criteria for the effective oracle level $\alpha_{-}$to converge to $\alpha$. It is conceivable that this result can also be obtained under a milder assumption than ( $\mathrm{A3}^{\prime}$ ), but this requires a detailed study of the Wilcoxon $p$-values, and we leave this for future work. The main takeaway message is that discreteness of the $p$-values does not change the optimality result fundamentally.
4. Empirical results. The power of the Westfall-Young procedure has already been examined empirically in several studies. Westfall et al. [34] includes a comparison with the Bonferroni-Holm method, reporting a gain in power when using the Westfall-Young procedure. Its focus is on "genetic effects in association studies," including genotype (SNP-type) analysis and also gene expression microarray analysis. Becker and Knapp [1] apply the Westfall-Young permutation procedure and report substantial gain in power over Bonferroni correction in the context of haplotype analysis. Yekutieli and Benjamini [37] and Reiner et al. [27] discuss the gain of resampling in terms of power, although their focus is mainly on FDR controlling methods. Also Dudoit et al. [8] and Ge et al. [11] report that resampling-based methods such as the Westfall-Young permutation procedure have clear advantages in terms of power.

Here, we look at a few simulated examples to study the finite-sample properties and compare with the asymptotic results of Theorem 1. Data for a twosample location-shift model as in Section 3.2.1 with $m$ hypotheses and equal sample sizes of 50 are generated from a multivariate Gaussian distribution with unit variances and (i) a Toeplitz correlation matrix with correlations $\rho_{i, j}=\rho^{|i-j|}$ for some $\rho \in\{0.95,0.975,0.99\}$ and $1 \leq i, j \leq m$ and (ii) a block covariance model, where correlations within all blocks (of size 50 each) are set to the same $\rho \in\{0.6,0.75,0.9\}$ and to 0 outside of each block. Ten alternative hypotheses are picked at random from the first 100 components by applying a shift of 0.75 whereas all remaining $m-10$ null-hypotheses correspond to no shift.


Fig. 1. Average number of true positives for the Toeplitz model (top row) and the block model (bottom row). The number of hypotheses is increasing from $m=100$ (left panel) to $m=10,000$ (right panel) and the correlation parameter is varied as $\rho=0.95,0.975,0.99$ in the Toeplitz model and $\rho=0.6,0.75,0.9$ in the block model. The results are shown for the Bonferroni correction (single-step and corresponding step-down Bonferroni-Holm; light color); the oracle procedure (single-step and step-down; gray color) and the Westfall-Young permutation procedure (single-step and step-down; dark color).

We use a two-sided Wilcoxon test. The power over 250 simulations of the single-step and step-down methods of the Bonferroni-correction, the oracle procedure and the Westfall-Young permutation procedure are shown in Figure 1 for level $\alpha=0.05$. The step-down version of the Bonferroni correction is the Bonferroni-Holm procedure [19] and the step-down version of the WestfallYoung procedure is given in Westfall and Young [33]. The oracle threshold (both
single-step and step-down) is approximated on a separate set of 1000 simulations, and the Westfall-Young method is using 1000 permutations for each simulation.

The following main results emerge: the Westfall-Young method is very close in power to the oracle procedure for all values of $m$ in the block model, giving support to the asymptotic results of Theorem 1. Moreover, the Westfall-Young and the oracle procedures are also very similar in the Toeplitz model, indicating that Theorem 1 may be generalized beyond block-independence models. The power gains of the Westfall-Young procedure, compared to Bonferroni-Holm, are substantial; between $20 \%$ and $250 \%$ for the considered scenarios, where the largest gains are achieved in settings with a large number of hypotheses and high correlations. Finally, the difference between step-down and single-step methods is very small in these sparse high-dimensional settings for all three multiple testing methods.

It might be unexpected that the power of the Westfall-Young is slightly larger than the oracle procedure for two settings with very high correlations. This is due to the finite number of simulations when approximating the oracle threshold, a finite number of permutations in the Westfall-Young procedure and a finite number of simulation runs. The family-wise error rate is between 0.03 and 0.04 for both oracle and Westfall-Young procedures and below 0.02 for the Bonferroni correction in the Toeplitz model. The nominal level of $\alpha=0.05$ is exceeded sometimes in the block model (again for the reason that we use only a finite number of simulations), where both the oracle and Westfall-Young procedures attain a family-wise error rate between 0.04 and 0.07 in all settings.

The computational cost of the Westfall-Young procedures scales approximately linearly with the number $m$ of hypotheses. When using 1000 permutations, computing the Westfall-Young threshold takes about 1.4 seconds per hypotheses on a 3 GHz CPU . For the largest setting of $m=10,000$ hypotheses, the threshold could thus be computed in just over 2 minutes. It seems as if this computational cost is acceptable, even for very large-scale testing problems.
5. Discussion. We considered asymptotic optimality of large-scale multiple testing under dependence within a nonparametric framework. We showed that, under certain assumptions, the Westfall-Young permutation method is asymptotically optimal in the following sense: with probability converging to 1 as the number of tests increases, the Westfall-Young critical value for multiple testing at nominal level $\alpha$ is greater than or equal to the unknown oracle threshold at level $\alpha-\delta$ for any $\delta>0$. This implies that the actual level of the Westfall-Young procedure converges to the effective oracle level $\alpha_{-}$. To investigate the possible impact of discrete $p$-values, we studied a specific example and provided sufficient conditions that ensure that $\alpha_{-}$converges to $\alpha$.

We gave several examples that satisfy subset-pivotality and our assumptions (B1)-(B3) [while assumptions (A1)-(A3) are about the unknown data-generating distribution]. Most of these examples involve rank-based or permutation tests.

These tests are appropriate for very high-dimensional testing problems. If the number of tests is in the thousands or even millions, extreme tail probabilities are required to claim significance, and these tail probabilities are more trustworthy under a nonparametric than a parametric test.

If the hypotheses are strongly dependent, the gain in power of the WestfallYoung method compared to a simple Bonferroni correction can be very substantial. This is a well known, empirical fact, and we have established here that this improvement is also optimal in the asymptotic framework we considered.

Our theoretical results could be expanded to include step-down procedures like Bonferroni-Holm [19] and the step-down Westfall-Young method [11, 33]. The distinction between single-step and step-down procedures is very marginal though in our sparse high-dimensional framework, as reported in Section 4, since the number of rejected hypotheses is orders of magnitudes smaller than the total number of hypotheses.
6. Proofs. After introducing some additional notation in Section 6.1, the proof of Theorem 1 is in Section 6.2 and the proof of Theorem 2 is in Section 6.3.
6.1. Additional notation. Let $p^{(b)}(W)$ be the minimum $p$-value over all true null hypotheses in the $b$ th block:

$$
p^{(b)}(W)=\min _{j \in A_{b} \cap I\left(P_{m}\right)} p_{j}(W), \quad b=1, \ldots, B
$$

and let $\pi_{b}(c)$ denote the probability under $P_{m}$ that $p^{(b)}(W)$ is less than or equal to a constant $c \in[0,1]$, that is,

$$
\pi_{b}(c)=P_{m}\left(p^{(b)}(W) \leq c\right), \quad b=1, \ldots, B
$$

Throughout, we denote the expected value, the variance and the covariance under $P_{m}$ by $E_{m}, \operatorname{Var}_{m}$ and $\operatorname{Cov}_{m}$, respectively.
6.2. Proof of Theorem 1. Let $\alpha^{\prime} \in(0,1)$ and $\delta^{\prime} \in\left(0, \alpha^{\prime}\right)$. Let $\delta=\delta^{\prime} / 2$ and $\alpha=\alpha^{\prime}-\delta^{\prime}$. Then writing expression (7) in terms of $\alpha^{\prime}$ and $\delta^{\prime}$ is equivalent to

$$
P_{m}\left\{\hat{c}_{m, n}(\alpha+2 \delta) \geq c_{m, n}(\alpha)\right\} \rightarrow 1 \quad \text { as } m \rightarrow \infty
$$

By definition,

$$
\hat{c}_{m, n}(\alpha+2 \delta)=\max \left\{s \in S_{n}: P^{*}\left(\min _{j \in\{1, \ldots, m\}} p_{j}(W) \leq s\right) \leq \alpha+2 \delta\right\} .
$$

We thus have to show that

$$
\begin{equation*}
P_{m}\left\{P^{*}\left(\min _{j \in\{1, \ldots, m\}} p_{j}(W) \leq c_{m, n}(\alpha)\right) \leq \alpha+2 \delta\right\} \rightarrow 1 \tag{9}
\end{equation*}
$$

as $m \rightarrow \infty$.

First, we show in Lemma 1 that there exists an $M<\infty$ such that

$$
P^{*}\left(\min _{j \in\{1, \ldots, m\}} p_{j}(W) \leq c_{m, n}(\alpha)\right) \leq P^{*}\left(\min _{j \in I\left(P_{m}\right)} p_{j}(W) \leq c_{m, n}(\alpha)\right)+\delta
$$

for all $m>M$ and for all $W$. This result is mainly due to the sparsity assumption (A2). Second, we show in Lemma 2 that

$$
\begin{equation*}
P_{m}\left\{P^{*}\left(\min _{j \in I\left(P_{m}\right)} p_{j}(W) \leq c_{m, n}(\alpha)\right) \leq \alpha+\delta\right\} \rightarrow 1 \quad \text { for } m \rightarrow \infty \tag{10}
\end{equation*}
$$

Theorem 1 follows by combining these two results.
Lemma 1. Let $\alpha \in(0,1), \delta \in(0, \alpha)$, and assume (A1), (A2), (B2) and (B3). Then there exists an $M<\infty$ such that

$$
P^{*}\left(\min _{j \in\{1, \ldots, m\}} p_{j}(W) \leq c_{m, n}(\alpha)\right) \leq P^{*}\left(\min _{j \in I\left(P_{m}\right)} p_{j}(W) \leq c_{m, n}(\alpha)\right)+\delta
$$

for all $m>M$ and for all $W$.
Proof. Note that $c_{m, n}(\alpha) \in S_{n}$ by definition. Using the union bound, we have, for all $s \in S_{n}$ and all $W$,

$$
\begin{align*}
P^{*}\left(\min _{j \in\{1, \ldots, m\}} p_{j}(W) \leq s\right) \leq & P^{*}\left(\min _{j \in I\left(P_{m}\right)} p_{j}(W) \leq s\right) \\
& +\sum_{j \in I^{\prime}\left(P_{m}\right)} P^{*}\left(p_{j}(W) \leq s\right) . \tag{11}
\end{align*}
$$

Hence, we only need to show that there exists an $M<\infty$ such that

$$
\begin{equation*}
\sum_{j \in I^{\prime}\left(P_{m}\right)} P^{*}\left(p_{j}(W) \leq c_{m, n}(\alpha)\right) \leq \delta \tag{12}
\end{equation*}
$$

for all $m>M$ and all $W$. By assumption (B2) with constant $r$,

$$
\begin{align*}
\sum_{j \in I^{\prime}\left(P_{m}\right)} P^{*}\left(p_{j}(W) \leq c_{m, n}(\alpha)\right) & \leq\left|I^{\prime}\left(P_{m}\right)\right| r c_{m, n}(\alpha) \\
& =r \frac{\left|I^{\prime}\left(P_{m}\right)\right|}{B} B c_{m, n}(\alpha) \tag{1}
\end{align*}
$$

Since $\left|I^{\prime}\left(P_{m}\right)\right| / B \rightarrow 0$ as $m \rightarrow \infty$ by assumption (A2), and $B c_{m, n}(\alpha)$ is bounded above by $-\log (1-\alpha)$ under assumptions (A1) and (B3) (see Lemma 3), we can choose a $M<\infty$ such that the right-hand side of (13) is bounded above by $\delta$ for all $m>M$. This proves the claim in (12) and completes the proof.

Lemma 2. Let $\alpha>0$ and $\delta>0$ and assume (A1), (A3) and (B1)-(B3). Then

$$
P_{m}\left\{P^{*}\left(\min _{j \in I\left(P_{m}\right)} p_{j}(W) \leq c_{m, n}(\alpha)\right) \leq \alpha+\delta\right\} \rightarrow 1 \quad \text { as } m \rightarrow \infty
$$

Proof. Let $\varepsilon>0$. The statement in the lemma is equivalent to showing that there exists an $M<\infty$ such that

$$
\begin{equation*}
P_{m}\left\{P^{*}\left(\min _{j \in I\left(P_{m}\right)} p_{j}(W)>c_{m, n}(\alpha)\right)<1-\alpha-\delta\right\}<\varepsilon \tag{14}
\end{equation*}
$$

for all $m>M$. By definition,

$$
\begin{align*}
P^{*}\left(\min _{j \in I\left(P_{m}\right)} p_{j}(W)>c_{m, n}(\alpha)\right) & =\frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} 1\left\{\min _{j \in I\left(P_{m}\right)} p_{j}(g W)>c_{m, n}(\alpha)\right\}  \tag{15}\\
& =\frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} R(g, W)
\end{align*}
$$

where

$$
R(g, W):=1\left\{\min _{j \in I\left(P_{m}\right)} p_{j}(g W)>c_{m, n}(\alpha)\right\}
$$

(We suppress the dependence on $m, n, P_{m}$ and $\alpha$ for notational simplicity.)
Let $G$ be a random permutation, chosen uniformly in $\mathcal{G}$, and let 1 denote the identity permutation. Then, by assumption (B1), it follows that

$$
E_{m}\left(\frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} R(g, W)\right)=E_{m, G} R(G, W)=E_{m} R(1, W)
$$

By definition of $c_{m, n}(\alpha)$ [see (1)],

$$
E_{m} R(1, W)=P_{m}\left(\min _{j \in I_{P_{m}}} p_{j}(W)>c_{m, n}(\alpha)\right) \geq 1-\alpha
$$

Hence, the desired result (14) follows from a Markov inequality as soon as one can show that the variance of (15) vanishes as $m \rightarrow \infty$, that is, if

$$
\begin{equation*}
\operatorname{Var}_{m}\left(\frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} R(g, W)\right)=\frac{1}{(|\mathcal{G}|)^{2}} \sum_{g, g^{\prime} \in \mathcal{G}} \operatorname{Cov}_{m}\left(R(g, W), R\left(g^{\prime}, W\right)\right)=o(1) \tag{16}
\end{equation*}
$$

as $m \rightarrow \infty$.
Let $G, G^{\prime}$ be two random permutations, drawn independently and uniformly from $\mathcal{G}$. Then

$$
\operatorname{Cov}_{m, G, G^{\prime}}\left(R(G, W), R\left(G^{\prime}, W\right)\right)=\frac{1}{(|\mathcal{G}|)^{2}} \sum_{g, g^{\prime} \in \mathcal{G}} \operatorname{Cov}_{m}\left(R(g, W), R\left(g^{\prime}, W\right)\right)
$$

Hence, in order to show (16), we only need to show that

$$
\operatorname{Cov}_{m, G, G^{\prime}}\left(R(G, W), R\left(G^{\prime}, W\right)\right)=o(1) \quad \text { for } m \rightarrow \infty
$$

Define

$$
\begin{equation*}
R_{b}(g, W):=1\left\{p^{(b)}(g W)>c_{m, n}(\alpha)\right\} \tag{17}
\end{equation*}
$$

so that $R(g, W):=\prod_{b=1}^{B} R_{b}(g, W)$. We then need to prove that, as $m \rightarrow \infty$,

$$
\begin{equation*}
E_{m, G, G^{\prime}}\left(\prod_{b=1}^{B} R_{b}(G, W) R_{b}\left(G^{\prime}, W\right)\right)-\left(E_{m, G}\left(\prod_{b=1}^{B} R_{b}(G, W)\right)\right)^{2}=o(1) \tag{18}
\end{equation*}
$$

Using assumption (A1), the left-hand side in (18) can be written as

$$
\prod_{b=1}^{B} E_{m, G, G^{\prime}}\left\{R_{b}(G, W) R_{b}\left(G^{\prime}, W\right)\right\}-\prod_{b=1}^{B}\left[E_{m, G}\left\{R_{b}(G, W)\right\}\right]^{2}
$$

Note that $E_{m, G, G^{\prime}}\left\{R_{b}(G, W) R_{b}\left(G^{\prime}, W\right)\right\}$ and $\left[E_{m, G}\left\{R_{b}(G, W)\right\}\right]^{2}$ are bounded between 0 and 1 . For sequences of numbers $a_{1}, \ldots, a_{B}$ and $b_{1}, \ldots, b_{B}$ that are bounded between 0 and 1, the following inequality holds:

$$
\left|\prod_{j=1}^{B} a_{j}-\prod_{j=1}^{B} b_{j}\right|=\left|\sum_{j=1}^{B}\left\{\left(a_{j}-b_{j}\right)\left(\prod_{k<j} b_{k}\right)\left(\prod_{k>j} a_{k}\right)\right\}\right| \leq \sum_{j=1}^{B}\left|a_{j}-b_{j}\right| .
$$

Hence, in order to show (18) it is sufficient to show that

$$
\begin{align*}
& \max _{b=1, \ldots, B}\left|E_{m, G, G^{\prime}}\left\{R_{b}(G, W) R_{b}\left(G^{\prime}, W\right)\right\}-\left[E_{m, G}\left\{R_{b}(G, W)\right\}\right]^{2}\right| \\
& \quad=o\left(B^{-1}\right) \tag{19}
\end{align*}
$$

as $m \rightarrow \infty$.
Conditional on $W$,

$$
R_{b}(G, W), R_{b}\left(G^{\prime}, W\right) \stackrel{\text { i.i.d. }}{\sim} \operatorname{Bernoulli}\left(\mu_{b}(W)\right),
$$

where $\mu_{b}(W)$ is the proportion of all permutations $g \in \mathcal{G}$ for which $R_{b}(g, W)=1$ or, equivalently,

$$
\begin{equation*}
\mu_{b}(W)=P_{m, G}\left\{p^{(b)}(G W)>c_{m, n}(\alpha) \mid W\right\}=P^{*}\left\{p^{(b)}(W)>c_{m, n}(\alpha)\right\} \tag{20}
\end{equation*}
$$

Thus, the random proportion $\mu_{b}(W)$ is a function of $W$. Denote its distribution by $F_{b}$. Using Lemma 4, the support of $F_{b}$ is contained in the interval $\left[1-\log \{1 /(1-\alpha)\} \alpha r^{2} m_{B} B^{-1}, 1\right]$ under assumptions (A1), (B1) and (B2). Hence, using Lemma 5, it follows that

$$
\begin{aligned}
0 & \leq E_{m, G, G^{\prime}}\left\{R_{b}(G, W) R_{b}\left(G^{\prime}, W\right)\right\}-\left[E_{m, G}\left\{R_{b}(G, W)\right\}\right]^{2} \\
& \leq\left(\log \{1 /(1-\alpha)\} \alpha r^{2} m_{B} B^{-1}\right)^{2}
\end{aligned}
$$

Since $m_{B}=o(\sqrt{B})$ under assumption (A3), claim (19) follows.
LEMMA 3. Under assumptions (A1) and (B3), we have

$$
\begin{equation*}
B c_{m, n}(\alpha) \leq \sum_{b=1}^{B} \pi_{b}\left(c_{m, n}(\alpha)\right) \leq \log \{1 /(1-\alpha)\} \tag{21}
\end{equation*}
$$

PRoof. Let $b \in\{1, \ldots, B\}$ and $j_{b} \in I\left(P_{m}\right) \cap A_{b}$. Then

$$
\begin{equation*}
\pi_{b}\left\{c_{m, n}(\alpha)\right\} \geq P_{m}\left(p_{j_{b}}(W) \leq c_{m, n}(\alpha)\right)=c_{m, n}(\alpha) \tag{22}
\end{equation*}
$$

where the inequality follows from the definition of $\pi_{b}(\cdot)$, and the equality follows from assumption (B3) and the fact that $c_{m, n}(\alpha) \in S_{n}$. Summing (22) over $b=$ $1, \ldots, B$ yields the first inequality of (21).

To prove the second inequality of (21), note that assumption (A1) and the definition of $c_{m, n}(\alpha)$ imply that

$$
\begin{equation*}
1-\prod_{b=1}^{B}\left[1-\pi_{b}\left\{c_{m, n}(\alpha)\right\}\right] \leq \alpha \tag{23}
\end{equation*}
$$

The maximum of $\sum_{b=1}^{B} \pi_{b}\left\{c_{m, n}(\alpha)\right\}$ under constraint (23) is obtained when

$$
\pi_{1}\left\{c_{m, n}(\alpha)\right\}=\cdots=\pi_{B}\left\{c_{m, n}(\alpha)\right\}
$$

This implies $\pi_{b}\left\{c_{m, n}(\alpha)\right\} \leq 1-(1-\alpha)^{1 / B}$ for all $b=1, \ldots, B$, so that

$$
\sum_{b=1}^{B} \pi_{b}\left\{c_{m, n}(\alpha)\right\} \leq B-B(1-\alpha)^{1 / B}
$$

and this is bounded above by $-\log (1-\alpha)$ for all values of $B$.
Lemma 4. Assume (A1), (B1) and (B2). Let $F_{b}$ be the distribution of $\mu_{b}(W)$, where $\mu_{b}(W)$ is defined in (20). Then

$$
\operatorname{support}\left(F_{b}\right) \subseteq\left[1-\log \{1 /(1-\alpha)\} \alpha r^{2} m_{B} B^{-1}, 1\right]
$$

Proof. Using assumption (B2) with constant $r$ and the union bound, it holds that

$$
1-\mu_{b}(W)=P^{*}\left\{p^{(b)}(W) \leq c_{m, n}(\alpha)\right\} \leq r\left|A_{b}\right| c_{m, n}(\alpha)
$$

Since $m_{B}=\max _{b=1, \ldots, B}\left|A_{b}\right|$, the support of $F_{b}$ is thus in the interval [1$\left.m_{B} r c_{m, n}(\alpha), 1\right]$.

Hence, the proof is complete if we show that

$$
\begin{equation*}
c_{m, n}(\alpha) \leq-\log (1-\alpha) \alpha r B^{-1} \tag{24}
\end{equation*}
$$

To see that (24) holds, we first show that

$$
\begin{equation*}
1-\alpha \leq P_{m}\left\{\min _{j \in I\left(P_{m}\right)} p_{j}(W)>c_{m, n}(\alpha)\right\} \leq\left(1-c_{m, n}(\alpha) / r\right)^{B} \tag{25}
\end{equation*}
$$

The first inequality in (25) follows directly from the definition of $c_{m, n}(\alpha)$; see (1). To prove the second inequality, note that assumption (A1) implies that

$$
\begin{equation*}
P_{m}\left\{\min _{j \in I\left(P_{m}\right)} p_{j}(W)>c_{m, n}(\alpha)\right\}=\prod_{b=1}^{B} P_{m}\left\{p^{(b)}(W)>c_{m, n}(\alpha)\right\} \tag{26}
\end{equation*}
$$

By assumption (B1) and the law of iterated expectations,

$$
\begin{align*}
P_{m}\left\{p^{(b)}(W)>c_{m, n}(\alpha)\right\} & =P_{m, G}\left\{p^{(b)}(G W)>c_{m, n}(\alpha)\right\} \\
& =E_{m}\left\{P_{m, G}\left\{p^{(b)}(G W)>c_{m, n}(\alpha) \mid W\right\}\right\} \tag{27}
\end{align*}
$$

By assumption (B2), the conditional probability within each block satisfies

$$
\begin{align*}
P_{m, G}\left\{p^{(b)}(G W)>c_{m, n}(\alpha) \mid W\right\} & =P^{*}\left\{p^{(b)}(W)>c_{m, n}(\alpha)\right\} \\
& \leq 1-P^{*}\left\{p_{j_{b}}(W) \leq c_{m, n}(\alpha)\right\}  \tag{28}\\
& \leq 1-c_{m, n}(\alpha) / r,
\end{align*}
$$

where $j_{b} \in I\left(P_{m}\right) \cap A_{b}$. Since the right-hand side of (28) does not depend on $W$, the same bound holds for (27), where we also take the expectation over $W$. Using this result in (26), the second inequality in (25) follows. Finally, (25) implies

$$
c_{m, n}(\alpha) \leq r\left\{1-(1-\alpha)^{1 / B}\right\} .
$$

Since $B\left(1-(1-\alpha)^{1 / B}\right) \leq-\log (1-\alpha)$ for all values of $B$, it follows that $1-$ $(1-\alpha)^{1 / B} \leq-\log (1-\alpha) B^{-1}$. This proves (24) and completes the proof.

Lemma 5. Let $U$ be a real-valued random variable with support $[a, b] \subset$ $[0,1]$. Suppose that the distribution of the two random variables $X_{1}$ and $X_{2}$, conditional on $U=u$, is given by

$$
X_{1}, X_{2} \stackrel{\text { i.i.d. }}{\sim} \operatorname{Bernoulli}(u) .
$$

Then $0 \leq E\left(X_{1} X_{2}\right)-E\left(X_{1}\right) E\left(X_{2}\right) \leq(b-a)^{2}$.

Proof. By the assumption that $X_{1}$ and $X_{2}$ are Bernoulli conditional on $U$, it follows that $E\left(X_{1} \mid U\right)=E\left(X_{2} \mid U\right)=U$. Combining this with the law of iterated expectation and the fact that $X_{1}$ and $X_{2}$ are conditionally independent given $U$, we obtain

$$
E\left(X_{1} X_{2}\right)=E_{U}\left\{E\left(X_{1} X_{2} \mid U\right)\right\}=E_{U}\left\{E\left(X_{1} \mid U\right) E\left(X_{2} \mid U\right)\right\}=E\left(U^{2}\right)
$$

Moreover, we have $E\left(X_{1}\right)=E_{U}\left\{E\left(X_{1} \mid U\right)\right\}=E(U)$ and similarly $E\left(X_{2}\right)=$ $E(U)$. Hence,

$$
E\left(X_{1} X_{2}\right)-E\left(X_{1}\right) E\left(X_{2}\right)=E\left(U^{2}\right)-\{E(U)\}^{2}=\operatorname{Var}(U)
$$

Finally, $0 \leq \operatorname{Var}(U) \leq(b-a)^{2}$ by the assumption on the support of $U$.
6.3. Proof of Theorem 2. First, note that (W) implies (B1)-(B3). Using the union bound and assumption (B3), it holds for any $s \in S_{n}$ that $m s$ is an upper bound for $P_{m}\left(\min _{j \in I\left(P_{m}\right)} p_{j}(W) \leq s\right)$. Hence,

$$
\begin{align*}
c_{m, n}(\alpha) & =\max \left\{s \in S_{n}: P_{m}\left(\min _{j \in I\left(P_{m}\right)} p_{j}(W) \leq s\right) \leq \alpha\right\} \\
& \geq \max \left\{s \in S_{n}: m s \leq \alpha\right\} \tag{29}
\end{align*}
$$

This implies that the oracle critical value is larger than zero if the set $\left\{s \in S_{n}: m s \leq\right.$ $\alpha\}$ is nonempty, which is the case if $\min \left(S_{n}\right) \leq \alpha / m$. The smallest possible twosided Wilcoxon $p$-value is $\min \left(S_{n}\right)=2 \frac{(n / 2)!(n / 2)!}{n!} \leq 2^{-n / 2+1}$. Hence, it is sufficient to require that $2^{-n / 2+1} \leq \alpha / m$, or equivalently, that $n \geq 2 \log _{2}(m / \alpha)+2$.

Note that ( $\mathrm{A}^{\prime}$ ) implies (A3). Hence, under assumptions (W), (A1), (A2) and $\left(\mathrm{A} 3^{\prime}\right)$, the result in Theorem 1 applies.

Let $\alpha \in(0,1)$. We will now show that under assumptions (W), (A1) and (A3'),

$$
\alpha_{-} \rightarrow \alpha
$$

as $m, n \rightarrow \infty$ such that $n / \log (m) \rightarrow \infty$, where $\alpha_{-}$was defined in (8). Define $c_{m, n}^{+}(\alpha):=\min \left\{s \in S_{n}: s>c_{m, n}(\alpha)\right\}$. Using the definition of $\alpha_{-}$and assumption (A1), we have

$$
\begin{align*}
\alpha_{-} & =P_{m}\left(\min _{j \in I\left(P_{m}\right)} p_{j}(W) \leq c_{m, n}(\alpha)\right) \\
& =1-\prod_{b=1}^{B}\left[1-\pi_{b}\left\{c_{m, n}(\alpha)\right\}\right]  \tag{30}\\
& =1-\prod_{b=1}^{B}\left[1-\pi_{b}\left\{c_{m, n}^{+}(\alpha)\right\}+\pi_{b}\left\{c_{m, n}^{+}(\alpha)\right\}-\pi_{b}\left\{c_{m, n}(\alpha)\right\}\right]
\end{align*}
$$

Define the function $g_{m, n}: \prod_{b=1}^{B}\left[0, \pi_{b}\left\{c_{m, n}^{+}(\alpha)\right\}\right] \rightarrow \mathbb{R}$ by

$$
\begin{aligned}
g_{m, n}(u) & :=g_{m, n}\left(u_{1}, \ldots, u_{B}\right) \\
& :=1-\prod_{b=1}^{B}\left[1-\pi_{b}\left\{c_{m, n}^{+}(\alpha)\right\}+u_{b}\right],
\end{aligned}
$$

so that the right-hand side of (30) equals $g_{m, n}(w)$, where $w_{b}:=\pi_{b}\left\{c_{m, n}^{+}(\alpha)\right\}-$ $\pi_{b}\left\{c_{m, n}(\alpha)\right\}$ for $b=1, \ldots, B$. A first-order Taylor expansion of $g_{m, n}(w)$ around $(0, \ldots, 0)$ yields

$$
\begin{equation*}
\alpha_{-}=g_{m, n}(w)=g_{m, n}(0)+\left.\sum_{b=1}^{B} w_{b} \frac{\partial g_{m, n}(u)}{\partial u_{b}}\right|_{u=0}+R \tag{31}
\end{equation*}
$$

where $R=o\left(\sum_{b=1}^{B} w_{b}\right)$. For all $b=1, \ldots, B$, we have

$$
\begin{aligned}
\left.\frac{\partial g_{m, n}(u)}{\partial u_{b}}\right|_{u=0} & =-\prod_{j=1, j \neq b}^{B}\left[1-\pi_{j}\left\{c_{m, n}^{+}(\alpha)\right\}\right] \\
& =-\frac{1-g_{m, n}(0)}{1-\pi_{b}\left\{c_{m, n}^{+}(\alpha)\right\}} \geq-\frac{1-g_{m, n}(0)}{1-m_{B} c_{m, n}^{+}(\alpha)}
\end{aligned}
$$

where the inequality follows from $\pi_{b}\left\{c_{m, n}^{+}(\alpha)\right\} \leq m_{B} c_{m, n}^{+}(\alpha)$ for $b=1, \ldots, B$, by the union bound and assumption (B3). Plugging this into (31) yields

$$
\begin{align*}
\alpha_{-} & \geq g_{m, n}(0)-\frac{1-g_{m, n}(0)}{1-m_{B} c_{m, n}^{+}(\alpha)} \sum_{b=1}^{B} w_{b}+R \\
& =g_{m, n}(0)\left(1+\frac{\sum_{b=1}^{B} w_{b}}{1-m_{B} c_{m, n}^{+}(\alpha)}\right)-\frac{\sum_{b=1}^{B} w_{b}}{1-m_{B} c_{m, n}^{+}(\alpha)}+R . \tag{32}
\end{align*}
$$

The definition of $c_{m, n}^{+}(\alpha)$ implies that $g_{m, n}(0)>\alpha$ for all $m$ and $n$. Hence, if

$$
\begin{equation*}
\sum_{b=1}^{B} w_{b} \rightarrow 0 \quad \text { and } \quad m_{B} c_{m, n}^{+}(\alpha) \rightarrow 0 \tag{33}
\end{equation*}
$$

as $m, n \rightarrow \infty$ such that $n / \log (m) \rightarrow \infty$, then the right-hand side of (32) converges to $\alpha$ and the proof is complete.

We first consider $\sum_{b=1}^{B} w_{b}$. By definition, there is no value $s^{\prime} \in S_{n}$ such that $c_{m, n}(\alpha)<s^{\prime}<c_{m, n}^{+}(\alpha)$. Hence,

$$
\begin{aligned}
w_{b} & =P_{m}\left\{\min _{j \in A_{b} \cap I\left(P_{m}\right)} p_{j}(W)=c_{m, n}^{+}(\alpha)\right\} \\
& \leq m_{B} \max _{j \in A_{b} \cap I\left(P_{m}\right)} P_{m}\left\{p_{j}(W)=c_{m, n}^{+}(\alpha)\right\} \\
& =m_{B}\left\{c_{m, n}^{+}(\alpha)-c_{m, n}(\alpha)\right\},
\end{aligned}
$$

where the inequality follows from the union bound, and the last equality is due to assumption (B3). This implies

$$
\sum_{b=1}^{B} w_{b} \leq B m_{B}\left\{c_{m, n}^{+}(\alpha)-c_{m, n}(\alpha)\right\}=B c_{m, n}(\alpha) m_{B}\left(\frac{c_{m, n}^{+}(\alpha)}{c_{m, n}(\alpha)}-1\right)
$$

Similarly, we have

$$
m_{B} c_{m, n}^{+}(\alpha)=B c_{m, n}(\alpha) \frac{m_{B}}{B} \frac{c_{m, n}^{+}(\alpha)}{c_{m, n}(\alpha)}
$$

Note that $B c_{m, n}(\alpha) \leq \log \{1 /(1-\alpha)\}$ by Lemma 3 and $m_{B}=O$ (1) (and hence $B \rightarrow \infty$ ) by assumption ( $\mathrm{A}^{\prime}$ ). Hence, in order to prove (33), it suffices to show
that

$$
\begin{equation*}
c_{m, n}^{+}(\alpha) / c_{m, n}(\alpha) \rightarrow 1 \quad \text { as } m, n \rightarrow \infty, n / \log (m) \rightarrow \infty \tag{34}
\end{equation*}
$$

Let the ordered $p$-values in $S_{n}$, based on a two-sided Wilcoxon test with equal sample sizes $n / 2$ in both classes, be denoted by $s_{0}<s_{1}<\cdots<s_{r_{n}}$, where $r_{n}=$ $\left\lfloor n^{2} / 8+1\right\rfloor$. It is well known that

$$
s_{i}=2 \frac{(n / 2)!(n / 2)!}{n!} \sum_{j=0}^{i} q_{n / 2}(j) \quad \text { for } i=0, \ldots, r_{n}-1
$$

and $s_{r_{n}}=1$, where $q_{n}(j)$ is the number of integer partitions of $j$ such that neither the number of parts nor the part magnitudes exceed $n$ [and $q_{n}(0)=1$ ] [35]. Let $i_{m, n}$ satisfy $s_{i_{m, n}}=c_{m, n}(\alpha)$. Then

$$
\frac{c_{m, n}^{+}(\alpha)}{c_{m, n}(\alpha)}=\frac{\sum_{j=0}^{i_{m, n}+1} q_{n / 2}(j)}{\sum_{j=0}^{i_{m, n}} q_{n / 2}(j)}
$$

This ratio converges to 1 if $i_{m, n} \rightarrow \infty$. Recall that $c_{m, n}(\alpha) \geq \max \left\{s \in S_{n}: s \leq\right.$ $\alpha / m\}$ [see (29)]. Hence,

$$
c_{m, n}^{+}(\alpha)=2 \frac{(n / 2)!(n / 2)!}{n!} \sum_{j=0}^{i_{m, n}+1} q_{n / 2}(j)>\alpha / m
$$

Since $2 m\{(n / 2)!(n / 2)!\} / n!\leq m 2^{-n / 2} \rightarrow 0$ as $m, n \rightarrow \infty$ such that $n / \log (m) \rightarrow$ $\infty$, we have that under these conditions $i_{m, n} \rightarrow \infty$ and $c_{m, n}^{+}(\alpha) / c_{m, n}(\alpha) \rightarrow 1$. Thus (34) holds and hence implies (33), which completes the proof.

Acknowledgments. We would like to thank two referees for constructive comments.

## REFERENCES

[1] Becker, T. and Knapp, M. (2004). A powerful strategy to account for multiple testing in the context of haplotype analysis. The American Journal of Human Genetics 75 561-570.
[2] Benjamini, Y., Krieger, A. M. and Yekutieli, D. (2006). Adaptive linear step-up procedures that control the false discovery rate. Biometrika 93 491-507. MR2261438
[3] Benjamini, Y. and Yekutieli, D. (2001). The control of the false discovery rate in multiple testing under dependency. Ann. Statist. 29 1165-1188. MR1869245
[4] Blanchard, G. and Roquain, É. (2009). Adaptive false discovery rate control under independence and dependence. J. Mach. Learn. Res. 10 2837-2871. MR2579914
[5] Bond, G. L., Hu, W. and Levine, A. (2005). A single nucleotide polymorphism in the MDM2 gene: From a molecular and cellular explanation to clinical effect. Cancer Research 65 5481-5484.
[6] Cheung, V. G., Spielman, R. S., Ewens, K. G., Weber, T. M., Morley, M. and BurDICK, J. T. (2005). Mapping determinants of human gene expression by regional and genome-wide association. Nature 437 1365-1369.
[7] Clarke, S. and Hall, P. (2009). Robustness of multiple testing procedures against dependence. Ann. Statist. 37 332-358. MR2488354
[8] Dudoit, S., Shaffer, J. P. and Boldrick, J. C. (2003). Multiple hypothesis testing in microarray experiments. Statist. Sci. 18 71-103. MR1997066
[9] Dudoit, S. and Van der LaAn, M. J. (2008). Multiple Testing Procedures with Applications to Genomics. Springer, New York. MR2373771
[10] Efron, B. (2007). Correlation and large-scale simultaneous significance testing. J. Amer. Statist. Assoc. 102 93-103. MR2293302
[11] Ge, Y., Dudoit, S. and Speed, T. P. (2003). Resampling-based multiple testing for microarray data analysis. Test 12 1-77. MR1993286
[12] Genovese, C. R., Roeder, K. and Wasserman, L. (2006). False discovery control with $p$-value weighting. Biometrika 93 509-524. MR2261439
[13] Goeman, J. J. and Solari, A. (2010). The sequential rejection principle of familywise error control. Ann. Statist. 38 3782-3810. MR2766868
[14] Good, P. I. (2011). Permutation tests. In Analyzing the Large Number of Variables in Biomedical and Satellite Imagery 5-20. Wiley, Hoboken, NJ.
[15] Goode, E. L., Dunning, A. M., Kuschel, B., Healey, C. S., Day, N. E., Ponder, B. A. J., Easton, D. F. and Pharoah, P. P. D. (2002). Effect of germ-line genetic variation on breast cancer survival in a population-based study. Cancer Research 62 3052-3057.
[16] Hall, P. and Jin, J. (2008). Properties of higher criticism under strong dependence. Ann. Statist. 36 381-402. MR2387976
[17] Hall, P. and Jin, J. (2010). Innovated higher criticism for detecting sparse signals in correlated noise. Ann. Statist. 38 1686-1732. MR2662357
[18] Hirschhorn, J. N. and Daly, M. J. (2005). Genome-wide association studies for common diseases and complex traits. Nature Reviews Genetics 6 95-108.
[19] Holm, S. (1979). A simple sequentially rejective multiple test procedure. Scand. J. Stat. 6 65-70. MR0538597
[20] Kruglyak, L. (1999). Prospects for whole-genome linkage disequilibrium mapping of common disease genes. Nature Genetics 22 139-144.
[21] Liang, C.-L., Rice, J. A., de Pater, I., Alcock, C., Axelrod, T., Wang, A. and MarSHALL, S. (2004). Statistical methods for detecting stellar occultations by Kuiper belt objects: The Taiwanese-American occultation survey. Statist. Sci. 19 265-274. MR2146947
[22] Ludbrook, J. and Dudley, H. (1998). Why permutation tests are superior to $t$ and $F$ tests in biomedical research. Amer. Statist. 52 127-132.
[23] Marchini, J., Donnelly, P. and Cardon, L. R. (2005). Genome-wide strategies for detecting multiple loci that influence complex diseases. Nature Genetics 37 413-417.
[24] McCarthy, M. I., Abecasis, G. R., Cardon, L. R., Goldstein, D. B., Little, J., Ioannidis, J. P. A. and Hirschhorn, J. N. (2008). Genome-wide association studies for complex traits: Consensus, uncertainty and challenges. Nature Reviews Genetics 9 356-369.
[25] Meinshausen, N. (2006). False discovery control for multiple tests of association under general dependence. Scand. J. Stat. 33 227-237. MR2279639
[26] Meinshausen, N. and Rice, J. (2006). Estimating the proportion of false null hypotheses among a large number of independently tested hypotheses. Ann. Statist. 34 373-393. MR2275246
[27] Reiner, A., Yekutieli, D. and Benjamini, Y. (2003). Identifying differentially expressed genes using false discovery rate controlling procedures. Bioinformatics 19 368-375.
[28] Roeder, K. and Wasserman, L. (2009). Genome-wide significance levels and weighted hypothesis testing. Statist. Sci. 24 398-413. MR2779334
[29] Romano, J. P. and Wolf, M. (2005). Exact and approximate stepdown methods for multiple hypothesis testing. J. Amer. Statist. Assoc. 100 94-108. MR2156821
[30] Sun, W. and Cai, T. T. (2009). Large-scale multiple testing under dependence. J. R. Stat. Soc. Ser. B Stat. Methodol. 71 393-424. MR2649603
[31] Westfall, P. H. and Troendle, J. F. (2008). Multiple testing with minimal assumptions. Biom. J. 50 745-755. MR2542340
[32] Westfall, P. H. and Young, S. S. (1989). p-value adjustments for multiple tests in multivariate binomial models. J. Amer. Statist. Assoc. 84 780-786. MR1132592
[33] Westfall, P. H. and Young, S. S. (1993). Resampling-Based Multiple Testing: Examples and Methods for p-Value Adjustment. Wiley, New York.
[34] Westfall, P. H., Zaykin, D. V. and Young, S. S. (2002). Multiple tests for genetic effects in association studies. In Biostatistical Methods: Methods in Molecular Biology (S. Looney, ed.) 184 143-168. Humana Press, Totawa, NJ.
[35] Wilcoxon, F. (1945). Individual comparisons by ranking methods. Biometrics Bulletin 1 8083.
[36] Winkelmann, J., Schormair, B., Lichtner, P., Ripke, S., Xiong, L., Jalilzadeh, S., Fulda, S., Pütz, B., Eckstein, G. and Hauk, S. et al. (2007). Genome-wide association study of restless legs syndrome identifies common variants in three genomic regions. Nature Genetics 39 1000-1006.
[37] Yekutieli, D. and Benjamini, Y. (1999). Resampling-based false discovery rate controlling multiple test procedures for correlated test statistics. J. Statist. Plann. Inference 82 171196. MR1736442
N. Meinshausen

Department of Statistics
UNIVERSITY OF OXFORD
United Kingdom
E-MAIL: meinshausen@stats.ox.ac.uk

[^1]
[^0]:    Received June 2011; revised November 2011.
    ${ }^{1}$ N. Meinshausen and M. H. Maathuis contributed equally to this work. MSC2010 subject classifications. 62F03, 62J15.
    Key words and phrases. Multiple testing under dependence, Westfall-Young procedure, permutations, familywise error rate, asymptotic optimality, high-dimensional inference, sparsity, rank-based nonparametric tests.

[^1]:    M. H. Mathuis
    P. BÜhlmann

    Seminar für Statistik
    ETH ZÜRICH
    SWITZERLAND
    E-MAIL: maathuis@stat.math.ethz.ch buhlmann@stat.math.ethz.ch

