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1 Introduction

The purpose of this paper is to explain the equivariant Euler class associated
to an oriented G-equivariant Fredholm section S : B → E of a Hilbert space
bundle over a Hilbert manifold. The key hypotheses are that the Lie group G
is compact, the isotropy subgroups are finite, and the zero set of the section is
compact. The present paper is motivated by our joint work with Gaio [9] on in-
variants of Hamiltonian group actions. In this work the Fredholm section arises
from a version of the vortex equations, where the target space is a symplectic
manifold with a Hamiltonian G-action [8, 19, 20]. In many interesting cases the
resulting moduli spaces are compact and so the results of the present paper can
be applied. Other examples of Fredholm sections with compact zero sets are
the Seiberg–Witten equations over a four-manifold [25] or the harmonic map
equations when the target space is a negatively curved manifold (see e.g. [14]).
This is in sharp contrast to the Gromov–Witten invariants of general (compact)
symplectic manifolds [11, 16, 17, 22] and to the Donaldson invariants of smooth
four-manifolds [10], where the moduli spaces are noncompact and the compact-
ifications are the source of some major difficulties of the theory. Since the
unperturbed moduli space is compact, our framework is considerably simpler
than the one required for the construction of the Gromov–Witten invariants.
Our exposition follows closely the work of Li–Robbin–Ruan [16].

In the case G = {1l} similar results were proved in [6, 12, 21]. In [12]
Fulton proved that, if B is a finite dimensional complex manifold, E → B is
a holomorphic vector bundle, and S : B → E is a holomorphic section, then
the zero set M := S−1(0) carries a fundamental cycle (in singular homology)
which is Poincaré dual to the Euler class. This was extended to the infinite
∗Supported by National Science Foundation grant DMS-0072267
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dimensional setting by Pidstrigatch–Tyurin [21] and to the nonholomorphic case
by Brussee [6]. The last two references contain applications to the topology
of Kähler surfaces via Donaldson and Seiberg–Witten theory. They use finite
dimensional reduction (in the nonequivariant case) as we do in Section 7, and [21]
contains a version of the localization result (Theorem 11.1) in the case where
all the weights are one.

One can think of the “virtual fundamental class” of the zero set

M := S−1(0)

as a homomorphism χB,E,S : H∗
G(B; R) → R obtained by “integrating” an equiv-

ariant cohomology class α ∈ H∗
G(B) over M/G:

χB,E,S(α) :=
∫
M/G

α.

In the physics literature this is often described as the “integral” of the cup
product of α with the “Euler class” of the bundle E over the infinite dimensional
orbifold B/G. We shall adopt this terminology and call the homomorphism
χB,E,S the Euler class of the triple (B, E ,S). If S is transverse to the zero section
(i.e. the vertical differential Dx := DS(x) : TxB → Ex is surjective for every
x ∈ M) and G acts freely on M = S−1(0) then M/G is an oriented smooth
compact manifold and integration of α over M/G can be understood literally.
Another interesting case, first used by Mrowka in the context of Seiberg–Witten
theory, is where the cokernel of Dx has constant rank along M, the zero set M
is a smooth submanifold of B with tangent space TxM = ker Dx, and G acts
freely on M. In this case one can integrate an equivariant cohomology class on
B by pulling it back to M/G and taking the cup product with the Euler class of
the obstruction bundle cokerD/G →M/G. In the presence of nontrivial isotropy
subgroups there may not exist a perturbation of S that is both G-equivariant
and transverse to the zero section. We present two constructions to overcome
this difficulty in the finite dimensional case.

The first construction follows the work of Ruan [16, 22] and circumvents the
transversality problem by pulling back a Thom form τ on E by the section S
and integrating the product of a differential form with S∗τ over the base. The
integration will be meaningful because the Thom form can be chosen such that
the pullback S∗τ is supported in an arbitrarily small neighbourhood of M .

In the second construction we perturb the section S by a “multivalued sec-
tion” σ : B → 2E . This can be done such that S − σ is G-equivariant and
transverse to the zero section. Its zero set (S − σ)−1(0) is then a “weighted
branched submanifold” which represents a rational homology cycle.

Section 2 begins with a formal definition of the category of G-moduli prob-
lems and discusses the axiomatic properties of the Euler class. The remainder of
the paper is devoted to the existence proof. The five subsequent sections are of
preparatory nature. In Section 3 we construct an explicit isomorphism between
the equivariant cohomology groups H∗

G(B) and H∗
G/H(B/H), where H is a nor-

mal subgroup of G. These results are useful for the construction of Thom forms
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and follow the work of Guillemin–Sternberg in [13]. The next three sections
deal with integration of compactly supported equivariant differential forms in
the presence of finite isotropy (Section 4), the construction of the equivariant
Thom class (Section 5), and integration over the fibre for equivariant vector bun-
dles (Section 6). Section 7 explains how to reduce infinite dimensional moduli
problems to finite dimensional ones. In Section 8 we combine the preceding five
sections to define the Euler class. In Sections 9 and 10 we develop the theory of
weighted branched submanifolds. We show that multivalued perturbations give
rise to weighted branched submanifolds, that the Euler class can be represented
by a compact oriented weighted branched submanifold, and that every compact
oriented weighted branched submanifold represents a rational homology class.
Section 11 contains a localization theorem for circle actions.

Acknowledgement. Thanks to Joel Robbin for many enlightening discussions
about his joint work with Ruan on the Gromov–Witten invariants of general
symplectic manifolds. We are indebted to Robbin and Ruan for sharing their
work with us while it was being written up.

2 The Euler class for G-moduli problems

We begin with a general definition of G-moduli problems in a Hilbert space
setting.

Definition 2.1. Let G be a compact oriented Lie group. A G-moduli problem
is a triple (B, E ,S) with the following properties.

• B is a Hilbert manifold (without boundary) equipped with a smooth G-action.

• E is a Hilbert space bundle over B, also equipped with a smooth G-action, such
that G acts by isometries on the fibres of E and the projection E → B is
G-equivariant.

• S : B → E is a smooth G-equivariant Fredholm section of constant Fredholm
index such that the determinant bundle det(S) → B is oriented, G acts by
orientation preserving isomorphisms on the determinant bundle, and the
zero set

M := {x ∈ B | S(x) = 0}

is compact.

A finite dimensional G-moduli problem (B,E, S) is called oriented if B and E
are oriented and G acts on B and E by orientation preserving diffeomorphisms.
A G-moduli problem (B, E ,S) is called regular if the isotropy subgroup Gx :=
{g ∈ G | g∗x = x} is finite for every x ∈M.

Remark 2.2. If (B,E, S) is a finite dimensional G-moduli problem then B
need not be an orientable manifold. However, it follows from the definition that
the total space of the vector bundle E is an oriented manifold (or, equivalently,
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TB ⊕ E is an oriented vector bundle over B) and G acts on E by orientation
preserving diffeomorphisms (or, equivalently, it acts on the fibres of TB⊕E by
orientation preserving isomorphisms). If S is transverse to the zero section then
the orientation of TB⊕E determines an orientation of M = S−1(0) and G acts
on M by orientation preserving diffeomorphisms.

Example 2.3. An example of a finite dimensional G-moduli problem is given
by G = Z2, B = R, E = R × R, and S(x) = x ∈ Ex = R, where the action
of Z2 on E is given by (x, y) 7→ (−x,−y). In this case B and E are oriented
manifolds and G acts on E by orientation preserving diffeomorphisms. But G
does not act on B by orientation preserving diffeomorphisms. So (B,E, S) is
not oriented in the sense of Definition 2.1.

Let (B, E ,S) be a G-moduli problem. The fibre of E over x ∈ B will be
denoted by Ex. Thus elements of E are pairs (x, e), where x ∈ B and e ∈ Ex.
In this notation a section is a map of the form B → E : x 7→ (x,S(x)), where
S(x) ∈ Ex. Abusing notation, we also denote the map B → E by S. The
Fredholm property asserts that, for x ∈M = S−1(0), the vertical differential

Dx := DS(x) : TxB → Ex
is a Fredholm operator whose Fredholm index is independent of x. This implies
that the vertical differential of S, with respect to any trivialization of E , is Fred-
holm in a sufficiently small neighbourhood of M. The orientation hypothesis
asserts that the determinant bundle is oriented over such a neighbourhood. We
define the index of S by

index(S) := index(Dx)− dim G.

This is the index of the elliptic complex 0 → g → TxB → Ex → 0, where the
map g → TxB is the infinitesimal action. G-moduli problems form a category
as follows.

Definition 2.4. Let (B, E ,S), (B′, E ′,S ′) be G-moduli problems. A morphism
from (B, E ,S) to (B′, E ′,S ′) is a pair (ψ,Ψ) with the following properties.

ψ : B0 → B′

is a smooth G-equivariant embedding of a neighbourhood B0 ⊂ B of M into B′,

Ψ : E0 := E|B0 → E ′

is a smooth injective bundle homomorphism and a lift of ψ, and the sections S
and S ′ satisfy

S ′ ◦ ψ = Ψ ◦ S, M′ = ψ(M).

Moreover, the linear operators dxψ : TxB → Tψ(x)B′ and Ψx : Ex → E ′ψ(x) induce
isomorphisms

dxψ : kerDx → kerD′ψ(x), Ψx : cokerDx → cokerD′ψ(x), (1)

for x ∈M, and the resulting isomorphism from det(S) to det(S ′) is orientation
preserving.
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Let (B, E ,S) and (B′, E ′,S ′) be G-moduli problems and suppose that there
exists a morphism from (B, E ,S) to (B′, E ′,S ′). Then the indices of S and S ′
agree. Moreover, (B, E ,S) is regular if and only if (B′, E ′,S ′) is regular.

Definition 2.5. Two regular G-moduli problems (Bi, Ei,Si), i = 0, 1, are called
cobordant if there exist a G-equivariant Hilbert space bundle Ẽ → B̃ over a
Hilbert manifold B̃ with boundary, a smooth oriented G-equivariant Fredholm
section S̃ : B̃ → Ẽ such that the zero set M̃ := S̃−1(0) is compact, G acts with
finite isotropy on B̃, and

∂B̃ = B0 ∪ B1, Ei = Ẽ |Bi
, Si = S̃|Bi

.

Moreover, det(S̃) carries an orientation which induces the orientation of det(S1)
over B1 and the opposite of the orientation of det(S0) over B0. Here an orien-
tation of det(S̃) induces an orientation of the determinant bundle of S := S̃|∂ eB
via the natural isomorphism det(S̃)|∂ eB ∼= Rv ⊗ det(S) for an outward pointing
normal vector field v along ∂B̃.

Example 2.6. Two regular G-moduli problems (B, Ei,Si), i = 0, 1, (over the
same base) are called homotopic if there exists a G-equivariant Hilbert space
bundle E → [0, 1]×B and a G-equivariant smooth section S : [0, 1]×B → E such
that Ei = E|{i}×B and Si = S|{i}×B for i = 0, 1, the triple (B, Et,St), defined
by Et := E|{t}×B and St = S|{t}×B, is a regular G-moduli problem for every
t ∈ [0, 1], and the set M := {(t, x) ∈ [0, 1]× B | St(x) = 0} is compact. Note
that two homotopic G-moduli problems are cobordant.

The next theorem is the main result of this paper. It states the properties of
the Euler class. We denote byH∗

G(B) the equivariant cohomology (see Section 3)
with real coefficients.

Theorem 2.7. There exists a functor, called the Euler class, which assigns to
each compact oriented Lie group G and each regular G-moduli problem (B, E ,S)
a homomorphism χB,E,S : H∗

G(B) → R and satisfies the following.

(Functoriality) If (ψ,Ψ) is a morphism from (B, E ,S) to (B′, E ′,S ′) then
χB,E,S(ψ∗α) = χB

′,E′,S′(α) for every α ∈ H∗
G(B′).

(Thom class) If (B,E, S) is a finite dimensional oriented regular G-moduli
problem and τ ∈ Ω∗G(E) is an equivariant Thom form supported in an
open neighbourhood U ⊂ E of the zero section such that U ∩Ex is convex
for every x ∈ B, U ∩ π−1(K) has compact closure for every compact set
K ⊂ B, and S−1(U) has compact closure, then

χB,E,S(α) =
∫
B/G

α ∧ S∗τ

for every α ∈ H∗
G(B).
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(Transversality) If S is transverse to the zero section then

χB,E,S(α) =
∫
M/G

α

for every α ∈ H∗
G(B), where M := S−1(0).

(Cobordism) If (B0, E0,S0) and (B1, E1,S1) are cobordant G-moduli problems
then

χB0,E0,S0(ι∗0α) = χB0,E1,S1(ι∗1α)

for every α ∈ H∗
G(B̃), where ι0 : B0 ↪→ B̃ and ι1 : B1 ↪→ B̃ are the

inclusions.

(Subgroup) If (B, E ,S) is a regular G-moduli problem and H ⊂ G is a normal
subgroup acting freely on B then

χB/H,E/H,S/H(α) = χB,E,S(α)

for every α ∈ H∗
G/H(B/H) ∼= H∗

G(B).

(Rationality) If α ∈ H∗
G(B; Q) then χB,E,S(α) ∈ Q.

The Euler class is uniquely determined by the (Functoriality) and (Thom class)
axioms.

The integrals in the (Transversality) and (Thom class) axioms will be ex-
plained in Section 4 and the Thom class in Section 5.

3 Equivariant cohomology

Equivariant differential forms

Let B be a manifold and G be a compact Lie group acting smoothly on B. The
(covariant) action of g ∈ G on B will be denoted by φg ∈ Diff(B). We also use
the notation g∗x := φg−1(x) for the contravariant action. Let Ω∗G(B) denote
the space of G-equivariant polynomials from g to Ω∗(B). Thus the elements of
Ω∗G(B) are maps α : g → Ω∗(B) that satisfy

α(g−1ξg) = φ∗gα(ξ)

for ξ ∈ g and g ∈ G. They are called equivariant differential forms on B.
If e1, . . . , en is a basis of g and ξ =

∑n
i=1 ξ

iei then α ∈ Ω`G(B) can be written
in the form

α(ξ) =
∑
I

ξIαI

where I = (i1, . . . , in), ξI = (ξ1)i1 · · · (ξn)in , and αI ∈ Ω`−2|I|(B). The equiv-
ariant differential dG : Ω`G(B) → Ω`+1

G (B) is defined by

(dGα)(ξ) := d(α(ξ)) + ι(Xξ)α(ξ) =
∑
I

ξI(dαI + ι(Xξ)αI)
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for ξ ∈ g, where Xξ ∈ Vect(B) denotes the covariant infinitesimal action, i.e.
Xξ(x) := −ξ∗x. The cohomology of this differential will be denoted by H∗

G(B).
It is isomorphic to the singular cohomology of the space B ×G EG with real
coefficients, where EG is a contractible space on which G acts freely and covari-
antly, and the action on B × EG is given by g∗(x, θ) = (g∗x, g−1θ) for x ∈ B
and θ ∈ EG (see [13]).

Standing hypothesis: In the remainder of this section H ⊂ G is a normal
subgroup which acts on B with finite isotropy.

We now introduce the notion of an H-basic equivariant differential form on B.
If H acts freely on B then the H-basic forms are in one-to-one correspondence
to the G/H-equivariant differential forms on B/H.

Definition 3.1. A form α ∈ Ω∗G(B) is called H-basic if

α(ξ + η) = α(ξ), ι(Xη)α(ξ) = 0, (2)

for all ξ ∈ g and η ∈ h.

We need a simple lemma about Lie groups.

Lemma 3.2. Let G be a Lie group and H ⊂ G be a compact normal Lie
subgroup. Then there exists an H-invariant complement of h = Lie(H) in
g = Lie(G). Moreover, H acts trivially on every such complement. In par-
ticular, h−1ξh− ξ ∈ h for all h ∈ H and ξ ∈ g.

Proof. The existence of an H-invariant complement follows by averaging any
projection π : g → h over H. How suppose that k is such a complement.
Let ξ ∈ k and h ∈ H and suppose, by contradiction, that hξh−1 6= ξ. Since
hξh−1 − ξ ∈ k it follows that hξh−1 − ξ /∈ h. Hence there exists an ε > 0 such
that exp(thξh−1) exp(−tξ) /∈ H for 0 < t ≤ ε. Hence exp(−tξ)h exp(tξ) /∈ H for
small positive t, a contradiction.

Corollary 3.3. Let α ∈ Ω∗G(B) be H-basic. Then

α(ξ) = φ∗hα(ξ) (3)

for all ξ ∈ g and h ∈ H.

Proof. By Lemma 3.2, h−1ξh − ξ ∈ h for every h ∈ H and ξ ∈ g. Hence
φ∗hα(ξ) = α(h−1ξh) = α(ξ + h−1ξh− ξ) = α(ξ) for h ∈ H and ξ ∈ g.

We show below that the cohomology of the subcomplex of H-basic forms
with differential dG is isomorphic to the G-equivariant cohomology of B. This
requires some preparation. Let A ∈ Ω1(B, h) be a G-equivariant H-connection.
This means that

Ag∗x(g∗v) = g−1Ax(v)g, Ax(η∗x) = η. (4)

for all x ∈ B, v ∈ TxB, g ∈ G, and η ∈ h.
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Remark 3.4. By Lemma 3.2, every G-equivariant H-connection satisfies

h−1ξh− ξ = Ax((h−1ξh)∗x)−Ax(ξ∗x)

for x ∈ B, ξ ∈ g, and h ∈ H.

Note that the covariant derivative dA on Ω∗(B, h) extends to Ω∗(B, g) by
the usual formula

dAΦ := dΦ + [A ∧ Φ]

for Φ ∈ Ω∗(B, g). The covariant derivative satisfies

dAdAΦ = [FA ∧ Φ],

where FA ∈ Ω2(B, h) is the curvature:

FA := dA+
1
2
[A ∧A].

Consider the space Ω∗G(B, g) of G-equivariant polynomials Φ : g → Ω∗(B, g).
The equivariance condition means that

Φ(g−1ξg) = g−1(φ∗gΦ(ξ))g (5)

for ξ ∈ g and g ∈ G. It is interesting to consider the subspace of H-basic
equivariant Lie algebra valued forms.

Definition 3.5. A form Φ ∈ Ω∗G(B, g) is called H-basic if

Φ(ξ + η) = Φ(ξ), ι(Xη)Φ(ξ) = 0, (6)

for all ξ ∈ g and η ∈ h.

Remark 3.6. By Lemma 3.2, every H-basic form Φ ∈ Ω∗G(B, g) satisfies

Φ(ξ) = Φ(h−1ξh) = h−1(φ∗hΦ(ξ))h

for ξ ∈ g and h ∈ H.

The subspace of H-basic forms is invariant under the operation (Φ,Ψ) 7→
[Φ ∧ Ψ]. A G-equivariant H-connection A determines a covariant differential
dA,G : Ω∗G(B, g) → Ω∗+1

G (B, g) defined by

(dA,GΦ)(ξ) := dAΦ(ξ) + ι(Xξ)Φ(ξ).

The equivariant curvature of A is defined as the 2-form FA,G ∈ Ω2
G(B, g)

given by
FA,G(ξ) := FA + ξ +A(Xξ).
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Lemma 3.7. (i) If Φ is H-basic then so is dA,GΦ.
(ii) The curvature FA,G is H-basic.
(iii) Every Φ ∈ Ω∗G(B, g) satisfies

dA,GdA,GΦ = [FA,G ∧ Φ]

(iv) The curvature satisfies the equivariant Bianchi identity

dA,GFA,G = 0.

Proof. The first two assertion are obvious consequences of the definitions. As-
sertion (iii) follows from a computation:

dA,GdA,GΦ(ξ) = dAdAΦ(ξ) + ι(Xξ)dAΦ(ξ) + dAι(Xξ)Φ(ξ)
= [FA ∧ Φ(ξ)] + LXξ

Φ(ξ)
+ ι(Xξ)[A ∧ Φ(ξ)] + [A ∧ ι(Xξ)Φ(ξ)]

= [FA ∧ Φ(ξ)] + [ξ,Φ(ξ)] + [A(Xξ),Φ(ξ)]
= [FA,G(ξ) ∧ Φ(ξ)].

In the third equality we have used the identity LXξ
Φ(ξ) = [ξ,Φ(ξ)] which follows

from the G-equivariance of Φ.
We prove the Bianchi-identity:

dA,GFA,G(ξ) = dA(FA + ξ +A(Xξ)) + ι(Xξ)FA
= dι(Xξ)A+ [A, ξ +A(Xξ)] + ι(Xξ)dA+ [A(Xξ), A]
= LXξ

A+ [A, ξ]
= 0.

Here the last equation follows from the G-equivariance of A.

Now consider the operator Ω∗G(B) → Ω∗G(B) : α 7→ αA given by

αA(ξ) := (π∗Aα)(FA,G(ξ)), (7)

where πA : TB → TB denotes the projection onto the kernel of A. Thus

πA,x(v) := v −Ax(v)∗x

for v ∈ TxB. More precisely, choose a basis e1, . . . , en of g, write α(ξ) =∑
I αIξ

I , and denote

F i(ξ) := F i + ξi +Ai(Xξ), A =:
∑
i

Aiei, FA =:
∑
i

F iei, (8)

so that FA,G(ξ) =
∑
i F

i(ξ)ei. Then αA is given by

αA(ξ) =
∑
I

F I(ξ)π∗AαI ,

where F I(ξ) := F 1(ξ)i1 ∧ · · · ∧ Fn(ξ)in .
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Theorem 3.8. Let A ∈ Ω1(B, h) be a G-equivariant H-connection.
(i) If α ∈ Ω∗G(B) then αA : g → Ω∗(B) is G-equivariant and H-basic.
(ii) The operator α 7→ αA is a dG-chain map, i.e.

dGαA = (dGα)A

for every α ∈ Ω∗G(B).
(iii) If dGα = 0 and A′ is another G-equivariant H-connection then there exists
an H-basic form β ∈ Ω∗G(B) such that αA′ − αA = dGβ.
(iv) The operator α 7→ αA is chain homotopic to the identity, i.e. there exists
an operator Q : Ω∗G(B) → Ω∗−1

G (B) such that

α− αA = dGQα+QdGα

for every α ∈ Ω∗G(B).

Remark 3.9. If H acts freely on B then the H-basic forms are in one-to-one
correspondence with G/H-equivariant differential forms on the quotient B/H.
In this case the map α 7→ αA induces an isomorphism from the G-equivariant
cohomology of B to the G/H-equivariant cohomology of the quotient B/H:
H∗

G(B; R) ∼= H∗
G/H(B/H; R).

Remark 3.10. If G = H acts with finite isotropy then the H-basic forms can be
interpreted as differential forms on the quotient B/G which is now an orbifold.
In the present paper we circumvent orbifold theory by always working on the
total space B.

Remark 3.11. If ` > dim B−dim H then every H-basic `-form on B vanishes.
Hence αA is dG-closed whenever deg(α) = dim B − dim H.

Example 3.12. Assume G = H = S1. Then the linear function α : iR → R ⊂
Ω0(B), given by

α(η) :=
iη

2π
,

is an S1-closed equivariant 2-form on B. We claim that under the isomorphism

H∗
S1(B) ∼= H∗(B ×S1 ES1)

the cohomology class of α corresponds to the pullback of the positive integral
generator c ∈ H2(BS1; Z) ∼= Z under the projection π : B ×S1 ES1 → BS1:

[α] = π∗c.

To see this, note that π∗c is the first Chern class of the line bundle L :=
(B×ES1×C)/S1 → B×S1ES1, where S1 acts by λ∗(x, θ, ζ) = (λ∗x, λ−1θ, λ−1ζ)
for x ∈ B, θ ∈ ES1, and ζ ∈ C. Now let A ∈ Ω1(B, iR) be a connection 1-form.
Then

αA =
iFA
2π

.

This form descends to a 2-form on B ×S1 ES1 which represents the first Chern
class of L.
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Proof of Theorem 3.8. Our proof is an adaptation of the argument in Section 5.1
of [13]. Let e1, . . . , em be a basis of h and denote by Xi ∈ Vect(B) the vector
field Xi(x) := −e∗i x. Consider the following operators on Ω∗G(B):

Kα(ξ) := −
m∑
i=1

Ai ∧ ∂iα(ξ),

Rα(ξ) :=
m∑
i=1

dAi ∧ ∂iα(ξ),

E0α(ξ) := −
m∑
i=1

Ai(Xξ)∂iα(ξ),

E1α(ξ) := −
m∑
i=1

Ai ∧ ι(Xi)α(ξ),

E := E0 + E1.

Note that the space of G-equivariant forms is preserved by all five operators. In
the case of the operators K, R, and E0 the proof relies on the identity

φ∗g∂iα(ξ) =
n∑
j=1

(g−1eig)j∂jα(g−1ξg),

where n = dim g, e1, . . . , en is an extension of the basis of h to a basis of g, and
ξi denotes the ith coordinate of ξ ∈ g with respect to this basis. Note that with
this notation Aj = 0 for j > m. As an example we prove equivariance in the
case of E0:

−φ∗gE0α(ξ) =
m∑
i=1

φ∗gA
i(Xξ)φ∗g∂iα(ξ)

=
m∑
i=1

n∑
j=1

φ∗gA
i(Xξ)(g−1eig)j∂jα(g−1ξg)

=
n∑
j=1

(
m∑
i=1

φ∗gA
i(Xξ)(g−1eig)j

)
∂jα(g−1ξg)

=
n∑
j=1

φ∗g(g
−1A(Xξ)g)j∂jα(g−1ξg)

=
n∑
j=1

Aj(Xg−1ξg)∂jα(g−1ξg)

= −E0α(g−1ξg).

The operators K, R, and E satisfy the following crucial identity

dGK +KdG = E −R. (9)
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The proof is a straightforward computation. We shall prove that the kernel of
E is the space of H-basic forms:

Eα = 0 ⇐⇒ α is H-basic. (10)

To see this we observe that the operators E0 and E1 commute and that Ω∗G(B)
decomposes as a direct sum

Ω∗G(B) =
⊕
p,q

Ωp,q,

where E0α = pα and E1α = qα for every α ∈ Ωp,q. To describe the space Ωp,q

we choose frames em+1(x), . . . , en(x) in g depending smoothly on x ∈ B such
that

Ax(ej(x)∗x) = 0

for every j > m. It follows that the vectors e1, . . . , em, em+1(x), . . . , en(x) form
a basis of g for every x. In this basis Ωp,q is generated by monomials of the form

Ak1 ∧ · · · ∧Akq ∧ αηIζJ

where |I| = p and α ∈ Ω∗(B) is H-horizontal. Here we use the notation

ξ =
∑
i≤m

ηiei +
∑
j>m

ζjej(x). (11)

It follows that the kernel of E is Ω0,0 and this proves (10). We denote by

π : Ω∗G(B) → Ω0,0

the projection onto the kernel of E along the direct sum of the spaces Ωp,q for
p+ q > 0. An explicit formula for π with respect to the above frame is

π

∑
I,J

αI,Jη
IζJ

 =
∑
J

π∗Aα∅,Jζ
J .

This discussion shows that the operator π + E is invertible and preserves the
(p, q)-degree.

From now on the argument is exactly the same as in [13]. We reproduce it
here since it is short and beautiful. Since R lowers the p-degree it follows that
the operator (π+E)−1R is nilpotent and hence π+E−R is invertible. Denote

U := (π + E −R)−1, Q := KU.

Then we obtain
[dG, U ] = [π, dG]U. (12)

Here we use the fact that, by (9), the operator E−R commutes with dG, hence
[π + E − R, dG] = [π, dG], and hence [dG, U ] = U [π, dG]U . Now equation (12)
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follows from the fact that U acts as the identity on Ω0,0 and the image of [π, dG]
is contained in Ω0,0. Moreover, it is obvious from the definitions that K vanishes
on Ω0,0 and so K[π, dG] = 0. Hence

dGQ+QdG = dGKU +KUdG

= dGKU +KUdG +K[π, dG]U
= dGKU +KUdG +K[dG, U ]
= (dGK +KdG)U
= (E −R)U
= id− πU.

To complete the proof of (iv) we must show that

πUα = αA (13)

for every α ∈ Ω∗G(B). It suffices to prove (13) for a monomial

α = αI,Jη
IζJ .

Write πU in the form

πU = π(π + E)−1
(
id +R(π + E)−1 +

(
R(π + E)−1

)2
+ · · ·

)
.

Since R(π + E)−1 lowers the p-degree by one and π(π + E)−1 = π, it follows
that

πUα = π
(
R(π + E)−1

)`
α,

where ` = |I|. Now consider the operator given by

S :=
∑
i

F i ∧ ∂i.

Then
S −R =

1
2

∑
i,j,k

ckijA
i ∧Aj ∧ ∂k,

where ckij are the structure constants of g defined by [ei, ej ] =
∑
k c

k
ijek. Since

S −R raises the q-degree by two, we have

πUα = π
(
S(π + E)−1

)`
α

=
(
S(π + E)−1

)`
π∗Aα

=
1
`!
S`π∗AαI,Jη

IζJ

= π∗AαI,J ∧ F IζJ .

To see that this is the required formula we write ξ in the form (11) and note
that, since Ax(ej(x)∗x) = 0 for j > m, we have

ξ +A(Xξ) =
n∑

j=m+1

ζjej(x).
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Hence

F i(ξ) = F i + ξi +Ai(Xξ) =
{
F i, for i ≤ m,
ζi, for i > m.

This proves (iv). Assertion (ii) is an obvious consequence of (iv). Assertion (i)
follows from the fact that operators π, E, and R preserve the space of G-
equivariant forms.

We prove (iii). Let t 7→ At be a smooth family of G-equivariant H-connec-
tions. Think of the path t 7→ At as a connection Ã on the space B̃ := R × B.
Given a G-closed `-form α ∈ Ω∗G(B) denote

α̃(ξ) := αÃ(ξ) =: αt(ξ) + dt ∧ βt(ξ),

where αt = αAt ∈ Ω`G(B) and βt ∈ Ω`−1
G (B). By assertion (ii), α̃ is G-closed

and, by assertion (i), it is G-invariant and H-basic. Hence αt and βt are G-
invariant and H-basic, αt is G-closed, and ∂tαt = dGβt for every t. Hence

αA1 − αA0 = dG

∫ 1

0

βt dt.

Since βt is H-basic for every t, this proves (iii).

4 Invariant integration

Throughout this section we assume that B is a finite dimensional oriented man-
ifold, that G is a compact oriented Lie group acting on B by orientation pre-
serving diffeomorphisms, and that the isotropy subgroups are finite. Integration
requires the notion of local slices whose existence the next theorem asserts. A
proof can be found in [3].

Theorem 4.1. Suppose G acts on the finite dimensional manifold B with finite
isotropy and let m := dim B − dim G. Then, for every x0 ∈ B, there exists a
triple (U0, φ0,G0) with the following properties.
(i) G0 ⊂ G is a finite subgroup.
(ii) U0 ⊂ H0 is a G0-invariant open neighbourhood of zero in an oriented m-
dimensional real Hilbert space H0 with an orthogonal linear action of G0.
(iii) φ0 : U0 → B is a G0-equivariant embedding such that x0 = φ0(0) and the
induced map G×G0 U0 → B : [g, x] 7→ g∗φ0(x) is an orientation preserving dif-
feomorphism onto a G-invariant open neighbourhood of x0. Here the equivalence
relation is [g, x] = [g−1

0 g, g∗0x].
A triple (U0, φ0,G0) with these properties is called a local slice.

We now explain how to integrate invariant and horizontal m-forms on B
over the quotient B/G. Suppose that α ∈ ΩmG (B) is an equivariant m-form with
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compact support. Choose finitely many local slices (Ui, φi,Gi), i = 1, . . . , N ,
such that the open sets G∗φi(Ui) cover the support of α, and define∫

B/G

α :=
N∑
i=1

1
|Gi|

∫
Ui

φ∗i (ρiαA), (14)

where A ∈ Ω1(B, g) is a G-connection, αA is defined by (7), and the functions
ρi : B → [0, 1] are G-invariant and form a partition of unity such that supp ρi ⊂
G∗φi(Ui). The next proposition asserts that the integral (14) is well defined
and depends only on the (compactly supported) cohomology class of α.

Proposition 4.2. (i) The right-hand side of (14) is independent of the local
slices, the partition of unity, and the connection used to define it.
(ii) If B is a manifold with boundary and β ∈ Ωm−1

G (B) has compact support
then ∫

B/G

dGβ =
∫
∂B/G

β.

Proof. We prove that the integral is independent of the choice of the local slices
and the partition of unity. Let (U0, φ0,G0) and (U1, φ1,G1) be two local slices
and suppose that α is supported in G∗φ0(U0) ∩ G∗φ1(U1). Shrinking U0 and
U1, if necessary, we may assume that G∗φ0(U0) = G∗φ1(U1). By definition, the
map U0 ×G → B : (x0, g) 7→ g∗φ0(x0) is an immersion and is transverse to φ1.
Hence the set

W := {(x0, x1, g) ∈ U0 × U1 ×G | g∗φ0(x0) = φ1(x1)}

is a smooth oriented m-manifold and

(x0, x1, g) ∈W =⇒ (g∗0x0, x1, g
−1
0 g), (x0, g

∗
1x1, gg1) ∈W

for g0 ∈ G0 and g1 ∈ G1. It follows that the projection π0 : W → U0 is an
orientation preserving submersion of degree |G1| and the projection π1 : W →
U1 is an orientation preserving submersion of degree |G0|. Moreover, these
projections satisfy

φ1 ◦ π1(x0, x1, g) = g∗(φ0 ◦ π0(x0, x1, g)).

This means that the maps φ1 ◦π1 : W → B and φ0 ◦π0 : W → B are related by
the gauge transformation W → G : (x0, x1, g) 7→ g. Since the form αA ∈ Ωm(B)
is invariant and horizontal this implies that

(φ0 ◦ π0)∗αA = (φ1 ◦ π1)∗αA ∈ Ωm(W ).

Hence

|G0|
∫
U1

φ∗1αA =
∫
W

π∗1φ
∗
1αA =

∫
W

π∗0φ
∗
0αA = |G1|

∫
U0

φ∗0αA.
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This proves that the right hand side of (14) is independent of the local slices
(Ui, φi,Gi) and the partition of unity used to define it. Assertion (ii) follows
from Stokes’ theorem and Theorem 3.8 (ii) whenever β is supported in the
G-orbit of the image of a local slice. In general it follows by considering the
sum

∑
i dG(ρiβ) for a partition of unity ρi. That the right hand side of (14) is

independent of A follows from Theorem 3.8 (iii).

Example 4.3. Consider the action of G := Z2 on B := R by x 7→ −x. Then
the identity map R → B = R is a local slice (or in fact a global slice). An
equivariant differential form is a Z2-invariant differential form on R. Consider
the equivariant 1-form α = f(x)dx where f : R → R has compact support and
f(x) = f(−x). Then ∫

R/Z2

α =
1
2

∫ ∞

−∞
f(x)dx.

5 Thom forms

In [2] Atiyah and Bott noted that the Thom isomorphism theorem extends to
equivariant cohomology and gives an isomorphism

Hi
G(E,E \B) → Hi−n

G (B).

Here H∗
G denotes equivariant cohomology with real coefficients, E → B is an

oriented G-vector bundle and B is embedded into E as the zero section. In
terms of the de Rham model the (equivariant) cohomology of the pair (E,E \
B) is isomorphic to the (equivariant) de Rham cohomology of E with vertical
compact support. In the non-equivariant case the isomorphism is established
in [4, Theorem 6.17]. In [13, Chapter 10] Guillemin and Sternberg construct
an equivariant Thom class and prove the Thom isomorphism theorem in the
equivariant context. Below we give an alternative construction of the equivariant
Thom class.

Definition 5.1. Let (B,E, S) be a finite dimensional oriented G-moduli prob-
lem and set n := rankE. A Thom structure on (B,E, S) is a pair (U, τ) with
the following properties.

(i) U ⊂ E is a G-invariant open neighbourhood of the zero section that inter-
sects each fibre in a convex set. Moreover, U ∩ E|K has compact closure
for every compact subset K ⊂ B.

(ii) S−1(U) has compact closure.

(iii) τ ∈ ΩnG(E) is an equivariant n-form such that

dGτ = 0, supp(τ) ⊂ U,

∫
Ex

τ = 1

for every x ∈ B.
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Note that an equivariant n-form on E can be expressed as

τ(ξ) =
[n/2]∑
k=0

τk(ξ),

where τk : g → Ωn−2k(E) is a homogeneous G-equivariant polynomial of degree
k. The integral in (iii) is to be understood as the integral of the leading term
τ0 ∈ Ωn(E). We emphasize that in the case of nontrivial finite isotropy this
integral does not agree with (14). It is a special case of integration over the
fibre discussed in Section 6.

Remark 5.2. Suppose that (B,E, S) is a finite dimensional regular G-moduli
problem. Let A ∈ Ω1(E, g) be a G-connection and (U, τ) be a Thom structure.
Then τA ∈ Ωn(E) is a G-invariant and horizontal n-form. It is supported in U
and, by Theorem 3.8, τA is closed. Moreover,∫

Ex

τA = 1 (15)

for every x ∈ B. To see this, recall that the isotropy subgroup Gx is finite.
Thus the connection can be chosen such that the tangent vectors to Ex are
horizontal. Then the curvature of A vanishes on Ex and so the restriction of τA
to Ex agrees with the leading term τ0. By Theorem 3.8 (iii), the integral of τA
over Ex is independent of the connection A and this proves (15).

Theorem 5.3. Let (B,E, S) be a finite dimensional oriented G-moduli problem.
Then (B,E, S) admits a Thom structure. Moreover, if (U0, τ0) and (U1, τ1) are
two Thom structures then there exists an equivariant (n−1)-form σ ∈ Ωn−1

G (E)
such that suppσ ⊂ U0 ∪ U1 and dGσ = τ1 − τ0.

The construction of a Thom structure is based on the existence of an SO(n)-
equivariant universal Thom form on Rn. For completeness, we present an alter-
native proof to the one given in [13].

Proposition 5.4 ([13]). There exists a dSO(n)-closed form ρ ∈ ΩnSO(n)(R
n)

with compact support and integral one (of the leading term). This form is called
the universal Thom form.

Proof. We look for ρ in the form

ρ(η) =
∑
k

fk(|x|2/2)ρk(η),

where ρk(η) ∈ Ωn−2k(Rn) are forms with constant coefficients, and fk : [0,∞) →
R are smooth functions with compact support. Then

dSO(n)ρ(η) =
∑
k

f ′k(|x|2/2)λ ∧ ρk(η) + fk(|x|2/2)ι(Xη)ρk(η),
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where

λ := d(|x|2/2) =
n∑
i=1

xi dxi ∈ Ω1(Rn).

So ρ will be dSO(n)-closed provided that

ι(Xη)ρk(η) = λ ∧ ρk+1(η) (16)

and
f ′k(s) + fk−1(s) = 0.

The existence of forms ρ(η) satisfying equation (16) is proved in Lemma 5.5
below. The functions fk are constructed inductively. Choose a smooth function
f0 : [0,∞) → [0,∞) with compact support such that f0(r2/2) = 0 for r < δ and
r ≥ 1, and ∫ ∞

0

f0(r2/2)Vol(Sn−1)rn−1dr = 1.

Now define fk : [0,∞) → R for 1 ≤ k ≤ n/2 inductively by

f ′k(s) + fk−1(s) = 0, fk(1) = 0.

This implies

fk(0) =
1

(k − 1)!

∫ ∞

0

sk−1f0(s)ds =
1

2k−1(k − 1)!

∫ ∞

0

r2k−1f0(r2/2)dr.

So for k < n/2 the functions fk(s) will vanish for s < δ provided that∫ ∞

0

sk−1f0(s)ds = 0, 1 ≤ k < n/2.

This can be achieved because the polynomials sk−1 are linearly independent.
Note that, if n is odd, then fk vanishes near zero for all k but, if n is even, then
fn/2(0) = 1/2n/2−1(n/2− 1)!Vol(Sn−1) > 0.

It remains to prove the lemma used in the preceding proof.

Lemma 5.5. For η = −ηT ∈ Rn×n and k ∈ N let Xη ∈ Vect(Rn), ωη ∈ Ω2(Rn),
and ρk(η) ∈ Ωn−2k(Rn) be given by

Xη(x) := ηx, ωη :=
∑
i<j

ηij dxi ∧ dxj , ρk(η) :=
1
k!
∗ ωηk,

where ∗ denotes the Hodge ∗-operator with respect to the standard metric. Then
the forms ρk satisfy (16), i.e.

ι(Xη)ρk(η) = λ ∧ ρk+1(η),

where λ :=
∑n
i=1 xi dxi ∈ Ω1(Rn).
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Proof. Since there is an obvious inclusion of SO(n) into SO(n+1), the statement
for n + 1 implies the statement for n. Thus it suffices to prove the lemma in
the case where n is even. Since both sides of equation (16) are equivariant
polynomials on so(n) with values in Ωn−2k−1(Rn) it suffices to prove the lemma
for elements of a maximal torus in so(n). Assume n = 2` and consider the
maximal torus T ⊂ SO(2`) whose Lie algebra t = Lie(T ) consists of matrices of
the form

η = diag(−iη1, . . . ,−iη`).

Here we identify R2` with C`. Write the coordinates on R2` in the form
(x1, y1, . . . , x`, y`) and denote ωi := dxi ∧ dyi. Then, for η ∈ t,

ωη =
∑
i

ηiωi,
1
k!
ωη

k =
∑

i1<···<ik

ηi1 · · · ηik ωi1 ∧ · · · ∧ ωik .

Assume ηi 6= 0 for every i and denote η̃i := 1/ηi. Then

ρk(η) =
η1 · · · η`
(`− k)!

ωη̃
`−k, ι(Xη)ωη̃ = λ.

Hence, in this case

ι(Xη)ρk(η) =
η1 · · · η`
(`− k)!

ι(Xη)ωη̃`−k

=
η1 · · · η`

(`− k − 1)!
(ι(Xη)ωη̃) ∧ ωη̃`−k−1

= λ ∧ ρk+1(η).

This proves the lemma for every η ∈ t such that ηi 6= 0 for all i. For general
elements η ∈ t equation (16) follows by continuity.

Proof of Theorem 5.3. Let π : P → B be the bundle of oriented orthonormal
frames of E. The fibre of P over x ∈ B is the space

Px := {p : Rn → Ex | p preserves orientation and norm} .

Then P is a principal SO(n)-bundle and E is isomorphic to P ×SO(n) Rn. Since
G acts on the fibres of E by orientation preserving isomorphisms there is an
induced action of G on P . Thus G× SO(n) acts on P × Rn by

(g, a)∗(x, p, v) := (g∗x, g∗pa, a−1v).

Note that the actions of G and SO(n) commute, the action of SO(n) is free, and
the projection π : P → B is G-equivariant. The universal Thom class ρ pulls
back under the projection P × Rn → Rn to a (G × SO(n))-equivariant Thom
form (still denoted by ρ) on P ×Rn. Here the polynomial map ρ : g× so(n) →
Ω∗(P × Rn) is independent of the g-variables.

Now let A ∈ Ω1(P × Rn, so(n)) be a (G × SO(n))-equivariant SO(n)-con-
nection. Define ρA ∈ Ω∗G×SO(n)(P × Rn) by (7). Then, by Theorem 3.8 (i),
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ρA is SO(n)-basic and so descends to a G-equivariant differential form τ ′ on
P ×SO(n) Rn ∼= E. By Theorem 3.8 (ii), the form τ ′ is dG-closed. Moreover, by
construction, it has vertical compact support and integral one over each fibre.
This proves the existence of a Thom form τ ′ ∈ ΩnG(E) with support in a neigh-
bourhood U ′ ⊂ E of the zero section that satisfies (i) but not necessarily (ii).

Let U ⊂ E be an open neighbourhood of the zero section that satisfies (i)
and (ii). We prove the existence of a Thom form τ with support in U . Choose
a G-invariant function f : B → [0,∞) such that e−fU ′ ⊂ U and consider the
G-equivariant isotopy ψt : E → E given by

ψt(x, v) := (x, etf(x)v).

Then ψt is the flow of the G-invariant vector field X ∈ Vect(E) defined by
X(x, v) := (0, f(x)v) and

τ := ψ∗1τ
′

is a Thom form with support in U . Moreover,

τ − τ ′ = dGσ
′, σ′ :=

∫ 1

0

ψ∗t ι(X)τ ′ dt.

Thus σ′ is an equivariant (n− 1)-form on E with support in U ′.
We prove that the difference of two Thom forms τ0 and τ1 is exact. To

see this we assume, without loss of of generality, that B is connected and use
the equivariant version of the Thom isomorphism theorem [4, Theorem 6.17] as
in [13, Chapter 10]. It asserts that there is an isomorphism

Hn
G,vc(E) ∼= Hn

G(E,E \B) ∼= H0
G(B) ∼= R.

Here the subscript vc stands for vertical compact support. Since integration over
the fibre defines a nontrivial homomorphism

Hn
G,vc(E) → R : τ 7→

∫
Ex

τ

and the cohomology class [τ1 − τ0] lies in the kernel of this homomorphism,
it follows that [τ1 − τ0] = 0 ∈ Hn

G,vc(E). This means that there exists an
equivariant (n − 1)-form σ ∈ Ωn−1

G,vc(E) with vertical compact support such
that τ1 − τ0 = dGσ. We prove that σ can be chosen with support in U0 ∪ U1.
To see this, choose a G-equivariant diffeomorphism ψ = ψ1 as above. Then
ψ∗τi− τi = dGσi for i = 0, 1, where σi ∈ Ωn−1

G (E) is supported in Ui. Moreover
the function f : B → [0,∞) can be chosen so large that the form ψ∗σ is
supported in U0 ∪ U1. Hence

τ1 − τ0 = τ1 − ψ∗τ1 + ψ∗(τ1 − τ0) + ψ∗τ0 − τ0

= dG(σ0 + ψ∗σ − σ1).

This proves the theorem.
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Let (B,E, S) be a finite dimensional oriented regular G-moduli problem and
(U, τ) be a Thom structure. We define a homomorphism

χB,E,S : H∗
G(B; R) → R

by

χB,E,S(α) :=
∫
B/G

α ∧ S∗τ (17)

for every equivariantly closed form α ∈ Ω∗G(B). By Theorem 5.3 the number
χB,E,S(α) is independent of the Thom structure (U, τ) used to define it.

Example 5.6. Consider the trivial bundle E := B × R over B := R and the
section

S(x) := arctan(x)

(so S(±∞) = ±π/2). Denote by y the variable in the fibre. An example of a
Thom structure is

U := R× (−1, 1), τ := ρ(y)dy,

where ρ : R → R is an even function with integral one whose support is contained
in the interval (−1, 1). The map

χB,E,S : H0(R) ∼= R → R

is multiplication by one. If the bundle E is equipped with the Z2-action (x, y) 7→
(−x,−y) then the invariant is multiplication by 1/2.

Now consider the neighbourhood

U ′ := R× ((−3,−2) ∪ (−1, 1) ∪ (2, 3))

and the differential form τ ′ := ρ′(y)dy where ρ′ : R → R is an even function with
integral one and support in the union of the intervals (−3,−2) and (2, 3). This
pair (U ′, τ ′) violates the convexity hypothesis in Definition 5.1. The pullback
form S∗τ ′ vanishes and so integrating it gives the wrong answer for χB,E,S ,
namely zero.

6 Integration over the fibre

Throughout this section we assume that π : E → B is an oriented finite di-
mensional real vector bundle of rank n over a smooth oriented manifold, that
G is a compact oriented Lie group acting on B and E by orientation preserving
diffeomorphisms, and that π is equivariant. We denote by Ω∗G,vc(E) the space of
equivariant differential forms on E with vertical compact support. This means
that for every compact subset K ⊂ B the support of the differential form inter-
sects π−1(K) in a compact set.

The next theorem introduces integration over the fibre for equivariant dif-
ferential forms. The corresponding map on the cohomology level exists in much
greater generality [2].
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Theorem 6.1. There exists a linear map

π∗ : Ω∗G,vc(E) → Ω∗−nG (B)

with the following properties.

(Chain map) dG ◦ π∗ = π∗ ◦ dG.

(Thom class) If τ ∈ ΩnG,vc(E) is a Thom form then π∗τ = 1.

(Module structure) For α ∈ Ω∗G,vc(E) and β ∈ Ω∗G(B),

π∗(π∗β ∧ α) = β ∧ π∗α.

(Connection) If G acts on B with finite isotropy then, for every α ∈ Ω∗G,vc(E)
and every connection 1-form A ∈ Ω1(B, g),

π∗απ∗A = (π∗α)A.

(Functoriality) If G acts on B with finite isotropy and α ∈ Ωdim B+n
G,vc (E) has

compact support then ∫
E/G

α =
∫
B/G

π∗α.

The map π∗ is called integration over the fibre.

Proof. We recall the definition of π∗α for an ordinary differential form α ∈
Ωn+k

vc (E). Given x ∈ B and v1, . . . , vk ∈ TxB, choose lifts V1, . . . , Vk : Ex → TE
of v1, . . . , vk, respectively, and define

(π∗α)x(v1, . . . , vk) :=
∫
Ex

ι(Vk) · · · ι(V1)α.

The integrand on the right (as an n-form on Ex) is independent of the choice of
the lifts Vi. This defines a G-equivariant map π∗ : Ω∗vc(E) → Ω∗−n(B). Hence
it induces a map from Ω∗G,vc(E) to Ω∗−nG (B). For ξ ∈ g let Xξ ∈ Vect(B) and
Yξ ∈ Vect(E) denote the infinitesimal actions. Then Yξ is a lift of Xξ and hence

π∗ι(Yξ)α = ι(Xξ)π∗α

for every α ∈ Ω∗G,vc(E). Moreover, it is shown in [4, Proposition 6.14.1] that

π∗ ◦ d = d ◦ π∗.

This proves the chain map property of π∗. The Thom class, module structure,
and connection properties are straightforward exercises. To prove functoriality
we choose a local slice (U0, φ0,G0) of the G-action on B and assume that α
is supported in π−1(G · φ0(U0)). Let Φ0 : U0 × Rn → E be a G-equivariant
trivialization of E along φ0. Let pr : U0×Rn → U0 denote the obvious projection
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and A ∈ Ω1(B, g) be a connection 1-form. Then, by the definition of the integral
and Fubini’s theorem,

|G0|
∫
E/G

α =
∫
U0×Rn

Φ∗0απ∗A

=
∫
U0

pr∗Φ
∗
0απ∗A

=
∫
U0

φ∗0π∗απ∗A

=
∫
U0

φ∗0(π∗α)A

= |G0|
∫
B/G

π∗α.

This proves the theorem.

Remark 6.2. The equivariant Thom isomorphism theorem asserts that the
map π∗ : Ω∗G,vc(E) → Ω∗−nG (B) induces an isomorphism of cohomology whose
inverse is induced by the map

Ω∗−nG (B) → Ω∗G,vc(E) : β 7→ β ∧ τ

(see [2] and [13, Theorem 10.6.1]).

Corollary 6.3. Suppose that G acts on B with finite isotropy and denote by
ι : B → E the inclusion of the zero section. Let τ ∈ ΩnG,vc(E) be an equivariant
Thom form on E supported in an open neighbourhood U ⊂ E of the zero section
that intersects each fibre in a convex set. Then∫

E/G

β ∧ τ =
∫
B/G

ι∗β

for every G-closed form β ∈ Ω∗G(E) whose support intersects the closure of U
in a compact set.

Proof. The proof is an equivariant version of the proof of [4, Proposition 6.24].
We first observe that the form β−π∗ι∗β is G-exact. More precisely, there exists
an equivariant differential form γ ∈ Ω∗G(E) such that

β = π∗ι∗β + dGγ

and the support of γ intersects the closure of U in a compact set. To see this
define φt : E → E by

φt(x, e) := (x, te)

and note that

β − π∗ι∗β =
∫ 1

0

d

dt
φ∗tβ dt.
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Now compute ∫
E/G

β ∧ τ =
∫
E/G

π∗ι∗β ∧ τ

=
∫
B/G

π∗(π∗ι∗β ∧ τ)

=
∫
B/G

ι∗β ∧ π∗τ

=
∫
B/G

ι∗β.

This proves the corollary.

Corollary 6.4. Suppose that G acts on B with finite isotropy and let S : B → E
be a G-equivariant section which is transverse to the zero section. Then∫

B/G

α ∧ S∗τ =
∫
S−1(0)/G

α

for every G-closed form α ∈ Ω∗G(B) whose support intersects the closure of
S−1(U) in a compact set.

Proof. By Theorem 5.3, we may assume without loss of generality that the
support of the pullback S∗τ is contained in a tubular neighbourhood N of
S−1(0). Since the image of a fibre of the normal bundle under S is homotopic
to a fibre of E the integral of S∗τ over each fibre of the normal bundle is one.
Hence S∗τ is a Thom form on the normal bundle of S−1(0) and so the result
follows from Corollary 6.3.

Corollary 6.5. Let E → B be a complex vector bundle equipped with the stan-
dard S1-action over a compact manifold B (on which S1 acts trivially) and
denote by ι : B → E the inclusion of the zero section. Suppose τ ∈ Ω∗S1(E) is
an equivariant Thom form. Then

ι∗τ(η) =
rankE∑
j=0

(
iη

2π

)rankE−j

τj ,

where τj ∈ Ω2j(B) is a closed form representing the jth Chern class cj(E).

Proof. For j = n := rankE this follows from Corollary 6.4, the fact that τn is a
(nonequivariant) Thom form on E, and the fact that cn(E) is the Euler class.
For the trivial bundle E = B × Cn the result follows by considering the Thom
form

τ(η) =
n∑
k=0

(iη)n−kfn−k(|z|2/2)
ωk

k!
,

where ω ∈ Ω2(Cn) is the standard symplectic form and the functions fk are
as in the proof of Proposition 5.4. The result then follows from the fact that
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fn(0) = 1/2n−1(n − 1)!Vol(S2n−1) = (2π)−n. If dim M = 2k < rank E then,
for j = k, the result follows by splitting E into a bundle of rank k and the trivial
bundle. To prove the result in general, consider the pullbacks of E under all
smooth maps f : X →M , defined on compact manifolds of dimension 2j.

7 Finite dimensional reduction

In Section 5 we have defined the equivariant Euler class for oriented regular
finite dimensional G-moduli problems. In the following two sections we explain
how to extend the definition to the infinite dimensional (and the nonorientable
finite dimensional) case by means of finite dimensional reduction. The first step
is to show that the Euler class of oriented regular finite dimensional G-moduli
problems satisfies the (Functoriality) axiom.

Proposition 7.1. Let (B0, E0, S0) and (B1, E1, S1) be oriented regular finite
dimensional G-moduli problems and let (ψ,Ψ) be a morphism from (B0, E0, S0)
to (B1, E1, S1). Then

χB0,E0,S0(ψ∗α1) = χB1,E1,S1(α1)

for every G-closed equivariant differential form α1 ∈ Ω∗G(B1).

Proof. Shrinking B0, if necessary, we may assume that the embedding ψ of a
neighbourhood of M0 = S0

−1(0) ⊂ B0 into B1 is defined on all of B0. Choose
a G-invariant splitting

E1 = E10 ⊕ E11

near ψ(B0) such that E10 agrees with the image of the inclusion Ψ : E0 → E1

over ψ(B0). Then the section S1 : B1 → E1 can be written as

S1 = S10 ⊕ S11.

Note that Ψ identifies the G-moduli problem (B0, E0, S0) with the restriction
(ψ(B0), E10, S10).

We prove that S11 is transverse to the zero section near M1 = ψ(M0) and
that the kernel of DS11(ψ(x)) agrees with the image of dψ(x) for x near M0 =
S−1

0 (0). Surjectivity of DS11(ψ(x)) for x ∈M0 follows from (1):

E1ψ(x) =
(

imDS10(ψ(x))⊕ΨxcokerDS0(x)
)
⊕ imDS11(ψ(x)).

To prove the second assertion note that the indices of S0 and S1 agree and hence
rankE11 = rankE1 − rankE0 = dim B1 − dim B0. Moreover, S11 vanishes over
ψ(B0) and so im dψ(x) ⊂ ker DS11(ψ(x)) for every x ∈ B0, with equality if and
only if DS11(ψ(x)) is surjective. Hence, for x ∈M0, we have ker DS11(ψ(x)) =
im dψ(x). This proves the claim. Shrinking B0 and B1, if necessary, we may
assume that ψ(B0) = S−1

11 (0) and that S11 is transverse to the zero section.
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Choose an equivariant Thom form

τ1 = τ10 ∧ τ11

on E1 such that τ10 is a Thom form for E10 and τ11 is a Thom form for E11.
Choose a tubular neighbourhood U1 ⊂ B1 of ψ(B0) such that S∗11τ11 ∈ Ω∗G(B1)
is supported in U1. Then, by Corollary 6.4,∫

B1/G

β ∧ S∗11τ11 =
∫
B0/G

ψ∗β

for every G-closed form β ∈ Ω∗G(B1) whose support intersects the closure of U1

in a compact set. Moreover, τ0 := Ψ∗τ10 is a Thom form on E0. Hence∫
B1/G

α1 ∧ S∗1τ1 =
∫
B1/G

α1 ∧ S∗10τ10 ∧ S∗11τ11

=
∫
B0/G

ψ∗(α1 ∧ S∗10τ10)

=
∫
B0/G

ψ∗α1 ∧ S∗0Ψ∗τ10

=
∫
B0/G

ψ∗α1 ∧ S∗0τ0.

This proves the proposition.

An example of a morphism is the inclusion of a G-moduli problem into its
stabilization by a G-representation V .

Definition 7.2. Let V be a real Hilbert space with an orthogonal action of
G and (B, E ,S) be a G-moduli problem. The G-moduli problem (BV , EV ,SV )
defined by

BV := B × V, EVx,v := Ex × V, SV (x, v) := (S(x), v),

is called the stabilization of (B, E ,S) by V . The morphism (ψ,Ψ) from
(B, E ,S) to (BV , EV ,SV ), given by

ψ(x) := (x, 0), Ψxe := (e, 0),

is called the stabilization morphism.

Definition 7.3. (i) Let (B, E ,S) be a G-moduli problem A finite dimensional
reduction of (B, E ,S) is a sixtuple R = (B,E, S, V, ψ,Ψ) such that (B,E, S)
is an oriented finite dimensional G-moduli problem, V is a finite dimensional
real Hilbert space with an orthogonal linear G-action, and (ψ,Ψ) is a morphism
from (B,E, S) to (BV , EV ,SV ).
(ii) Let R0 = (B0, E0, S0, V0, ψ0,Ψ0) and R1 = (B1, E1, S1, V1, ψ1,Ψ1) be two fi-
nite dimensional reductions of (B, E ,S). A morphism (of finite dimensional
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reductions) from R0 to R1 is a triple (ψ,Ψ, T ), where (ψ,Ψ) is a morphism
from (B0, E0, S0) to (B1, E1, S1), T : V0 → V1 is a G-equivariant injective linear
map, and the following diagram commutes.

(B0, E0, S0)

(ψ,Ψ)

��

(ψ0,Ψ0)// (BV0 , EV0 ,SV0)

T

��
(B1, E1, S1)

(ψ1,Ψ1)// (BV1 , EV1 ,SV1)

.

We write R0 � R1 if there exists a morphism (ψ,Ψ, T ) from R0 to R1. Two
finite dimensional reductions R0 and R1 are called equivalent if R0 � R1 and
R1 � R0.

The main results of this section assert that finite dimensional reductions
exist and form a directed system.

Theorem 7.4. Every G-moduli problem (B, E ,S) admits a finite dimensional
reduction.

Theorem 7.5. If R0, R1 are finite dimensional reductions of (B, E ,S) then
there exists a finite dimensional reduction R such that R0 � R and R1 � R.

The proofs are based on the existence of families of complements.

Definition 7.6. A family of complements for (B, E ,S) is a pair (V,Γ) such
that V is an oriented finite dimensional real Hilbert space equipped with an
orthogonal linear G-action,

Γ : B × V → E

is a G-equivariant bundle homomorphism, and

Ex = imDx + im Γx

for every x ∈M = S−1(0), where Dx := DS(x) denotes the vertical differential
of S.

Proposition 7.7. Let (V,Γ) be a family of complements for (B, E ,S). Then
there exists a neighbourhood U ⊂ B of M and a δ > 0 such that the sixtuple
RΓ := (BΓ, EΓ, SΓ, V, ψΓ,ΨΓ), defined by

BΓ := {(x, v) ∈ U × V | S(x) = Γxv, |v| < δ} , EΓ
(x,v) := V,

SΓ(x, v) := v, ψΓ(x, v) := (x, v), ΨΓ
(x,v)w := (Γxw,w),

is a finite dimensional reduction of (B, E ,S).

Proof. Γ is transverse to S at every point (x, 0) ∈M× V . Hence there exists a
neighbourhood U ⊂ B of M and a δ > 0 such that Γ is transverse to S at every
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point (x, v) ∈ U × V such that |v| < δ. It follows that BΓ is a submanifold of
B × V of dimension

dim BΓ = index(S) + dim G + dim V.

Hence every section of EΓ = BΓ × V has the same index as S. We prove that
SV ◦ ψΓ = ΨΓ ◦ SΓ:

SV (ψΓ(x, v)) = SV (x, v) = (S(x), v) = (Γxv, v) = ΨΓ
(x,v)v = ΨΓ

(x,v)S
Γ(x, v).

The zero set of SΓ is MΓ = {(x, 0) |x ∈M} and so ιΓ(MΓ) = M×{0} = MV .
Next we observe that the tangent space of BΓ at the point (x, 0) is given by

T(x,0)B
Γ = {(x̂, v̂) ∈ TxB × V | Dxx̂ = Γxv̂} .

The image of this space under the differential of inclusion ψΓ : BΓ → B × V
contains the kernel of the operator DV(x,0) : TxB × V → Ex × V . Since

imDV(x,0) = {(Dxx̂, v̂) | x̂ ∈ TxB, v̂ ∈ V } ,
im ΨΓ

(x,0) = {(Γxw,w) |w ∈ V } ,

we obtain imDV(x,0) + im ΨΓ
(x,0) = EV(x,0) for every x ∈M.

We prove that BΓ is oriented. Since S−Γ is transverse to the zero section it
suffices to show that det(S−Γ) ∼= det(S). This follows from a standard argument
for determinant line bundles: If X and Y are Hilbert spaces, D : X → Y
is a Fredholm operator, V is a finite dimensional oriented Hilbert space, and
Γ : V → Y is a linear operator then there is a canonical isomorphism

det(D − Γ) ∼= det(D).

Here the operator D − Γ : X ⊕ V → Y is given by

(D − Γ)(x, v) := Dx− Γv.

To see this consider the exact sequence

0 → kerD ⊕ ker Γ → ker(D − Γ) → imD ∩ imΓ.

It shows that there is a canonical isomorphism

Λmax ker(D − Γ) ∼= Λmax kerD ⊗ Λmax ker Γ⊗ Λmax(imD ∩ imΓ). (18)

Since imΓ/(imΓ ∩ imD) ∼= im(D − Γ)/imD we have

ΛmaxcokerD ∼= Λmaxcoker(D − Γ)⊗ Λmax

(
im(D − Γ)

imD

)
∼= Λmaxcoker(D − Γ)⊗ Λmax

(
imΓ

imΓ ∩ imD

)
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and hence

Λmax(imD ∩ imΓ) ∼= ΛmaximΓ⊗ Λmax

(
imΓ

imD ∩ imΓ

)∗
∼= ΛmaximΓ⊗ Λmaxcoker(D − Γ)⊗ Λmax(cokerD)∗.

Inserting this identity into (18) and using Λmax ker Γ⊗ΛmaximΓ ∼= ΛmaxV ∼= R,
we find

det(D − Γ) ∼= Λmax kerD ⊗ Λmax(cokerD)∗ = det(D)

as claimed.

Proof of Theorem 7.4. By Proposition 7.7, it suffices to prove the existence of
a family of complements (V,Γ). Let x0 ∈ M = S−1(0), denote by G0 ⊂ G
be the stabiliser of x0, and let E0 ⊂ Ex0 denote the orthogonal complement of
the image of Dx0 . By the Fredholm property, E0 is a finite dimensional vector
space. The group G0 acts on Tx0B and Ex0 , and the operator Dx0 : Tx0B → Ex0

is G0-equivariant (because S is G-equivariant). Hence E0 inherits an orthogonal
linear action of G0. Consider the infinite dimensional vector space

V0 := {v ∈ C∞(G, E0) | v(hg0) = g0
∗v(h) ∀h ∈ G ∀ g0 ∈ G0} .

The group G acts on V0 by

(gv)(h) := v(g−1h) (19)

for g, h ∈ G.
We prove that there exists a finite dimensional G-invariant subspace V0 ⊂ V0

such that
E0 = {v0(1l) | v0 ∈ V0} .

To see this, choose any basis e1, . . . , em of E0 and choose sections vi ∈ V0 such
that vi(1l) = ei. Choose ε > 0 such that the vectors v′i(1l), . . . , v

′
m(1l) are linearly

independent whenever v′1, . . . , v
′
m ∈ V0 such that

‖v′i − vi‖L∞ < ε.

Now the eigenspaces of the Laplace operator

∆ = d∗d : V0 → V0,

with respect to a biinvariant metric on G, are G-invariant and finite dimensional.
Moreover, every element of V0 can be approximated in the L∞ norm by finite
linear combinations of eigenfunctions. Hence the functions v′i ∈ V0 can be
chosen such that each v′i is contained in a finite dimensional G-invariant subspace
Vi ⊂ V0. The subspace

V0 := V1 + · · ·+ Vm

has the required properties. (The subspaces Vi can also be obtained as a conse-
quence of the Peter–Weyl Theorem [5, Theorem 5.7].)
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Now let K : B × V0 → E be any bundle homomorphism such that

Kg∗x0v0 = g∗v0(g) ∈ Eg∗x0

for g ∈ G and v0 ∈ V0, where g∗x := (g−1)∗x. To see that such a homo-
morphism exists note first that, since v0(hg0) = g0

∗v0(h), the homomorphism
Kx : V0 → Ex is well defined for x ∈ G∗x0 := {g∗x0 | g ∈ G}. Secondly, since
G∗x0 is a submanifold of B, K can be extended by a partition of unity con-
struction (see [15, page 30] for partitions of unity on Hilbert manifolds) to a
homomorphism from B × V0 to E . The resulting homomorphism is not neces-
sarily G-equivariant. Define Γ0 : B × V0 → E by

Γ0xv0 :=
1

Vol(G)

∫
G

g∗Kg∗xgv0 dg ∈ Ex

for x ∈ B and v0 ∈ V0, where gv0 ∈ V0 is given by (19). Then Γ0 is G-equivariant
and Γ0x0v0 = v0(1l).

Now cover the compact set M ⊂ B by finitely many open sets U1, . . .UN
such that, for each i ∈ {1, . . . , N}, there exists a G-equivariant homomorphism
Γi : B × Vi → E such that

imDx + im Γix = Ex

for x ∈ Ui. Define
V := V1 ⊕ · · · ⊕ VN

and Γx : V → Ex by

Γx(v1, . . . , vN ) := Γ1xv1 + · · ·+ ΓNxvN .

Then (V,Γ) is a family of complements.

Proof of Theorem 7.5. The proof has three steps.

Step 1. For every finite dimensional reduction R of (B, E ,S) there exists a
finite dimensional reduction R′ = (B′, E′, S′, V ′, ψ′,Ψ′) such that R � R′ and
the bundle E′ → B′ admits a trivialization.

Let R = (B,E, S, V, ψ,Ψ). Shrinking B, if necessary, we may assume that
there exists a finite dimensional Hilbert space W equipped with an orthogonal
linear G-action and an injective G-equivariant vector bundle homomorphism
E → B ×W : (x, e) 7→ (x,Φxe). Define R′ by

B′ := {(x,w) ∈ B ×W |w ⊥ imΦx} , ψ′(x,w) := (ψ(x), w),
E′ := B′ ×W, Ψ′

(x,w)(Φxe+ w1) := (Ψxe, w1),
V ′ := V ×W, S′(x,w) := ΦxS(x) + w

for x ∈ B, e ∈ Ex, and w,w1 ∈ (im Φx)⊥. Then R � R′.

Step 2. For every finite dimensional reduction R = (B,E, S, V, ψ,Ψ) of a
G-moduli problem (B, E ,S) there exists a family of complements (W,Γ) for
(BV , EV ,SV ) such that R � RΓ.
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By Step 1, we may assume without loss of generality that E = B ×W . Choose
any bundle homomorphism Γ : BV ×W → EV such that

Γψ(x) = Ψx : W → EVψ(x)

for x near M = S−1(0) ⊂ B. Then R � RΓ. Note, in particular, that

BΓ =
{
(x, v, w) ∈ B × V ×W |Γx,vw = SV (x, v)

}
.

The inclusion B → BΓ is given by x 7→ (ψ(x), S(x)) and the bundle homomor-
phism E = B ×W → EΓ = BΓ ×W is the obvious lift of this inclusion.

Step 3. We prove Theorem 7.5.

By Step 2, we may assume that R0 = RΓ0 and R1 = RΓ1 for two families of
complements (V0,Γ0) and (V1,Γ1). Define a family of complements (V,Γ) by

V := V0 ⊕ V1, Γx(v0, v1) := Γ0xv0 + Γ1xv1.

for x ∈ B, v0 ∈ V0, and v1 ∈ V1. Then RΓi � RΓ for i = 0, 1.

8 Construction of the Euler class

Let (B, E ,S) be a regular G-moduli problem. We define the Euler class

χB,E,S : H∗
G(B; R) → R

as follows. Let α ∈ Ω∗G(B) be equivariantly closed and R = (B,E, S, V, ψ,Ψ) be
a finite dimensional reduction of (B, E ,S). Let (U, τ) be a Thom structure on
(B,E, S). We define

χB,E,S(α) := χB,E,S(ψ∗αV ) :=
∫
B/G

ψ∗αV ∧ S∗τ, (20)

where αV ∈ Ω∗G(BV ) is the pullback of α ∈ Ω∗G(B) under the obvious G-
equivariant projection BV = B × V → B. Since the difference of two Thom
forms is exact, the integral in (20) is independent of the choice of the Thom
structure. Since τ is G-closed it depends only on the equivariant cohomology
class of α.

Proposition 8.1. The Euler class χB,E,S is independent of the finite dimen-
sional reduction R used to define it. It satisfies, and is uniquely determined by,
the (Functoriality) and (Thom class) axioms.

Proof. Proposition 7.1 and Theorem 7.5.

Proposition 8.2. The Euler class satisfies the (Transversality) axiom.

Proof. Suppose S is transverse to the zero section and let (B,E, S) be a finite
dimensional reduction of (B, E ,S). Then S is also transverse to the zero section.
Hence the (Transversality) axiom follows from Corollary 6.4.
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Proposition 8.3. The Euler class satisfies the (Cobordism) axiom.

Proof. Let Ẽ → B̃ be a G-equivariant Hilbert space bundle over a Hilbert man-
ifold with boundary B := ∂B̃ and S̃ : B̃ → Ẽ be an oriented Fredholm section
with compact zero set. Suppose G acts with finite isotropy on B̃. Denote by
ι : B → B̃ the inclusion of the boundary and by (B, E ,S) the restriction of
(B̃, Ẽ , S̃) to the boundary. We must prove that

χB,E,S(ι∗α̃) = 0

for every α̃ ∈ H∗
G(B̃). To see this note that the proofs of Theorem 7.4 and

Proposition 7.7 carry over to G-moduli problems with boundary. Hence assume
that Γ : B̃×V → Ẽ is a family of complements for (B̃, Ẽ , S̃). Then, as in the proof
of Proposition 7.7, there exist an open neighbourhood Ũ ⊂ B̃ of M̃ = S̃−1(0)
and a δ > 0 such that Γ is transverse to S̃ at every point (x̃, v) ∈ Ũ × V such
that |v| < δ. Define

B̃ :=
{

(x̃, v) ∈ Ũ × V | S̃(x̃) = Γx̃v, |v| < δ
}

and
B := B̃ ∩ (B × V ).

Then B̃ is a smooth finite dimensional manifold with boundary ∂B̃ = B. Con-
sider the section S̃ : B̃ → V defined by

S̃(x, v) := v

and let S : B → V denote its restriction to the boundary. By Proposition 7.7,
the triple (B,E, S) with E := B×V is a finite dimensional reduction of (B, E ,S).
Let ψ̃ : B̃ → B̃ and ψ : B → B be defined by

ψ̃(x̃, v) := x̃, ψ(x, v) := x.

Then ψ is the restriction of ψ̃ to the boundary. Let τ̃ ∈ Ω∗G(B̃ × V ) be an
equivariant Thom form and denote by τ its restriction to B × V . Then for
every α̃ ∈ Ω∗G(B̃) the form ψ∗ι∗α̃ ∧ S∗τ ∈ Ω∗G(B) is the restriction of the form
ψ̃∗α̃ ∧ S̃∗τ̃ ∈ Ω∗G(B̃) to the boundary. Hence

χB,E,S(ι∗α̃) = χB,E,S(ψ∗ι∗α̃)

=
∫
B/G

ψ∗ι∗α̃ ∧ S∗τ

=
∫

eB/G dG(ψ̃∗α̃ ∧ S̃∗τ̃)

= 0.

The penultimate equation follows from Proposition 4.2 (ii) and the last equation
follows from the fact that α̃ and τ̃ are equivariantly closed.
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Proposition 8.4. The Euler class satisfies the (Subgroup) axiom.

Proof. Let B be a (finite dimensional) manifold with a smooth G action with
finite isotropy and suppose that H ⊂ G is a normal subgroup that acts freely
on B. Denote h := Lie(H) and let π : B → B/H be the obvious projection.
Let A ∈ Ω1(B, g) be a connection 1-form and denote by π∗A ∈ Ω1(B/H, g/h)
the induced connection 1-form on B/H. Then every local slice φ0 : U0 → B
determines a local slice π ◦ φ0 : U0 → B/H for the G/H action on B/H. Now
let α ∈ Ω∗G/H(B/H) be a G/H-closed equivariant differential form, supported
in (G/H)∗π ◦ φ0(U0). Then the composition of α : g/h → Ω∗(B/H) with the
projection j : g → g/h, followed by the pullback π∗ : Ω∗(B/H) → Ω∗(B), is a
G-closed equivariant differential form on B which we denote by π∗j∗α ∈ Ω∗G(B).
It is supported in G∗φ0(U0) and satisfies

(π∗j∗α)A = π∗απ∗A.

Hence∫
B/G

π∗j∗α =
∫
U0

φ∗0(π
∗j∗α)A =

∫
U0

(π ◦ φ0)∗απ∗A =
∫

(B/H)/(G/H)

α.

This proves the proposition.

We have established all properties of the Euler class except for the (Rational-
ity) axiom. The proof relies upon an alternative construction of the Euler class
via multivalued perturbations. After some preparations on weighted branched
submanifolds the (Rationality) axiom is proved at the end of Section 10.

9 Weighted branched submanifolds

To prove the (Rationality) axiom it suffices, by Theorem 7.4, to consider the
finite dimensional case. Let (B,E, S) be a finite dimensional G-moduli prob-
lem. In general, there is no G-equivariant perturbation of S which is transverse
to the zero section. However, it is always possible to construct a multivalued
perturbation Σ : B → 2E with rational weights which is both equivariant and
transverse to the zero section. This gives rise to an alternative definition of
the function χB,E,S and shows that it takes rational values on H∗

G(B; Q). Such
multivalued perturbations were used by Fukaya and Ono [11] in their construc-
tion of the Gromov–Witten invariants on general symplectic manifolds. The
following exposition grew out of discussions of the third author with Hofer in
our attempt to understand Floer homology for general symplectic manifolds.
A preliminary discussion of multivalued perturbations and branched manifolds
can also be found in [23].

We begin with an exposition of weighted branched submanifolds. They will
appear in the next section as zero sets of multivalued sections.

33



Definition 9.1. Let B be a finite dimensional manifold and G be a compact
oriented Lie group which acts on B with finite isotropy. Let d be a nonnegative
integer. A weighted branched d-submanifold of B is a function

λ : B → Q ∩ [0,∞)

with the following properties.

(Equivariance) λ(g∗x) = λ(x) for all x ∈ B and g ∈ G.

(Local structure) For each x0 ∈ B there exist an open neighbourhood U
of x0, finitely many (d + dim G)-submanifolds M1, . . . ,Mm ⊂ U (called
branches of λ), and finitely many positive rational numbers λ1, . . . , λm
(called weights) such that each Mi is a relatively closed subset of U and

λ(x) =
∑
x∈Mi

λi

for every x ∈ U .

A weighted branched d-submanifold λ of B is called compact if its support

M := {x ∈ B |λ(x) > 0}

is compact. A point x ∈ M is called a branch point if the restriction of λ
to M is not locally constant near x. The set of branch points will be denoted
by M b.

Remark 9.2. Note that d denotes the dimension of the quotient by G. An
ordinary submanifoldM ⊂ B can be viewed as a weighted branched submanifold
by taking for λ the characteristic function of M .

Remark 9.3. A point x is a branch point if and only if there exist two local
branches Mi and Mj near x such that x ∈ Mi ∩ Mj \ intMi

(Mi ∩ Mj). An
intrinisic definition of branched manifold is given in [23, Definition 5.6]. As part
of that definition it is required that

intMi
(Mi ∩Mj) = intMj

(Mi ∩Mj)

for any two local branches in U . This condition is automatically satisfied when
Mi and Mj are submanifolds of B of the same dimension. Under this hypothesis
it is proved in in [23, Lemma 5.10] that the set of branch points is nowhere dense
in M .

Example 9.4. Consider the branched 1-submanifold of the plane whose support
is the union M of an embedded circle of length one and the graph of a smooth
nonnegative function on the circle that vanishes on a Cantor set. Then the set
M b of branch points is the Cantor set. Its measure can be chosen arbitrarily
close to one.
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Example 9.5. The S-figure in a circle in the plane is not the support of a
weighted branched 1-submanifold.

Example 9.6. This example shows that it is not always possible to choose the
neighbourhood U in the local structure axiom to be G-invariant.

Let S1 = {eiθ | θ ∈ R} act on S3 = {(z, w) ∈ C2
∣∣ |z|2 + |w|2 = 1} by

eiθ(z, w) := (eikθz, ei`θw),

where k and ` are relatively prime. Then the subset

M := {(z, w)
∣∣ Re(z`w̄k) = 0}

of S3 is an S1-invariant immersed 2-torus with transverse self-intersections. It
is the support of a weighted branched 1-submanifold with weights equal to one
away from branch points and branched along the two orbits 0× S1 and S1 × 0.

Remark 9.7. The support of a weighted branched submanifold is a rectifi-
able set in the sense of geometric measure theory [18]. Thus certain properties
of weighted branched submanifolds follow from general properties of rectifiable
sets, notably the existence of tangent spaces at almost all points (Lemma 9.10).
However, weighted branched submanifolds are much simpler objects and we give
direct proofs without referring to geometric measure theory. We also point out
that our definition below of an orientation of a weighted branched submani-
fold differs from an orientation of a rectifiable set in [18], and compact oriented
weighted branched submanifolds are not rectifiable currents in the sense of ge-
ometric measure theory (because of the rational weights).

The branched tangent bundle

Consider the bundle of Grassmannians of linear subspaces F ⊂ TxB that contain
the tangent space of the G-orbit of x and have dimension d+dim G. We denote
this Grassmannian bundle by

Grd(TB/g) := {(x, F ) |x ∈ B, F ∈ Grd(TxB/g)} .

Proposition 9.8. Let λ : B → Q be a weighted branched d-submanifold of B.
Then there exists a unique weighted branched d-submanifold

Tλ : Grd(TB/g) → Q

such that
Tλ(x, F ) =

∑
TxMi=F

λi (21)

for any system of local branches (Mi, λi) near x. The branched submanifold Tλ
of Grd(TB/g) is called the tangent bundle of λ.
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Proof. The proof has three steps.

Step 1. If (Mi, λi), i = 1, . . . ,m, is a system of local branches of λ near x such
that x ∈Mi for every i. Then ξ∗x ∈ TxMi for every i and every ξ ∈ g.

By assumption, λ(x) =
∑m
i=1 λi. Suppose, by contradiction that there exists

an index j and an element ξ ∈ g such that ξ∗x /∈ TxMj . Then exp(tξ)∗x /∈ Mj

for small positive t and hence λ(exp(tξ)∗x) < λ(x), in contradiction to the
equivariance axiom for branched submanifolds.

Step 2. There exists a unique function Tλ : Grd(TB/g) → Q that satisfies (21)
for every system of local branches (Mi, λi) near x.

The function Tλ is obviously uniquely determined by conditon (21). We must
prove that it is well defined. Let (Mi, λi), i = 1, . . . ,m, and (Nj , µj), j =
1, . . . , n, be two systems of local branches in a common open neighbourhood U
of x0 such that

x0 ∈
m⋂
i=1

Mi ∩
n⋂
j=1

Nj .

We claim that there exist

• a positive integer `,

• sequences xk,ν ∈ M \M b for k = 1, . . . , ` such that limν→∞ xk,ν = x0 for
every k,

• and decompositions

{1, . . . ,m} = I1 ∪ · · · ∪ I`, {1, . . . , n} = J1 ∪ · · · ∪ J`,

such that Ik = {i |xk,ν ∈Mi} and Jk = {j |xk,ν ∈ Nj} for every k and
every ν.

To see this note that, by Remark 9.3, there exists a sequence x1,ν ∈ M1 \
M b converging to x0. Let I1,ν ⊂ {1, . . . ,m} be the set of indices i such that
x1,ν ∈ Mi and, similarly, J1,ν ⊂ {1, . . . , n} be the set of indices j such that
x1,ν ∈ Nj . Passing to a subsequence, if necessary, we may assume that the
index sets I1,ν =: I1 and J1,ν =: J1 are independent of ν. If I1 = {1, . . . ,m}
then λ(x1,ν) = λ(x0) for every ν and so J1 = {1, . . . , n}. Otherwise choose a
sequence x2,ν ∈ M \

⋃
i∈I1 Mi converging to x0. Since M \M b is dense in M

(see Remark 9.3), we may assume without loss of generality that x2,ν /∈ M b.
Now continue by induction to obtain the required sequences xk,ν , k = 1, . . . , `.

With the existence of the sequences xk,ν established we have

Fk,ν := Txk,ν
Mi = Txk,ν

Nj

for every i ∈ Ik and every j ∈ Jk, because xk,ν is not a branch point of M .
Moreover, by construction, the numbers

νk := λ(xk,ν) =
∑
i∈Ik

λi =
∑
j∈Jk

µj
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are independent of ν. It follows that

Fk := lim
ν→∞

Fk,ν = Tx0Mi = Tx0Nj

for every i ∈ Ik and every j ∈ Jk. Hence∑
TxMi=F

λi =
∑
Fk=F

νk =
∑

TxNj=F

µj .

This proves that the sum in (21) is independent of the choice of the local
branches.

Step 3. The function Tλ : Grd(TB/g) → Q of Step 2 is a weighted branched
submanifold of Grd(TB/g).

Equivariance follows from the fact that, if the weighted submanifolds (Mi, λi)
are local branches of λ in U , then the weighted submanifolds (g∗Mi, λi) are
local branches of λ in g∗U . The function Tλ evidentity satisfies the local struc-
ture axiom with local branches TMi := {(x, TxMi) |x ∈ Mi} ⊂ Grd(TB/g) in
π−1(U) ⊂ Grd(TB/g) and weights λi.

Definition 9.9. Let λ : B → Q be a weighted branched d-submanifold of B with
support M . A point x ∈M is called singular if

# {F ∈ Grd(TxB/g) |Tλ(x, F ) 6= 0} > 1.

The set of singular points will be denoted by Ms.

Note that
Ms ⊂M b

for every weighted branched d-submanifold. In general, the set M b can be con-
siderably larger than Ms, although both sets are nowhere dense. Example 9.4
shows that the set M \M b can have arbitrarily small measure. In contrast, the
next lemma shows that the set Ms always has measure zero.

Lemma 9.10. Let λ be a weighted branched d-submanifold of B with support
M and local branches M1, . . . ,Mm near x0. Then, for every j, the set Mj ∩Ms

has measure zero in Mj.

Proof. Fix a number j ∈ {1, . . . ,m} and, for j′ 6= j, consider the set

Cj′ := {x ∈Mj′ ∩Mj |TxMj′ 6= TxMj},

where TxMj′ and TxMj are understood as nonoriented subspaces of TxB. Then
each set Cj′ is a countable union of compact sets, namely of the sets Cj′,ε of all
points x ∈Mj′∩Mj such that TxMj′ contains a unit vector whose angle to TxMj

is at least ε and whose open ε-neighbourhood is contained in U . Moreover,

Mj ∩Ms =
⋃
j′ 6=j

Cj′ .
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Now fix a number j′ ∈ {1, . . . ,m} \ {j}. Let x ∈ Cj′ . Then there exists a
neighbourhood V ⊂ B of x such that the intersection Mj ∩Mj′ ∩V is contained
in a codimension-1 submanifold of Mj . Hence the set Cj′ ∩ V is contained in
a codimension-1 submanifold of Mj . Since Cj′ is a countable union of compact
sets it follows that the Cj′ can be covered by countably many codimension-1
submanifolds of Mj . Since this holds for every j′ 6= j, it follows that Mj ∩Ms

has measure zero.

Orientations

Next we shall introduce the notion of an orientation of a branched submanifold.
Consider the bundle of Grassmannians of oriented linear subspaces of TxB that
contain the tangent space of the G-orbit of x and have dimension d + dim G.
We denote this Grassmannian bundle by

Gr+d (TB/g) :=
{
(x, F ) |x ∈ B, F ∈ Gr+d (TxB/g)

}
.

We write −F for the subspace F equipped with the opposite orientation.

Definition 9.11. Let B be a finite dimensional manifold and G be a compact
oriented Lie group which acts on B with finite isotropy. Let λ : B → Q be a
weighted branched d-submanifold of B. An orientation of λ is a function

µ : Gr+d (TB/g) → Q

with the following properties.

(Equivariance) µ(g∗x, g∗F ) = µ(x, F ) for all x ∈ B, F ∈ Gr+d (TxB/g), and
g ∈ G.

(Local structure) For each x0 ∈ B there exists a system of oriented local
branches (Mi, λi), i = 1, . . . ,m, in a neighbourhood U such that

µ(x, F ) =
∑

TxMi=F

λi −
∑

TxMi=−F
λi

for every x ∈ U .

Remark 9.12. Every orientation µ of λ satisfies

µ(x,−F ) = −µ(x, F ). (22)

Note that µ can vanish on the Grassmannian Gr+d (TxB/g) for a point x ∈ M
when the oriented weights of the branches cancel each other out at x.

Remark 9.13. Every weighted branched d-submanifold λ : B → Q admits an
orientation. To see this, choose local oriented branches (Mi, λi) such that every
branch appears twice, once with each orientation. Then the function µ ≡ 0
satisfies the requirements of Definition 9.11.
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Remark 9.14. If λ : B → Q is the characteristic function of an ordinary sub-
manifold M ⊂ B then the oriented Grassmannian Gr+d (TM/g) is a 2-1 covering
over M . If M is orientable then an orientation corresponds to a continuous
function µ : Gr+d (TM/g) → Q ∩ [−1, 1] which satisfies (22). To see this, fix an
orientation of M in the usual sense, let x0 ∈M and denote µ0 := µ(x0, Tx0M).
Choose a positively oriented local branch with weight λ1 := (1 + µ0)/2 and a
negatively oriented local branch with weight λ2 := (1 − µ0)/2. If µ takes only
values ±1 it is equivalent to an orientation in the usual sense. If M is connected
and not orientable then µ ≡ 0 is the only orientation of λ.

Remark 9.15. In the case d = 0 the set Gr+0 (TxB/g) is canonically isomor-
phic to {±g∗x}. In this case an orientation determines a function B → Q :
x 7→ µ(x, g∗x). We emphasize that the contravariant action determines the
orientation and this is important when the dimension of G is odd.

Example 9.16. Consider a branched 1-submanifold λ of the plane B = R2

whose support M is the union of a circle and the graph of a smooth nonnegative
function on the circle which vanishes on a closed intervalM0 ⊂ S1 and is positive
on the complement S1 \M0. Assume that λ(x) = 2 for x ∈ M0 and λ(x) = 1
for x ∈ M \M0. Then λ admits four orientations which are equal to ±1 on
M \M0. Two of these orientations vanish on M0.

Remark 9.17. Definition 9.11 is more general than the definition of an oriented
branched submanifold in [23]. In [23] it is required that the orientations of the
local branches can be chosen such that they agree over the complement of the
set M b of the branch points. The orientation µS,σ of λS,σ in Proposition 10.5
below satisfies this condition. However, it is not necessary to impose this in
order to obtain a well defined notion of an integral over a compact oriented
branched d-submanifold.

Example 9.18 (Product). The product of two weighted branched subman-
ifolds λi : Bi → Q is the weighted branched submanifold λ : B0 × B1 → Q
defined by

λ(x0, x1) := λ0(x0)λ1(x1).

Orientations µi : Gr+di
(TBi/gi) → Q of the λi induce an orientation

µ : Gr+d0+d1(T (B0 ×B1)/(g0 × g1)) → Q,

of λ via
µ((x0, x1), F0 × F1) := µ0(x0, F0)µ1(x1, F1).

Branched cobordisms

Compact weighted branched d-submanifolds of B form a (small) category. The
morphisms are branched cobordisms. This requires the notion of a branched
d-submanifolds with boundary. More precisely, let B be a smooth finite dimen-
sional G-manifold with (G-invariant) boundary ∂B. A weighted branched d-
submanifold with boundary λ : B → Q is defined as in Definition 9.1 except

39



that the local branches Mi are now submanifolds with boundary ∂Mi = Mi∩∂B
and they are required to be transverse to the boundary ∂B. The boundary
of λ is defined as the restriction ∂λ := λ|∂B . If µ : Gr+d (TB/g) → Q is
an orientation of λ then the boundary orientation of ∂λ is the function
∂µ : Gr+d (T∂B/g) → Q defined by

∂µ(x, ∂F ) :=
∑
ν

µ(x, νR⊕ ∂F )

for x ∈ ∂B and ∂F ∈ Gr+d−1(Tx∂B/g), where the sum runs over all outward
pointing unit normal vectors ν.

Definition 9.19. Let B be a smooth finite dimensional G-manifold.
(i) Two compact weighted branched d-submanifolds λ0, λ1 : B → Q are called
cobordant if there exists a compact weighted branched (d + 1)-submanifold
λ : [0, 1]×B → Q and a constant ε > 0 such that

λ0(x) = λ(t, x), λ1(x) = λ(1− t, x)

for every x ∈ B and every t ∈ [0, ε]. In this case λ is called a compact
weighted branched cobordism from λ0 to λ1.
(ii) Two compact oriented weighted branched d-submanifolds (λ0, µ0), (λ1, µ1)
of B are called oriented cobordant if there exists a compact oriented weighted
branched (d+1)-submanifold (λ, µ) of [0, 1]×B such that λ is a compact weighted
branched cobordism from λ0 to λ1 and

µ0(x, F ) = µ((0, x),R(−1, 0)× F ), µ1(x, F ) = µ((1, x),R(1, 0)× F )

for every x ∈ B and every F ∈ Gr+d (TxB/g). In this case (λ, µ) is called a
compact oriented weighted branched cobordism from (λ0, µ0) to (λ1, µ1).

Let λ : B → Q be a weighted branched d-submanifold of B and λ′ : B → Q
be a weighted branched d′-submanifold. Then λ and λ′ are called transverse
if any two subspaces F, F ′ ⊂ TxB such that Tλ(x, F ) > 0 and Tλ(x, F ′) > 0
intersect transversally. In this case the product

λλ′ : B → Q,

is again a weighted branched submanifold, called the intersection of λ and
λ′. An orientation of B and orientations µ : Gr+d (TB/g) → Q and µ′ :
Gr+d′(TB/g) → Q of λ and λ′, respectively, induce an orientation

µµ′ : Gr+d+d′−dimB+dim G(TB/g) → Q

of λλ′ via
µµ′(x,H) :=

∑
H=F∩F ′

µ(x, F )µ1(x, F ′). (23)

for H ∈ Gr+d+d′−dimB+dim G(TxB/g).
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Proposition 9.20. Let λ′ : B → Q be a weighted branched d′-submanifold of
B with closed support. Then the following holds.
(i) Every compact (oriented) weighted branched d-submanifold λ : B → Q is
(oriented) cobordant to a compact (oriented) weighted branched d-submanifold
of B that is transverse to λ′.
(ii) If λ0, λ1 : B → Q are (oriented) weighted branched d-submanifolds of B
that are (oriented) cobordant and transverse to λ′ then there exists a compact
(oriented) weighted branched cobordism λ : [0, 1] × B → Q from λ0 to λ1 such
that λ is transverse [0, 1]× λ′.

Proof. The transversality theory in [1] can be adapated to branched subman-
ifolds as follows. A multivalued vector field on B is a weighted branched
d-submanifold η : TB → Q such that the branches of η are local vector fields
on B and ∑

v∈TxB

η(x, v) = 1

for every x ∈ B (see Definition 10.1 below). The convolution of two such vector
fields is defined by

η0 ∗ η1(x, v) :=
∑

v0+v1=v

η0(x, v0)η1(x, v1).

Using cutoff functions one can show that, for every x ∈ B and every v ∈ TxB,
there exists a multivalued vector field η : TB → Q such that η(x, v) 6= 0.
Hence, by using convolutions, one can construct a finite sequence of multivalued
vector fields η1, . . . , ηN : TB → Q along λ such that, for every x ∈ B such
that λ(x) > 0, there exist a spanning sequence v1, . . . , vN ∈ TxB such that
ηi(x, vi) > 0. Now choose any G-invariant metric on B and, for ε > 0 sufficiently
small, consider the function

Λ : {ζ ∈ RN | |ζ| < ε} ×B → Q

defined by

Λ(ζ, x) :=
1
N

N∑
i=1

∑
xi∈B

λ(xi)
∑

vi∈Txi
B

expxi
(ζivi)=x

ηi(xi, vi)

for ζ = (ζ1, . . . , ζN ) ∈ RN such that |ζ| < ε and x ∈ B. Then Λ is a weighted
branched (d+N)-submanifold of RN ×B,

Λ(0, x) = λ(x),

and Λ is transverse to Λ′ := RN × λ′. Hence the intersection ΛΛ′ is a branched
submanifold of RN × B. Let ζ1 ∈ RN be a sufficiently small common regular
value of the projections from the branches of ΛΛ′ to RN . Then the compact
branched submanifold

B → Q : x 7→ Λ(ζ1, x)

is cobordant to λ and transverse to λ′. This proves (i). The proof of (ii) is
similar.
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Integration

Let λ : B → Q be a compact weighted branched d-submanifold of B with
support M and let µ : Gr+d (TB/g) → Q be an orientation of λ. We now
explain how to integrate an equivariant differential form α ∈ ΩdG(B) over (λ, µ).
Abusing notation, we shall not indicate the dependence on µ in the notation.
The integral is defined by∫

λ/G

α :=
N∑
i=1

mi∑
j=1

λij
|Gi|

∫
Mij∩φi(Ui)

ρiαA, (24)

where A ∈ Ω1(B, g) is a connection 1-form on B, (Ui, φi,Gi), i = 1, . . . , N ,
are local slices of the G-action on B such that the sets G∗φi(Ui) cover M , the
pairs (Mij , λij), j = 1, . . . ,mi, are the oriented weighted branches of M in a
neighbourhood of φi(Ui), and the functions ρi : B → [0, 1] form a G-invariant
partition of unity over M such that supp ρi ⊂ G∗φi(Ui).

Proposition 9.21. (i) The integral (24) is independent of the oriented local
branches, the connection, the local slices, and the partition of unity used to
define it.
(ii) If β ∈ Ωd−1

G (B) and λ : B → Q is a compact oriented weighted branched
d-submanifold with boundary then∫

λ/G

dGβ =
∫
∂λ/G

β.

Proof. Fix a local slice (U0, φ0,G0). Suppose that (Mi, λi), i = 1, . . . ,m, and
(Nj , µj), j = 1, . . . , n, are two collections of oriented local branches in a neigh-
bourhood of φ0(U0), such that the orientations of both collections of local
branches are compatible with µ as in Definition 9.11. Suppose that α ∈ ΩdG(B)
is supported in G∗φ0(U0) and let A ∈ Ω1(B, g) be a connection 1-form. We
must prove that

m∑
i=1

λi

∫
Mi∩φ0(U0)

αA =
n∑
j=1

µj

∫
Nj∩φ0(U0)

αA. (25)

To see this recall from Lemma 9.10 that each set Mi ∩Ms and Nj ∩Ms has
measure zero. Moreover, by Definition 9.9, the projection from the support of
Tλ to B is bijective over M \Ms. Hence the tangent spaces of the submanifolds
Mi \Ms and Nj \Ms agree at each intersection point. Now choose a finite
collection of G-invariant disjoint Borel sets Q1, . . . , Q` ⊂M \Ms such that

M ∩ φ0(U0) \Ms = Q1 ∪ · · · ∪Q`,

Mi ∩Qk 6= ∅ =⇒ Qk ⊂Mi,

Nj ∩Qk 6= ∅ =⇒ Qk ⊂ Nj
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for all i, j, and k. Define the measurable functions fk : M ∩ φ0(U0) → [0, 1] by

fk(x) :=
{

1, if x ∈ Qk,
0, if x /∈ Qk.

Moreover, choose finite sequences ik ∈ {1, . . . ,m} and jk ∈ {1, . . . , n} such that
Qk ⊂Mik ∩Njk for all k. Then, by Definition 9.11,

m∑
i=1

λi

∫
Mi∩φ0(U0)

αA =
∑̀
k=1

m∑
i=1

λi

∫
Mi∩φ0(U0)\Ms

fkαA

=
∑̀
k=1

∫
Mik

∩φ0(U0)\Ms

µ(x, TxMik)fkαA

=
∑̀
k=1

∫
Njk

∩φ0(U0)\Ms

µ(x, TxNjk)fkαA

=
∑̀
k=1

n∑
j=1

µj

∫
Nj∩φ0(U0)\Ms

fkαA

=
n∑
j=1

µj

∫
Nj∩φ0(U0)

αA.

This proves (25). It follows that the integral (24) is independent of the choice
of the local branches and the partition of unity used to define it. To prove (ii),
suppose first that β is supported in an open set G∗φi(Ui) and choose a partition
of unity such that ρi is equal to one on the support of β. Then the the result
follows from Stokes’ theorem and the fact that (dGβ)A = dβA (Theorem 3.8 (ii)).
To prove (ii) in general, consider the form

∑
i dG(ρiβ) for a suitable G-invariant

partition of unity ρi. The independence of the connection A now follows from (ii)
and Theorem 3.8 (iii). The independence of the local slices follows as in the proof
of Proposition 4.2.

Intersection numbers

Suppose that B is oriented and (λ, µ) and (λ′, µ′) are compact oriented weighted
branched submanifolds of B that intersecting transversally. If their dimensions
satisfy

d+ d′ = dimB − dim G

then the intersection (λλ′, µµ′) is a compact oriented weighted branched 0-sub-
manifold. This is just a collection of finitely many G-orbits [x] with isotropy
subgroups Gx and orientations µ(x, g∗x) ∈ Q. In this case the intersection
number of λ and λ′ is defined by

λ · λ′ :=
∫
λλ′/G

1 =
∑
[x]

∑
g∗x=F∩F ′

µ(x, F )µ′(x, F ′)
|Gx|

.
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Here the first sum runs over all G-orbits [x] in B and the second sum over all
pairs (F, F ′) ∈ Gr+d (TxB/g)×Gr+d′(TxB/g).

Proposition 9.22. The intersection number depends only on the oriented co-
bordism classes of λ and λ′.

Proof. Suppose that λ0 is oriented cobordant to λ1 and that λ0 and λ1 are trans-
verse to λ′. Then, by Proposition 9.20, there exists a compact oriented weighted
branched cobordism λ from λ0 to λ1 that is transverse to [0, 1] × λ′. Hence
the intersection λ([0, 1] × λ′) is a (1-dimensional) compact oriented weighted
branched cobordism from λ0λ

′ to λ1λ
′. Hence it follows from Proposition 9.21

that λ0 · λ′ = λ1 · λ′.

Now consider the case G = {1l}. Let X be a smooth compact oriented
finite dimensional manifold with boundary ∂X and (λ, µ) be a compact oriented
weighted branched d-submanifold of X whose support M does not intersect the
boundary ∂X. Let Y be a compact oriented smooth manifold with boundary
such that

d+ dim Y = dim X.

A smooth map f : (Y, ∂Y ) → (X, ∂X) is called transverse to λ if the graph
of f and Y × λ are transverse as as weighted branched manifolds of Y ×X, or
equivalently, if f is transverse to every branch of λ. If this holds then it follows
from the definition of a branched submanifold that f−1(M) ⊂ Y is a finite set.
The intersection number of f with (λ, µ) is given by

f · λ =
∑

y∈f−1(M)

my∑
j=1

λiε(y; f,Mi),

where Uy ⊂ X is an open neighbourhood of f(y), the pairs (Mi, λi) for i =
1, . . . ,my are the local oriented weighted branches of (λ, µ) in Uy, and the
intersection number ε(y; f,Mi) is defined to be ±1 according to whether or not
the orientations agree in the decomposition

Tf(y)X = im df(y)⊕ Tf(y)Mi.

Applying Proposition 9.22 with G = {1l} to the graph of f and the branched
submanifold Y ×λ of Y ×X we find that the intersection number depends only
on the homotopy class of f and the oriented cobordism class of (λ, µ).

Rational cycles

The next theorem asserts that, in the case G = {1l}, every compact oriented
weighted branched submanifold determines a rational homology class and that
the intersection corresponds to the intersection product in homology.

Theorem 9.23. Let Z be a smooth finite dimensional manifold and λ : Z → Q
be a compact oriented weighted branched d-submanifold of Z.
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(i) There exists a unique rational homology class [λ] ∈ Hd(Z; Q) in singular
homology such that

〈[α], [λ]〉 =
∫
λ

α

for every closed d-form α ∈ Ωd(Z).
(ii) The homology class [λ] depends only on the oriented cobordism class of λ.
(iii) If Z is oriented and λ′ : Z → Q is a compact oriented weighted branched
submanifold of Z that intersects λ transversally then

[λλ′] = [λ] · [λ′],

where · denotes the intersection pairing on singular homology.

Proof. The proof has eight steps.

Step 1. We may assume without loss of generality that Z is oriented.

Let π : Z̃ → Z be the oriented double cover and denote by λ̃ : Z̃ → Q the
composition of λ with π. Assuming assertion (i) in the oriented case we obtain
a homology class [λ̃] ∈ Hd(Z̃; Q). The required homology class on Z is then
given by 2[λ] := π∗[λ̃] ∈ Hd(Z; Q).

Step 2. Let X ⊂ Z be a compact neighbourhood of the support M of λ with
smooth boundary ∂X. Let α ∈ Ωd(X) be a closed differential form whose coho-
mology class [α] ∈ Hd(X; R) is dual to a smooth map f : (Y, ∂Y ) → (X, ∂X).
Then ∫

λ

α = f · λ. (26)

To see this note that, by a standard general position argument, f can be chosen
transverse to λ. Suppose first that f is an embedding. Then there exists a
closed d-form αf ∈ Ωd(X) such that α−αf is exact, αf is supported in a small
tubular neighbourhood of f(Y ), and the pullback of αf to the normal bundle
of f(Y ) is a Thom form. Hence, by Proposition 9.21 (ii),∫

λ

α =
∫
λ

αf .

Now the formula (26), with kα replaced by αf , follows from the fact that the
integral of αf over a local branch Mi of λ is localized near the intersection point
f(y) ∈Mi and is equal to the intersection number ε(y; f,Mi) at this point.

The nonembedded case can be reduced to the embedded case by replacing
f by the graph of f and α by a closed n-form τf ∈ Ωn(Y ×X) such that τf is
supported in a tubular neighbourhood Uf ⊂ Y × X of the graph of f . Then
α−

∫
Y
τf ∈ Ωd(X) is exact, where

∫
Y

denotes integration over the fibre. Hence∫
λ

α =
∫
Y×λ

τf = graph(f) · (Y × λ) = f · λ.
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Here Y ×λ denotes the induced branched n-submanifold of Y ×X with support
Y ×M and the orientation Y ×µ on Y ×λ is induced by the orientation of Y and
µ. In the above equation the first equality follows from Proposition 9.21 (ii),
the second from the embedded case, and the last from the definition of the
intersection number. This proves (26).

Step 3. If α ∈ Ωd(Z) represents a rational cohomology class [α] ∈ Hd(Z; Q)
then

∫
λ
α ∈ Q.

Let X ⊂ Z be a compact neighbourhood of the support M of λ with smooth
boundary ∂X and denote by ι : X → Z the obvious inclusion. Then ι∗α
represents a singular cohomology class [ι∗α] ∈ Hd(X; Q). The Poincaré dual of
[ι∗α] is a relative rational homology class

PD([ι∗α]) ∈ Hn−d(X, ∂X; Q), n := dim X.

Now for every such class there exist an integer k, a compact oriented smooth
(n − d)-manifold Y with boundary, and a smooth map f : (Y, ∂Y ) → (X, ∂X)
such that the image of [Y ] ∈ Hn−d(Y, ∂Y ; Q) under f∗ is equal to

f∗[Y ] = kPD([ι∗α]) ∈ H∗(X, ∂X; Q)

(see [7, Corollary 27.13]). Here we denote by [Y ] the image of the fundamen-
tal class (understood as an integral homology class) under the homomorphism
H∗(Y, ∂Y ; Z) → H∗(Y, ∂Y ; Q). Hence, by Step 2,

k

∫
λ

α = f · λ ∈ Q.

This proves Step 3.

Step 4. We prove (i) and (ii).

By de Rham’s theorem, every rational singular cohomology class can be rep-
resented by a differential form α ∈ Ωd(Z) such that the integral of α over
every smooth integral cycle is a rational number. By Step 3,

∫
λ
α ∈ Q for ev-

ery such differential form α. Thus integration over λ defines a homomorphism
Hd(X; Q) → Q. Now the universal coefficient theorem asserts that

Hd(X; Q) ∼= Hom(Hd(X; Q),Q).

Hence there exists a rational cycle in X (and hence in Z) such that integra-
tion over λ is equal to integration over this rational cycle. This proves (i).
Assertion (ii) follows from Proposition 9.21.

Step 5. Assume d+d′ = dimZ and let τλ ∈ ΩdimZ−d(Z) be a closed form with
compact support that is dual to [λ]. Then∫

λ′
τλ = λ · λ′ (27)
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for every oriented weighted branched d′-submanifold λ′ : Z → Q that is trans-
verse to λ and has closed support.

Choose a compact neighbourhood X of the support of λ with smooth boundary
∂X such that each branch of λ′ intersects X in a closed submanifold and is
transverse to the boundary. We may also choose X such that each of these
branches intersects the support of λ in precisely one point. By (i) and Poincaré
duality, there exists a closed form τλ ∈ ΩdimZ−d(X) such that supp τλ ⊂ X \∂X
and ∫

λ

α =
∫
X

α ∧ τλ

for every closed form α ∈ Ωd(X). Denote by

M ′
1, . . . ,M

′
k ⊂ X

the intersections of the oriented branches of λ′ with X and let λ′1, . . . , λ
′
k be the

corresponding rational weights. For each j choose a differential form τ ′j ∈ Ωd(X)
with support near M ′

j such that τ ′j is a Thom form on the normal bundle of M ′
j .

Then, By Corollary 6.3, ∫
X

β ∧ τ ′j =
∫
M ′

j

β

for every closed form β ∈ Ω∗(X) with suppβ ⊂ X \ ∂X. Hence∫
λ′
τλ =

k∑
j=1

λ′j

∫
M ′

j

τλ

=
k∑
j=1

λ′j

∫
X

τλ ∧ τ ′j

= (−1)dd
′
k∑
j=1

λ′j

∫
X

τ ′j ∧ τλ

= (−1)dd
′
k∑
j=1

λ′j

∫
λ

τ ′j

= (−1)dd
′
k∑
j=1

λ′jM
′
j · λ

= (−1)dd
′
λ′ · λ

= λ · λ′.

Here the fifth equality follows from (26). Thus we have proved (27).

Step 6. Let λ′ : Z → Q be an oriented weighted branched d′-submanifold of
Z with closed support and Y ⊂ Z be a smooth oriented submanifold that is
transverse to λ′ and closed as a subset of Z. Then∫

λ′
α ∧ τY =

∫
Y ∩λ′

α (28)
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for every compactly supported closed form α ∈ Ωd
′−codimY (X). Here τY ∈

ΩcodimY (Z) is a Thom form for the normal bundle of Y .

The branched (d′ − codimY )-submanifold Y ∩ λ′ is defined by

(Y ∩ λ′)(z) :=
{
λ′(z), if z ∈ Y,

0, if z ∈ Z \ Y.

The orientation of Y ∩ λ′ is defined by (23) with µ given by the orientation
of Y . Suppose first that W ⊂ Z is a compact oriented submanifold which is
transverse to Y , λ′, and Y ∩λ′, and that α = τW is a Thom form for the normal
bundle of W . Then∫

λ′
τW ∧ τY = (W ∩ Y ) · λ′ = W · (Y ∩ λ′) =

∫
Y ∩λ′

τW .

Here the first and last equalities follow from Step 5. This proves Step 6 in the
case α = τW . The general case can be reduced to the case α = τW as in the
proof of Step 2.

Step 7. Assume d+d′ > dimZ and let τλ ∈ ΩdimZ−d(Z) be a closed form with
compact support that is dual to [λ]. Then∫

λ′
α ∧ τλ =

∫
λλ′

α (29)

for every closed form α ∈ Ωd+d
′−dimZ(X) and every oriented weighted branched

d′-submanifold λ′ : Z → Q that is transverse to λ and has closed support.

We assume first that α = τY is dual to a smooth submanifold Y ⊂ X with
boundary ∂Y = Y ∩ ∂X and that Y is transverse to λ, λ′, and λλ′. Then∫

λ′
τY ∧ τλ = (−1)codimY ·codimλ

∫
λ′
τλ ∧ τY

= (−1)codimY ·codimλ

∫
Y ∩λ′

τλ

= (−1)codimY ·codimλλ · (Y ∩ λ′)
= Y · (λλ′)

=
∫
λλ′

τY .

Here the second equality follows from Step 6 and the the third and last equalities
follow from Step 5. This proves Step 7 in the case α = τY . The general case
can be reduced to the case α = τY as in the proof of Step 2.

Step 8. We prove (iii).

Let τλ, τλ′ , τλλ′ be closed forms on Z with compact support that are dual to
[λ], [λ′], [λλ′], respectively. Then the homological intersection pairing [λ] · [λ′]
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is, by definition, Poincaré dual to the cohomology class of τλ ∧ τλ′ . Now, by
Step 7, ∫

Z

α ∧ τλ ∧ τλ′ =
∫
λ′
α ∧ τλ =

∫
λλ′

α =
∫
Z

α ∧ τλλ′

for every closed form α ∈ Ωd+d
′−dimZ(Z). Hence, by de Rham’s theorem, the

forms τλ ∧ τλ′ and τλλ′ represent the same cohomology classes in the compactly
supported real cohomology of Z. Hence, in H∗(Z; R),

[λ] · [λ′] = PD([τλ ∧ τλ′ ]) = PD([τλλ′ ]) = [λλ′].

By the universal coefficient theorem, this continues to hold in H∗(Z; Q).

Remark 9.24. Let Z be a smooth finite dimensional manifold and let a ∈
Hd(Z; Q) be a rational homology class. Then there exists a compact oriented
weighted branched d-submanifold λ : Z → Q such that a = [λ]. Indeed, Thom
has shown in [24] that there exists a positive integer k and a compact oriented
submanifold M ⊂ Z such that ka = [M ]. Now just take the weighted branched
submanifold with support M and weight 1/k.

Example 9.25. Let ι : CP 2 → Sm be an embedding. Then the characteristic
function λ := χι(CP 2) : Sm → Q is a compact oriented weighted branched 4-
submanifold of Sm which is homologous to zero but is not compact oriented
weighted branched cobordant to the empty submanifold. The proof requires
a refinement of the notion of an integral over a branched submanifold and a
stronger notion of singular points. Namely one can introduce the set Ms,∞ of
all points x in the support of λ such that there are two local branches Mj and
Mj′ passing through x which do not agree up to infinite order at x. Then one
can deduce from Lemma 9.10 that the set Mj∩Ms,∞ has measure zero for every
branch Mj . Now the notion of an integral can be extended to differential forms
which are defined only on the support of λ and do not necessarily extend to the
ambient space. The differential forms ωj and ωj′ on two local branches Mj and
Mj′ are required to agree on Mj ∩Mj′ \Ms,∞. It then follows as in the proof
of Proposition 9.21 that the integral is well defined and that Stokes’ theorem
continues to hold in this situation. This refined version of the integral can now
be used to prove that the first Pontryagin number is well defined for a compact
oriented weighted branched 4-submanifold and is an invariant of the compact
oriented weighted branched cobordism class. Now the Hirzebruch signature
theorem asserts that the first Pontryagin number of a smooth 4-manifold is
equal to three times the signature, and hence is nonzero in our example. Hence
an embedded projective plane cannot be compact oriented weighted branched
cobordant to the empty submanifold.

We close this section with a conjecture.

Conjecture 9.26. For every compact oriented weighted branched d-submani-
fold λ : Z → Q there exists a rational cycle in Z which represents the class [λ]
and takes values in the support of λ.
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Note that the conjecture follows from Theorem 9.23 if the support of λ is
the retract of an open neighbourhood in Z. But Example 9.4 shows that this
need not be the case.

10 Multivalued perturbations

In this section we show how weighted branched submanifolds arise as zero sets
of multivalued sections. The main theorem asserts that the Euler class of a
finite dimensional G-moduli problem can be defined by integration over such a
zero set. This implies rationality of the Euler class.

Multivalued sections

Definition 10.1. Suppose that π : E → B is a finite dimensional fibre bundle
and G is a compact Lie group G that acts on E and B with finite isotropy
such that the projection π is G-equivariant. A multivalued section of E is a
weighted branched submanifold

σ : E → Q ∩ [0,∞)

with the following properties.

(Equivariance) σ(g∗x, g∗e) = σ(x, e) for all x ∈ B, e ∈ Ex, and g ∈ G.

(Local structure) For each x0 ∈ B there exist an open neighbourhood U of
x0, finitely many smooth sections s1, . . . , sm : U → E, and finitely many
positive rational numbers σ1, . . . , σm such that, for every x ∈ U ,∑

σi = 1, σ(x, e) =
∑

si(x)=e

σi.

Two multivalued sections σ0, σ1 are called transverse if they are transverse as
weighted branched submanifolds. They are called homotopic if there exists a
multivalued section σ of the pullback bundle [0, 1] × E → [0, 1] × B such that
σ|{0}×E = σ0 and σ|{1}×E = σ1.

Remark 10.2. If σ : E → Q is a multivalued section then, for every x ∈ B,
the set

Σ(x) := {e ∈ Ex | σ(x, e) > 0}

is finite and
∑
e∈Σ(x) σ(x, e) = 1. Moreover, Σ(x) = {s1(x), . . . , sm(x)}, where

the sj are the local branches of σ.

Example 10.3. Let X and Y be manifolds on which G acts with finite isotropy.
Then a multivalued map from X to Y is a multivalued section φ : X×Y → Q
of the trivial bundle X×Y → X. Suppose that φi are multivalued maps from Xi
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to Y . They give rise to weighted branched submanifolds σi : X0×X1×Y → Q,
given by

σ0(x0, x1, y) := φ0(x0, y), σ1(x0, x1, y) := φ1(x1, y).

If dimX0 + dimX1 = dimY + dim G, X0 and X1 are compact, X0, X1, Y , and
G are oriented, and G acts on all three manifolds by orientation preserving dif-
feomorphisms then there is an intersection number φ0 ·φ1 ∈ Q. Proposition 9.22
implies that this number depends only on the homotopy classes of φ0 and φ1

(through multivalued maps).

Proposition 10.4. Let σ : E → Q be a multivalued section of a G-quivariant
fibre bundle π : E → B. Then the following holds.
(i) σ induces a map σ∗ : Ω∗G(E) → Ω∗G(B) which is locally given by

σ∗α =
∑
i

σis
∗
iα. (30)

(ii) The map σ∗ commutes with the differential dG:

dG ◦ σ∗ = σ∗ ◦ dG : Ω∗G(E) → Ω∗+1
G (B).

(iii) If two multivalued sections σ0, σ1 are homotopic then there exists a linear
map Q : Ω∗G(E) → Ω∗−1

G (B) such that

σ∗1 − σ∗0 = dG ◦Q+Q ◦ dG : Ω∗G(E) → Ω∗G(B).

(iv) For every equivariant differential form α ∈ ΩdG(E) and every compact
oriented weighted branched d-submanifold λ : B → Q we have∫

λσ/G

α =
∫
λ/G

σ∗α,

where λσ : E → Q is the compact oriented branched d-submanifold defined by
λσ(x, e) := λ(x)σ(x, e).

Proof. Define σ∗ by equation (30). To prove that this is well-defined, let (si, σi)
and (tj , τj) be two systems of local sections near x0 ∈ B. Since the set of regular
points is open and dense, we only need to prove the equation∑

i

σi(s∗iα)x =
∑
j

τj(t∗iα)x

at points x such that (x, e) is regular for all e ∈ Ex with σ(x, e) > 0. At such
a point, dsi(x) = dtj(x) for all i, j such that si(x) = tj(x) = e. Given e ∈ Ex
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with σ(x, e) > 0 choose indices ie and je such that sie(x) = tje(x) = e. Then∑
i

σi(s∗iα)x(v1, . . . , vk) =
∑
i

σiαsi(x)(dsi(x)v1, . . . , dsi(x)vk)

=
∑

e:σ(x,e)>0

∑
i:si(x)=e

σiαsi(x)(dsi(x)v1, . . . , dsi(x)vk)

=
∑

e:σ(x,e)>0

σ(x, e)α(x,e)(dsie(x)v1, . . . , dsie(x)vk)

=
∑

e:σ(x,e)>0

σ(x, e)α(x,e)(dtje(x)v1, . . . , dtje(x)vk)

=
∑
j

τj(t∗jα)x(v1, . . . , vk).

A similar argument shows that σ∗ is G-equivariant, i.e.

σ∗ ◦ g∗ = g∗ ◦ σ∗

for g ∈ G. So σ∗ maps G-equivariant forms to G-equivariant forms. This
proves (i).

We prove (ii). By G-equivariance, we have

σ∗ ◦ ι(Yξ)α = ι(Xξ) ◦ σ∗α

for α ∈ Ω∗(E) and ξ ∈ g, where Xξ ∈ Vect(B) denotes the infinitesimal action
on B and Yξ ∈ Vect(E) the infinitesimal action on E. Since σ∗ also commutes
with d, it commutes with dG.

For the proof of (iii) we only sketch the argument. The local formula

Xt(x, e) =
∑

i:sti(x)=e

σti
d

dt
sti(x)

defines a G-invariant multivalued vector field along σ. The operator

Q : Ω∗(E) → Ω∗−1(B), Qα :=
∫ 1

0

σ∗t ι(Xt)αdt

is G-equivariant and satisfies ι(Xξ) ◦Q+Q ◦ ι(Xξ) = 0 for ξ ∈ g. Thus Q maps
G-equivariant forms to G-equivariant forms and

dG ◦Q+Q ◦ dG = d ◦Q+Q ◦ d = σ∗1 − σ∗0 .

This proves (iii). Assertion (iv) follows directly from the definitions.

The zero set of a multivalued section

Now let (B,E, S) be a finite dimensional regular G-moduli problem. A multi-
valued section σ is transverse to S if and only if S − si is transverse to the zero
section for each si in the local structure axiom.
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It is sometimes useful to think of a multivalued section σ as a function
which assigns to each x ∈ B the discrete probability measure

∑
e σ(x, e)δe on

the fibre Ex. Convolution of measures gives rise to a convolution operation
(σ0, σ1) 7→ σ0 ∗ σ1 on multivalued sections given by

σ0 ∗ σ1(x, e) :=
∑

e0+e1=e

σ0(x, e0) + σ1(x, e1).

This operation is commutative and associative and has a neutral element given
by σ(x, 0) = 1 for all x ∈ B. There is no inverse and so convolution gives only
a semigroup structure.

Pushforward of measures under dilations (x, e) 7→ (x, te) gives rise to a
multiplication of multivalued sections by G-invariant functions f : B → R,

(fσ)(x, e) :=
∑

f(x)e′=e

σ(x, e′).

Convolution is distributive over multiplication by functions.

Proposition 10.5. Let (B,E, S) be a finite dimensional regular G-moduli prob-
lem of index d = index(S) = dim B − rankE − dim G and σ : E → Q be a
multivalued section that is transverse to S. Then the function λS,σ : B → Q
defined by

λS,σ(x) := σ(x, S(x))

is a weighted branched d-submanifold of B. Moreover, there exists a unique
orientation µS,σ : Gr+d (TB/g) → Q of λS,σ such that

µS,σ(x, F ) =
∑

sj(x)=S(x)
ker D(S−sj)(x)=F

σj −
∑

sj(x)=S(x)
ker D(S−sj)(x)=−F

σj (31)

for every collection of local branches (si, σi) of σ in an open set U ⊂ B and
every x ∈ U .

Proof. Consider the weighted branched submanifolds λ0, λ1 : E → Q given by

λ0(x, e) :=

{
1 if e = 0,
0 if e 6= 0,

λ1(x, e) := σ(x, S(x)− e).

They correspond to the zero section and to the multivalued section S−σ, respec-
tively. Then λS,σ is just the intersection λ0λ1, viewed as a weighted branched
submanifold of B. So if B is oriented the result follows directly from (23). The
nonoriented case can either be deduced from the oriented case by lifting S and
σ to the bundle E′ → B′ := E whose fibre over (x, e) is Ex ⊕ Ex or be proved
directly as follows.

First note that an isomorphism π : F0 → F1 between two subspaces F0, F1

of an oriented vector space V such that V = F0 + F1 induces an orientation on
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F0 ∩ F1: pick any orientations of F0 and F1 corresponding to each other under
π and take the orientation induced on F0 ∩ F1.

Since each branch of λ1 is a section of E and is transverse to the zero section,
every subspace

H ⊂ T(x,0)E ∼= TxB ⊕ Ex

such that Tλ1((x, 0),H) > 0 satisfies

TxB × Ex = (TxB × 0) +H

and is isomorphic to TxB under the projection dπ : TE → TB. Hence the
intersection (TxB× 0)∩H carries a natural orientation. With this understood,
the following formula defines an orientation of λS,σ which satisfies (31) for any
collection of local branches:

µS,σ(x, F ) :=
∑

H⊂TxB⊕Ex
(TxB×0)∩H=F×0

Tλ1((x, 0), |H|)−
∑

H⊂TxB⊕Ex
(TxB×0)∩H=−F×0

Tλ1((x, 0), |H|).

Here Gr+d (TxB ⊕Ex/g) → Grd(TxB ⊕Ex/g) : F 7→ |F | is the map that forgets
the orientation.

Existence of transverse multivalued sections

The next proposition asserts the existence of a multivalued perturbation which
is transverse to S and is supported in an arbitrarily small neighbourhood of the
zero set of S. The proof shows that the perturbation can be chosen arbitrarily
small in the C`-topology (on the branches).

Proposition 10.6. Let (B,E, S) be a finite dimensional regular G-moduli prob-
lem and Z ⊂ B be a G-invariant neighbourhood of M = S−1(0). Then there
exists a multivalued section σ : E → Q ∩ [0,∞) with the following properties.

(i) σ is transverse to S.

(ii) σ is supported in Z, i.e. σ(x, 0) = 1 for every x ∈ B \ Z.

Proof. The proof has two steps.

Step 1. There exists a positive integer N and a function

σ : E × RN → Q : (x, e, y) 7→ σy(x, e)

with the following properties.

(i) σ is a multivalued section of the bundle E × RN → B × RN with respect to
the diagonal action of G, where G acts trivially on RN .

(ii) σ is linear in y, i.e. σy1+y2 = σy1 ∗ σy2 and σty = tσy for y1, y2, y ∈ RN
and t ∈ R.
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(iii) The multivalued section σy : E → Q is supported in Z for every y ∈ RN ,
i.e. σy(x, 0) = 1 for every x ∈ B \ Z and every y ∈ RN .

(iv) For every local branch s : V ×W → E|V of σ, defined on the product of
two open sets V ⊂ B and W ⊂ RN with 0 ∈W , and every x ∈ V ∩M the
derivatives ∂yis(x, 0), i = 1, . . . , N , span the vector space Ex.

Given x0 ∈M choose a local slice (U0, φ0,G0) of B/G such that

x0 = φ0(0), G∗φ0(U0) ⊂ Z.

Let E0 := Ex0 and suppose that U0 is a contractible neighbourhood of zero in
(the finite dimensional G-Hilbert space) H0. Then there exists a G0-equivariant
trivialization

U0 × E0 → φ∗0E : (x, v) 7→ Φxv ∈ Eφ0(x).

Choose finitely many smooth functions s1, . . . , sn : U0 → E0 with compact
support such that the vectors s1(0), . . . , sn(0) form a basis of E0 and define
σ0 : E × Rn → Q by

σ0y(g∗φ0(x), g∗e) :=
1
|G0|

∣∣∣∣∣
{
g0 ∈ G0

∣∣∣ n∑
i=1

yiΦxsi(x) = g∗0e

}∣∣∣∣∣
for x ∈ U0, e ∈ Eφ0(x), g ∈ G, and y ∈ Rn and by σ0y(x, 0) = 1 for
x ∈ B \ G∗φ0(U0) and y ∈ Rn. Then σ0 satisfies (i-iii) and satisfies (iv) in
a neighbourhood of x0.

Now cover M by finitely many open sets V1, . . . , VN such that, for each i,
there exists a multivalued section σi : E × Rn → Q which satisfies (i-iii) and
satisfies (iv) in Vi. Then the multivalued section σ : E × RnN → Q, defined by

σy := σ1y1 ∗ · · · ∗ σNyN

for y = (y1, . . . , yN ) ∈ RnN satisfies the requirements of Step 1.

Step 2. We prove the proposition.

Let σ : E × RN → Q be as in Step 1. Then there exists a δ > 0 such that set

Mσ :=
{
(x, y) ∈ B × RN |σy(x, S(x)) > 0, |y| < δ

}
is (the support of) an oriented weighted branched (d+N)-submanifold ofB×RN .
Let y ∈ RN be a sufficiently small regular value of the obvious projection Mσ →
RN . Then σy : E → Q satisfies the requirements of the proposition.

Multivalued classifying maps

If G acts freely on B then there is an equivariant classifying map θ : B → EG,
unique up to homotopy. In the presence of finite isotropy subgroups there is no
such map. However, it is possible to construct an equivariant multivalued map
Θ : B → 2EG which assigns a finite subset Θ(x) ⊂ EG to every point x ∈ B.
Such a map gives rise to a branched submanifold of B ×G EG which in turn
determines a rational cycle. Here is how this works.
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Definition 10.7. Suppose G acts on the finite dimensional manifold B with
finite isotropy. A multivalued classifying map on B is a multivalued section
of the trivial bundle B × EG→ B. Explicitly, it is a function

ν : B × EG → Q ∩ [0,∞)

with the following properties.

(Equivariance) ν(g∗x, g−1θ) = ν(x, θ) for all x ∈ B, θ ∈ EG, and g ∈ G.

(Local structure) For every x0 ∈ B there exist an open neighbourhood U ,
smooth functions θ1, . . . , θm : U → EG, and positive rational numbers
ν1, . . . , νm such that

m∑
i=1

νi = 1, ν(x, θ) =
∑

θi(x)=θ

νi

for every x ∈ U and every e ∈ EG.

Remark 10.8. Let ν : B×EG → Q∩ [0,∞) be a multivalued classifying map.
Then, for every x ∈ B, the set

Θ(x) := {θ ∈ EG | ν(x, θ) > 0}

is finite and ∑
θ∈Θ(x)

ν(x, θ) = 1.

Moreover, Θ(x) = {θ1(x), . . . , θm(x)}, where the θi are the local branches of ν.

Remark 10.9. A multivalued classifying map ν : B × EG → Q descends to a
weighted branched submanifold of B ×G EG.

Proposition 10.10. (i) Every finite dimensional smooth G-manifold B with
finite isotropy subgroups admits a multivalued classifying map.
(ii) Any two multivalued classifying maps are equivariantly homotopic.

Proof. The proof of (i) has three steps. The proof of (ii) is similar and is left to
the reader.

Step 1. For every point x0 ∈ B there exists a G-invariant open neighbourhood
U0 ⊂ B of x0, a finite subgroup G0 ⊂ G and a set-valued function Θ0 : U0 → 2G

such that

(i) Θ0(x) has |G0| elements for every x ∈ U0.

(ii) Θ0(g∗x) = Θ0(x)g and Θ0(g∗0x) = g−1
0 Θ0(x) for all x ∈ U0, g ∈ G, and

g0 ∈ G0.

(iii) For every x ∈ U0 there exist an open neighbourhood U ⊂ U0 of x and
smooth functions gi : U → G for i = 1, . . . ,m0 := |G0| such that Θ0(x) =
{g1(x), . . . , gm0(x)} for every x ∈ U .
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Step 1 follows directly from the local slice theorem 4.1. Given a local slice
φ0 : W0 → B define U0 := G∗φ0(W0) and Θ0(x) := {g ∈ G |x ∈ g∗φ0(W0)}.
Step 2. Assertion (i) holds when B can be covered by finitely many local slices.

We may assume without loss of generality that G ⊂ U(k). Then a finite dimen-
sional approximation of the space EG is given by

EGn :=
{
θ ∈ Ck×n | θθ∗ = 1l

}
.

The group G acts on EGn by e 7→ ge for g ∈ G ⊂ U(k).
Now cover B by finitely many G-invariant open sets U1, . . . , UN such that,

for every i ∈ {1, . . . , N}, there exists a finite subgroup Gi ⊂ G and a set-valued
function Θi : Ui → 2G satisfying the requirements of Step 1. Pick G-invariant
smooth cutoff functions ρ1, . . . , ρN : B → [0, 1] such that

suppρi ⊂ Ui,
N∑
i=1

ρ2
i = 1.

Write a matrix θ ∈ EGNk as a row of (k × k)-blocks θ1, . . . , θN ∈ Ck×k such
that

∑N
i=1 θiθ

∗
i = 1l. With this understood define ν : B × EGNk → Q by

ν(x, e) :=
N∏
i=1

|{h ∈ Θi(x) | ρi(x)h∗ = θi}|
|Gi|

.

Then, for every x ∈ B, the set Θ(x) := {θ ∈ EGNk | ν(x, θ) > 0} consists of at
most

∏
i |Gi| elements. The formula ν(g∗x, g−1θ) = ν(x, θ) follows from the fact

that Θi(g∗x) = Θi(x)g. The formula
∑
θ ν(x, θ) = 1 follows from the fact that

the subset Θi(x) ⊂ G consists of |Gi| elements. The (Local structure) axiom
follows from (iii) in Step 1.

Step 3. Assertion (i) holds in general.

Since B is paracompact it admits a locally finite countable cover {Ui}i such
that for each i there exists a finite subgroup Gi ⊂ G and a setvalued function
Θi : Ui → 2G as in Step 1. Now choose a G-invariant partition of unity ρ2

i :
B → [0, 1] and repeat the construction of Step 2 with EGNk replaced by the
infinite dimensional space EG =

⋃
N EGNk.

Corollary 10.11. Let B be a smooth oriented finite dimensional manifold and
G be a compact oriented Lie group which acts on B by orientation preserving
diffeomorphisms and with finite isotropy. Suppose that λ : B → Q is a (G-
invariant) compact oriented weighted branched d-submanifold of B. Then there
exists a rational homology class [λ] ∈ Hd(B ×G EG; Q) in singular homology
such that

〈[α], [λ]〉 =
∫
λ/G

α

for every G-closed equivariant differential form α ∈ ΩdG(B). Here we denote by
[α] ∈ H∗(B ×G EG; R) the equivariant cohomology class of α.
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Proof. Shrinking B, if necessary, we may assume that there exists a multivalued
equivariant classifying map ν : B×EGn → Q to a finite dimensional approxima-
tion of EG. Consider the compact oriented weighted branched d-submanifold
λn : B ×G EGn → Q defined by

λn([x, θ]) := λ(x)ν(x, θ).

Geometrically, λn corresponds to the image of the support of λ under the multi-
valued classifying map ν, divided by the free G-action on EG. By Theorem 9.23,
there exists a rational homology class [λn] ∈ Hd(B ×G EGn; Q) such that

〈[β], [λn]〉 =
∫
λn

β.

for every closed form β ∈ Ωd(B ×G EGn). Now let α ∈ ΩdG(B) be G-closed
and A ∈ Ω1(B, g) be a connection 1-form. Then, by Theorem 3.8, αA is a
closed G-invariant horizontal d-form on B. The induced cohomology class in
Hd(B ×G EGn; R) is given by

[αn] := [π∗BαA] ∈ Hd(B ×G EGn; R),

where πB : B × EGn → B denotes the obvious projection. Note that π∗BαA is
closed, G-invariant, and horizontal, and hence descends to a closed d-form on
B ×G EGn, still denoted by π∗BαA. We have

〈[αn], [λn]〉 = 〈[π∗BαA], [λn]〉 =
∫
λn

π∗BαA =
∫
λ/G

αA =
∫
λ/G

α.

Here the penultimate identity follows from Proposition 10.4. Note also that
this formula shows that the cohomology class [λn] is independent of the choice
of ν. The pushforward [λ] ∈ Hd(B ×G EG; Q) of [λn] under the inclusion
B ×G EGn → B ×G EG satisfies the requirements of the corollary.

Poincaré duality

The next theorem is a version of Poincaré duality. It asserts that the zero set of
a transverse multivalued section is Poincaré dual to the pullback of the Thom
class.

Theorem 10.12. Let (B,E, S) be a finite dimensional regular G-moduli prob-
lem and (U, τ) be a Thom structure on (B,E, S). Let d := index(S) and
n := rankE. If σ : E → Q is a multivalued section that is transverse to S
and has compact support then∫

B/G

α ∧ S∗τ =
∫
λS,σ/G

α. (32)

for every α ∈ ΩdG(B) such that dGα = 0.
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Proof. The proof has three steps.

Step 1. The theorem holds in the case G = {1l}.

In this case (32) can be restated in the form∫
B

α ∧ S∗τ =
∫
λS,σ

α. (33)

This equation asserts that the closed compactly supported differential form
S∗τ ∈ Ω∗(B) is Poincaré dual to the homology class [λS,σ]. We claim that
the class [λS,σ] is equal to the rational homology class of M0 := S−1

0 (0), where
S0 : B → E is a smooth section which is transverse to the zero section and
agrees with S outside of a compact set. To see this choose a regular homotopy
from S0 to S − σ. The zero set of such a homotopy is a branched submani-
fold with boundary {0} ×M0 ∪ {1} × λS,σ in [0, 1] × B. It now follows from
Proposition 9.21 (ii) that ∫

M0

α =
∫
λS,σ

α

for every closed form α ∈ Ωd(B) and so [M0] = [λS,σ] ∈ Hd(B; Q) as claimed.
With this understood equation (33) follows from [4, Proposition 12.8] (and also
from Corollary 6.4 above).

Step 2. Assume G = {1l}. Then∫
λ′
α ∧ S∗τ =

∫
λS,σλ′

α (34)

for every oriented weighted branched d′-submanifold λ′ : B → Q that is trans-
verse to λS,σ and has closed support and every closed form α ∈ Ωd+d

′−dimB(B).

Equation (33) asserts that the form S∗τ is Poincaré dual to the homology class
[λS,σ]. Hence (34) follows from Step 7 in the proof of Theorem 9.23.

Step 3. The theorem holds in general.

Let EGn be a finite dimensional approximation of EG and ν : B×EGn → Q be
a multivalued classifying map. Note that EGn is a smooth compact manifold.
Consider the vector bundle

Ẽ := E ×G EGn → B̃ := B ×G EGn.

The section S : B → E induces a section S̃ : B̃ → Ẽ, given by

S̃([x, θ]) := [x, S(x), θ]

and the multivalued perturbation σ : E → Q determines a compactly supported
multivalued perturbation σ̃ : Ẽ → Q given by

σ̃([x, e, θ]) := σ(x, e).
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It follows from the hypotheses hat σ̃ is transverse to S̃ and that the zero sets
of both S̃ and S̃ − σ̃ are compact. The latter is the compact oriented weighted
branched submanifold λ̃ := λS̃,σ̃ : B̃ → Q given by

λ̃([x, θ]) := σ(x, S(x)).

We shall also abbreviate λ := λS,σ. The multivalued classifying map ν descends
to a weighted branched manifold ν̃ : B̃ → Q, given by

ν̃([x, θ]) := ν(x, θ),

which is transverse to λ̃.
Now let τ ∈ Ωn(E) be a G-invariant and horizontal Thom form and α ∈

Ωd(B) be a closed G-invariant horizontal form. Denote by

πB : B × EGn → B, πE : E × EGn → E

the obvious projections. Then π∗Eτ and π∗Bα are closed, G-invariant, and hori-
zontal, and hence descend to closed forms on E ×G EGn and B ×G EGn, which
will be denoted by τ̃ and α̃, respectively. Note that τ̃ is a Thom form for the bun-
dle Ẽ → B̃ and lifts to the G-invariant and horizontal form π∗BS

∗τ ∈ Ω∗(B×EG)
under the obvious projection B × EG → B ×G EG. Since ν∗π∗Bα = α and
ν∗π∗BS

∗τ = S∗τ. it follows from Proposition 10.4 that∫
B/G

α ∧ S∗τ =
∫
ν/G

π∗B(α ∧ S∗τ)

=
∫
ν̃

α̃ ∧ S̃∗τ̃

=
∫
λ̃ν̃

α̃

=
∫
λν/G

π∗Bα

=
∫
λ/G

α.

Here the first and fifth equalities follow from Proposition 10.4 (iv), the second
and fourth equalities follow directly from the definitions, and the third equality
follows from Step 2. This proves the result for every G-invariant and horizontal
closed d-form α ∈ Ωd(B). That the result continues to hold for every G-closed
equivariant differential form α ∈ Ω∗G(B) follows from Theorem 3.8.

Rationality of the Euler class

Theorem 10.13. Let (B, E ,S) be a regular G-moduli problem of index d. Then
there exists a rational homology class [λ] ∈ Hd(B ×G EG; Q) such that the ho-
momorphism χB,E,S : Hd(B ×G EG) → R is given by χB,E,S(α) = 〈α, [λ]〉.
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Corollary 10.14. The Euler class satisfies the (Rationality) axiom.

Proof of Theorem 10.13. By Theorem 7.4, it suffices to consider the finite di-
mensional case. Let (B,E, S) be a finite dimensional G-moduli problem and
σ : E → Q be a multivalued section transverse to S as in Proposition 10.6. Let
λS,σ be the oriented weighted branched d-submanifold of B defined in Proposi-
tion 10.5, where

d = index(S) = dim B − rankE − dim G.

By Corollary 10.11, there exists a rational homology class

[λS,σ] ∈ Hd(B ×G EG; Q)

such that

〈[α], [λS,σ]〉 =
∫
λS,σ/G

α =
∫
B/G

α ∧ S∗τ = χB,E,S(α)

for every G-closed equivariant differential form α ∈ ΩdG(B). Here the second
equality follows from Theorem 10.12 and the last one from the definition of the
Euler class.

11 Localization for circle actions

Let X be a compact connected oriented smooth manifold and

Eν → X, Fν → X, ν = 1, . . . , n,

be complex Hilbert space bundles. For each ν let

Dνx : Eνx → Fνx

be a smooth family of complex linear Fredholm operators whose complex (nu-
merical) index will be denoted by index(Dν). Let us denote by

ind(Dν) :=
⋃
x∈X

{x} × ker Dνx 	 cokerDνx ∈ K(X)

the topological index of Dν (as a K-theory class). Fix a sequence of nonzero
integers ` = (`1, . . . , `n) and consider the following S1-moduli problem. The
Hilbert manifold B is given by

B :=

{
(x, e1, . . . , en)

∣∣∣x ∈ X, eν ∈ Eνx, n∑
ν=1

‖eν‖2 = 1

}

and the circle acts on B by

λ∗(x, e1, . . . , en) = (x, λ−`1e1, . . . , λ−`nen)
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for (x, e) ∈ B and λ ∈ S1. The Hilbert space bundle H → B has fibre

Hx,e := F1x ⊕ · · · ⊕ Fnx

over (x, e) ∈ B, and the section S : B → H is given by

S(x, e1, . . . , en) := (D1xe1, . . . ,Dnxen).

The zero set of this section is the kernel manifold

M := {(x, e1, . . . , en) ∈ B |Dνxeν = 0 for all ν} .

Consider the action of S1 on B× ES1 by λ∗(x, e, θ) = (t, λ∗e, λ−1θ), denote by
πB : B ×S1 ES1 → BS1 the projection, and let c ∈ H2(BS1; Z) be the positive
generator. Recall that the Chern series of the K-theory class ind(D) ∈ K(X)
is defined by

c(ind(D), η) :=
∑
j≥0

ηindex(D)−jcj(ind(D)),

where index(D) := dim ker D− dim cokerD is the Fredholm index. This series
is multiplicative with respect to the Whitney sums. The following theorem can
be interpreted as a localization formula: an invariant integral over the sphere
bundle is expressed as an integral over the fixed point set X of the S1-action.

Theorem 11.1. Let k be a nonnegative integer and α ∈ HdimX−2k(X). Sup-
pose

m+ k − 1 ≥ 0, m :=
n∑
ν=1

index(Dν).

Then
χB,H,S(π∗Bc

m+k−1 ^ π∗α) =
∫
X

α∏n
ν=1 c(ind(Dν), `ν)

, (35)

where π : B×S1 ES1 → X denotes the projection.

Proof. The proof has three steps. The first is the case X = {pt}, Eν = C,
Fν = {0}, and α = 1.

Step 1. Suppose S1 acts on S2n−1 ⊂ Cn by

λ∗(z1, . . . , zn) := (λ−`1z1, . . . , λ−`nzn)

and let π : S2n−1 ×S1 ES1 → BS1 denote the projection. Then∫
S2n−1/S1

π∗cn−1 =
1

`1 · · · `n
. (36)

Consider the S1-moduli problem

B := S2n−1, E := S2n−1 × Cn−1, S(z) = (z1, . . . , zn−1),
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where S1 acts on E by

λ∗(z, ζ) := (λ−`1z1, . . . , λ−`nzn, λ−`1ζ1, . . . , λ−`n−1ζn−1).

Let τ ∈ Ω2n−2(E) be an S1-invariant horizontal Thom form. Then

[S∗τ ] = cn−1(E ×S1 ES1) = `1 · · · `n−1π
∗cn−1.

Hence
`1 · · · `n−1

∫
S2n−1/S1

π∗cn−1 = χB,E,S(1) =
1
`n
.

To prove the last equality note that S is transverse to the zero section. Its zero
set is a single orbit with isotropy subgroup Z/`nZ ⊂ S1. Hence the equality
follows from the (Transversality) axiom for the Euler class.

Step 2. We may assume without loss of generality that Eν and Fν are finite
dimensional and that each bundle Eν admits a trivialization.

By Theorem 7.4 (in the nonequivariant case of complex Hilbert space bundles),
there exists, for every ν, a finite dimensional subbundle Fν ⊂ Fν such that

Fνx + imDνx = Fν

for every x ∈ X. Here we use the fact that, by a general position argument, we
can choose the family of complements to be an embedding. Then the set

Eν := {(x, e) |x ∈ X, e ∈ Eν ,Dνxe ∈ Fν} .

is a subbundle of Eν and

rankEν − rankFν = index(Dν).

Let Dν : Eν → Fν denote the restriction of Dν to Eν . Then the S1-moduli prob-
lem associated to the operators Dν admits an obvious morphism to (B,H,S).
Moreover, the right hand side of (35) remains unchanged if we replace Dν by
Dν . Hence, by the (Functoriality) axiom for the Euler class, we may assume
that Eν = Eν and Fν = Fν are finite dimensional. In this case B is a compact
smooth manifold and the identity (35) has the form∫

B/S1
π∗Bc

m+k−1 ^ π∗α ^ S∗τ =
∫
X

α ^
∏n
ν=1 c(Fν , `ν)∏n

ν=1 c(Eν , `ν)
, (37)

where τ ∈ Ω∗(H) is an S1-invariant horizontal Thom form. For each ν there
exists a complex vector bundle E′ν → X such that Eν ⊕E′ν admits a trivializa-
tion. By the (Functoriality) axiom for the Euler class, the left hand side of (37)
remains unchanged if we replace Eν by Eν ⊕E′ν and Fν by Fν ⊕E′ν . The right
hand side also remains unchanged under this operation and so we may assume
without loss of generality that each bundle Eν admits a trivialization.
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Step 3. We prove the theorem.

By Step 2, we may assume that Eν = Eν and Fν = Fν are finite dimensional
and

Eν = X × CrankEν

for every ν. Then equation (37) has the form∫
B/S1

π∗Bc
m+k−1 ^ π∗α ^ S∗τ =

n∏
ν=1

`−rankEν
ν

∫
X

α ^
n∏
ν=1

c(Fν , `ν). (38)

Now we may assume that Dν = 0 for all ν and hence S is the zero section. Let
τν ∈ ΩrankFν

S1 (X) be the the pullback under the zero section of an S1-equivariant
Thom form on Fν . Thus τν : iR → Ω∗(X) is a polynomial map whose coefficients
are closed forms on X. Indeed, by Corollary 6.5,

τν(η) =
rankFν∑
j=0

(
i`νη

2π

)rankFν−j

τνj , [τνj ] = cj(Fν).

Since S : B → H is the composition of the projection π : B → X with the
inclusion of the zero section into F = F1 ⊕ · · · ⊕ Fn, we have

S∗τ(η) =
n∏
ν=1

π∗τν(η) =
n∏
ν=1

rankFν∑
j=0

(
i`νη

2π

)rankFν−j

π∗τνj

 .

Since iη/2π represents the equivariant cohomology class π∗Bc ∈ H2(B×S1 ES1)
(see Example 3.12), the cohomology class of S∗τ is

[S∗τ ] =
n∏
ν=1

rankFν∑
j=0

(`νπ∗Bc)
rankFν−j ^ π∗cj(Fν)

 .

Hence equation (38) reads∫
B/S1

π∗Bc
N−1 ^ π∗

α ^ n∏
ν=1

rankFν∑
j=0

`rankFν−j
ν cj(Fν)


=

n∏
ν=1

`−rankEν
ν

∫
X

α ^
n∏
ν=1

c(Fν , `ν), (39)

where N :=
∑n
ν=1 rankEν . Here we have used the fact that Eν is the trivial

bundle and so any power of π∗Bc that is higher than N−1 vanishes. Again, since
Eν is a trival bundle, it follows from Step 1 that∫

B/S1
π∗Bc

N−1 ^ π∗β =
n∏
ν=1

`−rankEν
ν

∫
X

β.

for every β ∈ HdimX(X). This implies (39) and completes the proof of the
theorem.
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