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Abstract

Me-estimates require an auxiliary scale estimate in order to obtain scale invariance. The robustness
properties of estimators based on the framework of M- (and MM-) estimators depend highly on the
robustness of this auxiliary scale estimate. This scale estimate is not only required in estimating
regression coeflicients. It is also an essential part of the covariance matrix estimate of these coef-
ficients, which is finally used to determine confidence limits. We will discuss the need of a robust,
but also efficient scale estimate for the estimation of confidence limits.

We focus on Wald type methods, since they lead to confidence intervals in a straightforward
manner. They will rely on the asymptotics of M-estimators, since the properties of other efficient
procedures are asymptotically equivalent to those of M-estimators.

In the case of MM-estimates this scale is usually taken from an initial S-estimate, ordinarily
configured to have maximum (0.5) breakdown point. Unfortunately, this initial estimate has quite
low efficiency and also ignores the well-established heteroskedasticity of regression residuals.

For ordinary least squares regression one can show that the variance of the residual for the i-th
observation is

Var(r;) = o%(1 — hy;) (1)

where ¢ is the error standard deviation and h; is the leverage of the i-th observation. Hence,
even in the simplest case, the variance of regression residuals is not constant and depends on the
predictors.

In the case of MM-estimation we write

Var(r;) = (o1;)%. (2)

We approximate the variance of MM-regression residuals and use this result to devise a correction
factor 7; to adjust the regression residuals. To estimate the scale o we propose a subsequent M-scale

estimator .
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where p is an even function with p(0) = 0 and monotone increasing for r > 0, e.g., p(r) = 2. The
constant k is chosen to render the scale estimate consistent.
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