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Abstract

For a long time, evolution has been modeled by phylogenetic trees. Phylogenetic trees
are genealogical trees from which the descendants of different species can be traced.
They provide a linear representation in that they only record which random mutations
occur over time, but they do not capture the merging of genetic material from different
lineages. The fact that they cannot represent this naturally frequently occurring
reticulate exchange of genomes is a decisive drawback. Since the 2000’s, attempts have
been made to address this problem using topology, in particular by applying persistent
homology to genomic data in order to obtain a different, more suitable measure of
evolutionary relationships. In this thesis, we develop theoretical foundations for this
approach by formally introducing persistent homology and then defining temporal and
topological novelty profiles – statistics quantifying how recombination contributes to
genetic diversity. Based on the assumption that the goal of the topological approach
to recombination is the estimation of novelty profiles, we prove a lower bound on them
following [1]. In the proof, we resort to techniques from discrete Morse theory.

i



Acknowledgements

I would like to thank my advisor, Dr. Sara Kalǐsnik Hintz, for introducing me to applied
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Chapter 1

Introduction

In 1859, C. Darwin first introduced the idea of modelling evolution of phenotypic attributes
using so-called phylogenetic trees, in his book “On the Origin of Species” [2]. Phylogenetic
trees (as shown in Figure 1.1 a)) provide a visual representation of potential evolutionary
relationships by tracing back from a small dataset of existing organisms. However, they
have been considered outdated for quite some time since evolution does not only occur
by random mutations over a number of generations (vertical evolution), but also by
the merging of genetic material between individuals of different lineages leading to so-
called reticulate events (horizontal evolution). C. Darwin’s model fails at representing the
latter. In particular, it fails at representing recombination, a process giving rise to genetic
diversity by which the genomes (genetic information) of two parental organisms form a
new genome. By uniting advantageous traits which have arisen in separate lineages and
rescuing advantageous traits from otherwise disadvantageous backgrounds, recombination
can hasten the pace at which genetic novelty arises. Directed acyclic graphs (as shown in
Figure 1.1), which we call phylogenetic graphs, offer a way to visualize evolution including
reticulate events. Phylogenetic graphs are defined in such a way that any clone (vertex
with one incoming edge) inherits all mutations from its parent (and possibly some new
mutations) and that for every mutation that occurs, there is a unique origin of the mutation
in some organism. Finally, if both parents of a recombinant (vertex with two incoming
edges) inherit a mutation, then the recombinant inherits it. Moreover, the definition
stipulates that any mutation carried by a recombinant is inherited from a parent.

a) b)

Figure 1.1: Two graphs modelling evolutionary relationships ((v, w) is an arc whenever v is a “direct
ancestor”, i.e. a “parent”, of w). In a), we can see an example for vertical evolution as described by C.
Darwin. In b), the black vertex corresponds to a recombinant which descends from two parents.
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More than 150 years after C. Darwin’s discoveries, in 2013, J. Chan et al. developed a
framework which allows for an application of persistent homology to viral genomic datasets.
The goal is to represent general evolutionary processes that may include reticulate events
and extract abstract patterns in these processes by associating signatures, called barcodes,
to genomic data sampled from an evolutionary history [3].

Persistent homology is an adaptation of homology to sequences of nested topological spaces
called filtrations. On point clouds – finite metric spaces – we can get such filtrations, for
example, by approximating the “shape” of the space we obtain by continuously “thickening”
the points, as sketched in green in Figure 1.2 (when the points are in Euclidean space),
depending on a filtration parameter. The space obtained from the union of the balls with
the vertices as centres can be approximated by a simplicial complex. In the plane, a
simplicial complex is the collection of vertices, edges and triangles glued along common
edges. In higher dimensions, it may include higher dimensional convex hulls of finitely
many points, called simplices, glued along boundaries. On a point cloud we build it by
adding all vertices and adding a simplex whenever the diameter of its vertices is at most
2r, as indicated in red in Figure 1.2. For every r, we call this construction Vietoris-Rips
complex and we refer to the filtration as Vietoris-Rips filtration.

filtration parameter
0 a b

Figure 1.2: Approximation of the shape in Figure 1.1 b) embedded into R2. The green balls symbolize
the “thickening” of the points and the collection of red simplices represents the approximation of the shape.

Given a filtration, persistent homology computes the number of connected components in
dimension 0, the number of holes in dimension 1, and the number of higher dimensional
voids in dimensions greater than 1. This information can be captured by persistence
barcodes. The ith persistence barcode contains an interval [s, t) for every i-dimensional
cavity (connected component if i = 0) which is born at time s and dies at time t. For the
filtration shown in Figure 1.2, the 0th and 1st barcodes are shown in Figures 1.3 and 1.4.
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filtration parameter
0 ba

Figure 1.3: 0th barcode corresponding to the red filtration in Figure 1.2, under the assumption that the
first image corresponds to 0 on the x-axis, the middle one to a and the right one to b.

filtration parameter
0 ba

Figure 1.4: 1st barcode corresponding to the red filtration in Figure 1.2, under the assumption that the
first image corresponds to 0 on the x-axis, the middle one to a and the right one to b.

This idea of measuring the “shape” of a space can be applied to genomic data sets consisting
of sets encoding the genomes of organisms in terms of the difference between each genome
and some fixed (unspecified) reference genome.

As reference genome, we could for example have the sequence of bases O0 : ATGCCCAG.
As three other genomes we compare this sequence to, take

O1 : ATGCCCAA, O2 : TTACCCAG, and O3 : TTGCCCAA,

where differences in the bases to the reference genome are marked in red. Then O0 and
O1 differ at one position whereas O0 and O2 and O0 and O3 differ at two positions. We
denote the differences as follows:

k : on position 8 : G 7→ A,

s : on position 1 : A 7→ T,

c : on position 3 : G 7→ A.

We now define a metric space E , called an evolutionary history indexed by a phylogenetic
graph, to be a phylogenetic graph together with a set Ev for each vertex v. The distance
between any two sets Ev and Ew in E is the cardinality of their symmetric difference.

If we now look again at the example from before, we can consider Oi as vi, for i = 0, 1, 2
and O3 as r. The evolutionary history in Figure 1.5 then provides us with a suitable model
for the evolving population.
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Figure 1.5: Evolutionary history indexed by a phylogenetic graph. Clones are drawn in grey and the
unique recombinant is drawn in black.

For the purpose of measuring the influence of recombination on evolution, we define two
types of novelty profiles on evolutionary histories. A novelty profile of an evolutionary
history is simply a list of k monotonically decreasing numbers, where k is the number of
recombination events in the history. The temporal novelty profile measures the temporal
novelty of every recombinant r. The latter is defined to be the minimum of the symmetric
distances between between Er and Ev over all vertices v which correspond to organisms
that appear earlier in the sense that there exists a path from v to r in the phylogenetic
graph. Since there is only one recombinant the history in Figure 1.5, the temporal novelty
profile corresponding to it is the list containing only the temporal novelty of r, which is
(1). The topological novelty profile is defined to be the list of cardinalities of symmetric
distances between Eu and Ev, where u and v are the directed edges in the graph T \ F G,
constructed thusly: F G is obtained by first removing all vertices from G pointing to
recombinants, and T is the minimum spanning tree of the complete graph with the same
vertex set as G, with edge weights determined by genetic distances, which contains F G.
The temporal novelty profile is constructed more intuitively, however, the topological
novelty profile fulfils stronger stability results. The topological novelty profile of our
example is (1) – just like the temporal novelty profile. On histories indexed by general
phylogenetic graphs, the topological and temporal novelty profiles are not always the same.
Nevertheless, the fact that they are the same here is not a coincidence, given that the
underlying graph is a so-called galled tree on which they are always equal. A galled tree
is a modification of a tree that may include some well-behaved cycles. This construction
allows for modeling evolutionary relationships in a low recombination regime, in which only
isolated recombination events occur.

In [1], M. Lesnick et al. suggest that the central inference problem in topological approaches
to evolution is the estimation of novelty profiles. The findings presented in [3] suggest that
the barcode of the Vietoris-Rips complex on an evolutionary history encodes information
about both the number of recombination events and the contribution of recombination to
genetic diversity, but the precise statistical nature of the relationship between barcodes
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and recombination has not been made clear. In this thesis, we make progress towards
understanding this relationship by applying persistent homology to the study of recombi-
nation. We focus on the findings published in [1] regarding reticulate evolution that can be
modeled by galled trees. For the investigation of the latter, we introduce some notions from
discrete Morse theory that allow us to reduce the problem of understanding the barcodes
of galled trees to the problem of understanding the barcodes of so-called almost metric
spaces – finite metric spaces P , with a distinguished point p ∈ P , such that P \ {p} can be
isometrically embedded into R.

Finally, we prove our main result which states that for every evolutionary history indexed
by a galled tree, the set of lengths of intervals in the first persistence barcode of the
Vietoris-Rips complex provides a lower bound on the novelty profile. In particular, the
number of intervals in the barcode is a lower bound on the number of recombination events
in the history. Furthermore, all barcodes of the Vietoris-Rips complex for dimensions i ≥ 2
are trivial.
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Chapter 2

Persistent Homology

In order to analyze genetic relations between different organisms, we can view the different
organisms as vertices forming a metric space where the distance between two organisms
in this space is determined by how much the genetic material of the organisms differs. It
has previously been hypothesized that applying the so-called persistent homology to an
arbitrary sample P of an evolving population provides us with information about both the
number of recombination events and the contribution of recombination to genetic diversity.
However, the precise statistical nature of the relationship between persistent homology
and recombination has not been made clear. In order to be able to make progress towards
understanding this relationship, we introduce persistent homology in this chapter. We
start by defining simplicial complexes before introducing filtrations, collections of nested
topological spaces (in our application simplicial complexes), on point clouds. In homology,
the inclusion map between two spaces in the filtration induces a homomorphism, so that
in total, every filtration induces a sequence of homology groups with homomorphisms
between them. We refer to this object as persistence vector space and we use it to compute
persistent homology. Intuitively, persistent homology measures the shape of the space
we obtain from the sample P interpreted as a subset of a metric space by continuously
thickening the data points (so that we get balls) in terms of the number of voids in it.
We show that every persistence vector space can be decomposed into a sum of easily
understandable persistence vector spaces that we visually interpret by barcodes. Finally,
we introduce distances on barcodes in order to state stability results that form a basis
for some results in Chapter 3. We follow [4], [5], and [1]. We also consult [6] where it is
marked.

2.1 Abstract and Geometric Simplicial Complexes

We consider persistent homology on simplicial complexes which we introduce in this section.
We start by defining simplices before defining simplicial complexes which we obtain by,
roughly speaking, gluing simplices together along their faces in compliance with some rules
specified later.
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2.1. Abstract and Geometric Simplicial Complexes

Definition 2.1 Let P = {x0, x1, . . . , xn} denote a subset of an Euclidean space Rk. We
say that P is in general position if it is not contained in any affine hyperplane of Rk of
dimension less than n.

Definition 2.2 Consider a set P of points in Rk in general position. We define the
simplex spanned by P to be the convex hull σ = σ(P ) of P in Rk. The points xi are called
vertices and the simplices σ(T ) spanned by non-empty subsets T ⊆ P are called faces of
σ. We say that a simplex is a k-simplex when it is spanned by k + 1 vertices.

Definition 2.3 A (finite geometric) simplicial complex is a finite collection X of
simplices in a Euclidean space so that the following conditions hold.

1. For any simplex σ of X , all faces of σ are also contained in X .

2. For any two simplices σ and τ of X , the intersection σ ∩ τ is a simplex, which is a
face of both σ and τ .

Let us have a look at some examples and counterexamples.

Example 2.4 In Figure 2.1, Figure a) is a geometric simplicial complex. Figures b), c)
and d) are not simplicial complexes. Indeed, in b), we can see a two-dimensional simplex,
but not all of its edges are part of the structure. This violates the first condition. In c),
there is an intersection of an edge and a vertex, and the intersection is not a face of the
upper simplex and in d), we observe an intersection of edges which violates the second
condition.

a) b) c) d)

Figure 2.1: Figure a) represents a geometric simplicial complex, whereas b), c) and d) are not geometric
simplicial complexes.

Keeping only the combinatorial information and omitting coordinates, we arrive at the
following definition.

Definition 2.5 An abstract simplicial complex is a pair X = (V (X), Σ(X)), where
V (X) is a finite set called the vertices of X, and Σ(X) is a subset (called the simplices) of the
collection of all non-empty subsets of V (X), satisfying the conditions that if σ ∈ Σ(X), and
∅ ̸= τ ⊆ σ, then τ ∈ Σ(X). We say that an abstract simplicial complex is k-dimensional
if the simplices of maximal dimension are k-dimensional.

We note the following.

Observation 2.6 Every geometric simplicial complex X determines an abstract simplicial
complex whose vertex set is the set of all vertices of all simplices of X , and where a subset

7



2.1. Abstract and Geometric Simplicial Complexes

of the vertices is in the collection of simplices if and only if the set is the set of vertices of
some simplex of X .

In the sequel, we show that geometric and abstract simplicial complexes can actually be
translated into one another. For this purpose, we need some more theoretical background.

Definition 2.7 A geometric simplicial complex X is a geometric realization of some
abstract simplicial complex X if there exists an embedding i : V (X)→ Rd that takes every
abstract k-simplex {v0, . . . , vk} in X to the geometric k-simplex that is the convex hull of
i(v0), . . . , i(vk). We denote the geometric realization of X by |X|.

We can now state a proposition making sure that there exists a translation as described
above.

Proposition 2.8 Every abstract simplicial complex has a geometric realization.

Proof Consider an arbitrary abstract simplicial complex X and denote its vertices by
V (X) = {v1, . . . , vn}. We claim that the abstract simplicial complex has a geometric
realization in Rn. Indeed, consider the following map

i : V → Rn, vj 7→ ej for j ∈ {1, . . . , n},

where we denote by ej the jth standard basis vector in Rn. By construction, the map i is
an embedding that takes every abstract k-simplex in X to the geometric k-simplex that is
the convex hull of the image of its vertices under i. □

A visualization of a geometric realization of an abstract simplicial complex is shown in
Figure 2.2.

geometric realization

a b

c

e1

e2

e3

Figure 2.2: The abstract simplicial complex {{}, {a}, {b}, {c}, {a, b}, {a, c}, {b, c}, {a, b, c}} on the left and
a geometric realization on the right.

Remark 2.9 Less computationally expensive realizations can also be found: for example,
for any k-dimensional abstract simplicial complex, there exists a geometric realization in
R2k+1. For a proof, we refer to [6, Lemma 5.4.2], which gives a construction from which
the statement follows directly.

We also want to have mappings between simplicial complexes.
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2.2. Persistent Homology

Definition 2.10 For two abstract simplicial complexes X and Y , a map of abstract
simplicial complexes f : X → Y is a map of sets fV : V (X)→ V (Y ) such that, for any
simplex σ ∈ Σ(X), the subset fV (σ) is in Σ(Y ) .

We would like to point out that the construction of the geometric realization is functorial in
the sense that every map f : X → Y of abstract simplicial complexes induces a continuous
map |f | : |X| → |Y |, so that |f ◦ g| = |f | ◦ |g| and |idX | = id|X|.

Since we can translate abstract and geometric complexes into one another, we only refer to
simplicial complexes from now on.

2.2 Persistent Homology

We now use our knowledge of simplicial complexes to build such complexes on point clouds
and thereby count the number of voids suggested by the point cloud.

2.2.1 Persistence Vector Spaces

What we get in the calculation of the persistent homology depends on how precisely we
proceed in order to obtain a simplicial complex from a point cloud. In our observations,
the data points in a point cloud P correspond to genomes and the nested family of spaces
is constructed by “growing balls” around the points and then constructing simplicial
complexes approximating the “shape” of our data set based on the space obtained from
these balls. While “thickening” the points in the point cloud, and instead of considering
single points, considering balls with centers the points from the point cloud and some
radius r, we track the appearance of connected components, holes and higher dimensional
voids as r increases. In order to examine the development of the “shape” over time, we
define so-called filtrations.

Definition 2.11 A filtration is a collection of topological spaces {Fr}r∈[0,+∞) such that
Fr ⊆ Fs whenever r ≤ s. A simplicial filtration is a filtration where every Fr in the
collection is a simplicial complex.

Since, when analyzing data, we deal with point clouds, most of the time, the input data
is not given in the form of a simplicial filtration. So we have to transform the data into
one. In the process of transforming the data, we want the shape of the underlying data to
be retained as much as possible. There exist several methods for constructing simplicial
complexes on point clouds. We provide some intuition by introducing the so-called Čech
complex.

Definition 2.12 (Čech complex) Let (M, d) be a metric space and let P be a finite
subset of M . Given a real r > 0, the Čech complex C(P )r is defined to be the simplicial
complex with vertex set P obtained by adding a simplex with vertices a1, . . . , an to the
complex whenever the balls with radius r and centers a1, . . . , an intersect.
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2.2. Persistent Homology

It has been shown that the Čech complex C(P )r at radius r has the same homotopy type
as the union of balls grown around the data points with radius r (at least for some metric
spaces including the Euclidean space). This follows directly from a result referred to as
Nerve Theorem [7]. In this thesis, we work with a slightly different and computationally
more efficient complex, the so-called Vietoris-Rips complex VR(P )r at radius r on a point
cloud P . Another decisive advantage over the Čech complex is that the points of the data
set do not have to be embedded into the Euclidean space. The Vietoris-Rips complex only
approximately measures the presence of voids in the union of balls around data points.

Definition 2.13 (Vietoris-Rips Complex) Let (P, d) be a finite metric space. Given a
real r > 0, the Vietoris-Rips complex is the simplicial complex VR(P )r, where a simplex
σ is in VR(P )r if and only if d(p, q) ≤ 2r for every pair (p, q) of vertices of σ.

a b

c

a b

c

a b

c

a b

c

a b

c

a b

c

a b

c

a b

c

a b

c

a b

c

a b

c

Figure 2.3: The Vietoris-Rips complex for different radii (times) of the point cloud consisting of the points
a, b and c in the plane.

Example 2.14 Consider a space P , consisting of three non-collinear points in R2, as
shown in Figure 2.3. By “growing balls” of radius r around these points, we can read off
which simplices are included in the Vietoris-Rips complex VR(P )r.

Note that this example shows that the Vietoris-Rips complex and the Čech complex are
generally different complexes. In fact, the Čech complex, which belongs to the rightmost
image, is an unfilled triangle because the intersection of all three balls is empty.

Although the two complexes introduced might differ, we obtain the following inclusions:

C(P )r ⊆ VR(P )r ⊆ C(P )2r.

Consequently, the Vietoris-Rips complex gives a reasonable approximation for the number
of holes in the “thickened” point cloud. So enough about why it makes sense to work with
the Vietoris-Rips complex.

We would like to point out that visualizing Vietoris-Rips complexes does only work with
the image of growing balls when the points are in Euclidean space with the standard metric.
An example of a filtration where the image of growing balls cannot be used is shown in
Figure 2.4.
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2.2. Persistent Homology

Example 2.15 Consider the set of points on the left of Figure 2.4 and the metric induced
by some weighted graphs (edges and distances are not specified in the figure). Then the
filtration given in the figure may represent a Vietoris Rips filtration, although the classic
image of “growing balls” cannot be drawn in the usual way since the metric on the set of
points is not assumed to be the one given by the shown embedding of points in the plane.

t0 t1 t2 t3

a b c

p

a b c

p

a b c

p

a b c

p

a b c

p

b

t4

Figure 2.4: The Figure shows the Vietoris-Rips filtration for of the point cloud presented on the left with
a metric which is not the one given by the embedding of points in the plane presented in the image.

In the following, we present the general theory, which we then apply to the Vietoris-Rips
complex.

Definition 2.16 (Morphism of Filtrations) A morphism f : F → G of filtrations
is a collection of continuous maps {fr : Fr → Gr}r∈[0,+∞) such that the following diagram
commutes for all r ≤ s:

Fr Fs

Gr Gs

fr fs

We say that f is an objectwise homotopy equivalence if each fr is a homotopy equiva-
lence.

Intuitively, if two filtrations are connected by an objectwise homotopy equivalence, we can
think of them as topologically equivalent.

If a continuous map g is a homotopy equivalence, then g∗ = H̃i(g) is an isomorphism,
where we denote by H̃i the ith reduced homology. This implies the following lemma.

Lemma 2.17 If a morphism of filtrations f : F → G is an objectwise homotopy equivalence,
then for any i ≥ 0, f∗ : H̃i(F)→ H̃i(G) is an isomorphism.

Definition 2.18 (Persistence Vector Space) A persistence vector space M con-
sists of a collection of vector spaces {Mr}r∈[0,+∞), together with a collection of linear maps
{mr,s : Mr →Ms}r≤s such that
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2.2. Persistent Homology

1. for all r ≤ s ≤ t the following diagram commutes:

Mr

Ms Mt

mr,s
mr,t

ms,t

2. mr,r = idMr for all r.

From now on, we work over the field K = F2 whenever we compute examples. The nice
thing when considering homology with F2-coefficients is that we can ignore orientations.
The construction works similar to homology with Z-coefficients, but instead of computing
the homology by considering the sequence

. . .
∂n+1−→ Cn(X) ∂n−→ . . .

∂2−→ C1(X) ∂1−→ C0(X) ∂0=0−→ 0

for a simplicial complex X with homology groups Hi(X) = ker(∂i)/ im(∂i+1), we consider
the sequence

. . .
∂n+1⊗id−→ Cn(X)⊗ F2

∂n⊗id−→ . . .
∂2⊗id−→ C1(X)⊗ F2

∂1⊗id−→ C0(X)⊗ F2
∂0⊗0=0−→ 0

with homology groups Hi(X;F2) := Hi(X ⊗ F2) = ker(∂i ⊗ id)/ im(∂i+1 ⊗ id). One can
show that this construction satisfies the Eilenberg-Steenrod Axioms and thus defines a
homology theory. For more on this construction, reference is made to [8, Chapter 5.1] and
[9, Chapter 2.2, “Homology with coefficients”]. Abusing notation, we write Hi(X) when
actually meaning Hi(X;F2), and similarly in the adapted persistent setting.

The general theory works for any field.

Example 2.19 We want to give an example of persistence vector spaces. Consider the
filtration in Figure 2.4. We define persistence vector spaces with basis the i-chains in the
filtration. For the purpose of simplifying the notation, we write simplices by concatenating
letters designating vertices (e.g. by ab, we mean the 1-simplex [a, b] with vertices a and
b). By convention, we work with F2-coefficients. By ⟨· · · ⟩, we denote the span with F2-
coefficients. For i = 0, the basis of the persistence vector space is given by the set of vertices
P = {a, b, c, p} for all r ∈ [0, +∞), so for all r ∈ [0, +∞)

(C0(P ))r = ⟨a, b, c, p⟩.

For (C1(P ))r, we obtain

(C1(P ))r =



0 if r ∈ [t0, t1),
⟨ab, bc⟩ if r ∈ [t1, t2),
⟨ab, bc, cp⟩ if r ∈ [t2, t3),
⟨ab, bc, cp, ap⟩ if r ∈ [t3, t4),
⟨ab, bc, cp, ap, ac, bp⟩ if r ∈ [t4, +∞).

12



2.2. Persistent Homology

Moreover, assuming that acp is contained in the simplicial complex obtained at time t4, it
follows from the filtration that

(C2(P ))r =
{

0 if r ∈ [t0, t4),
⟨abc, abp, bcp, acp⟩ if r ∈ [t4, +∞).

Similar to the way we have already done it for filtrations, we also want to define morphisms
between persistence vector spaces.

Definition 2.20 (Morphism of Persistence Vector Spaces) A morphism or a lin-
ear transformation f : M → N of persistence vector spaces is a collection of linear
maps {fr : Mr → Nr}r∈[0,∞) such that for all r ≤ s, the following diagram commutes:

Mr Ms

Nr Ns .

fr

mr,s

fs

nr,s

We say that f is an isomorphism if each of the maps fr is an isomorphism.

Example 2.21 Consider again the persistence vector spaces from Example 2.33. For
i ∈ {1, 2}, a linear transformation between (Ci(P ))r and (Ci−1(P ))r is given by the usual
boundary map

(∂i)r : (Ci(P ))r → (Ci(P ))r, [v0, . . . , vi] 7→
i∑

j=0
(−1)i[v0, . . . , v̂j , . . . , vi],

known from algebraic topology [9]. Note that in the undirected setting, i.e. when working
F2-coefficients, this reduces to

(∂i)r : (Ci(P ))r → (Ci(P ))r, {v0, . . . , vi} 7→
i∑

j=0
{v0, . . . , v̂j , . . . , vi}.

We observe that the notion of a quotient space can be extended to persistence vector
spaces.

Definition 2.22 If N ⊆M is a sub-persistence vector space, i.e., a choice of K-subspaces
Nr ⊆Mr, for all r ∈ [0,∞), so that mr,s(Mr) ⊆Ms for all r ≤ s, then we call the persis-
tence vector space M/N = {Mr/Nr}r the quotient space of the persistence vector space
M and one of its sub-persistence vector spaces N . In this case, the linear transformation
from Mr/Nr to Ms/Ns is given by sending the equivalence class [v] to the equivalence class
[mr,s(v)] for every v ∈Mr.

Next up, we look at sets with filtrations.
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2.2. Persistent Homology

Definition 2.23 Let X be any set, equipped with a function ρ : X → [0, +∞). Such a pair
(X, ρ) is called an R+-filtered set.

Definition 2.24 Let X be an R+-filtered set. Denote by VK(X) the K-linear span of all
elements in X. We define the free persistence vector space on the pair (X, ρ) to be the
persistence vector space VK(X, ρ) = {VK(X, ρ)r}r with VK(X, ρ)r ⊆ VK(X) equal to the
K-linear span of the set X[r] = {x ∈ X|ρ(x) ≤ r} ⊆ X.

Example 2.25 The persistence vector spaces (Ci(P ))r for i = 0, 1, 2 from Example 2.19
are free because (Ci(P ))r ⊆ (Ci(P ))r′ whenever r ≤ r′.

Note that X[r] ⊆ X[r′] when r ≤ r′, so there is an inclusion VK(X, ρ)r ⊆ VK(X, ρ)r′ . We
can deduce from this the following observation.

Observation 2.26 A linear combination Σxaxx ∈ VK(X) is in VK(X, ρ)r if and only if
ax = 0 for all x satisfying ρ(x) > r.

Definition 2.27 For the persistence vector space from Observation 2.26, we write VK(X, ρ).
Given any persistence vector space V , we say that it is free if there exists an isomorphism
such that V ∼= VK(X, ρ) for some pair (X, ρ). We say that it is finite if X can be chosen
to be finite.

2.2.2 Decomposition Theorem

We do not only consider persistence vector spaces, but also the direct sum of persistence
vector spaces. It is defined taking the direct sum “pointwise” with respect to r.

Definition 2.28 For linear maps f : V1 → W1 and g : V2 → W2, we define the direct
sum

f ⊕ g : V1 ⊕ V2 →W1 ⊕W2

by taking f ⊕ g(v, w) = (f(v), g(w)). We then define the sum M ⊕N to be the persistence
vector space given by

(M ⊕N)r = Mr ⊕Nr, (m⊕ n)r,s = mr,s ⊕ nr,s.

We define the direct sum of an arbitrary collection of persistence vector spaces in the same
way.

As we see below, we can use this representation of persistence vector spaces to describe
every persistence vector space up isomorphism. We can use this representation to compare
different persistence vector spaces with each other. In this thesis, we prove the existence of
a decomposition for so-called finitely presented persistence vector spaces, which are defined
as follows.

Definition 2.29 We say that a persistence vector space M is finitely presented if it is
isomorphic to a persistence vector space of the form N/ im(f) for some linear transformation
f : M → N between finitely generated free vector spaces M and N .
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2.2. Persistent Homology

Recall that in the setting of linear algebra, the choice of basis for vector spaces V and W
allows us to represent linear transformations between the two vector spaces by matrices.
Our goal now is to transfer this representation to persistence vector spaces. To do this, we
first define what we mean by an (X, Y )-matrix.

Definition 2.30 For any pair (X, Y ) of finite sets and a field K, an (X, Y )-matrix is
an array (axy)x∈X,y∈Y of elements axy ∈ K. We write r(x) for the row corresponding to
x ∈ X, and c(y) for the column corresponding to y ∈ Y .
For any finitely generated free persistence vector space M = Vk(X, ρ), we observe that
Vk(X, ρ)r = Vk(X) for r sufficiently large, since X is finite. Consequently, any linear
transformation f : VK(Y, σ) → VK(X, ρ) of finitely generated persistence vector spaces
gives a linear transformation f∞ : VK(Y ) → VK(X) between finite-dimensional vector
spaces over K, and using the bases {φx}x∈X of VK(X) and {φy}y∈Y of VK(Y ) determines
(after imposing any orderings on X and Y ) an (X, Y )-matrix A(f) = (axy)x,y with entries
in K.

Proposition 2.31 The (X, Y )-matrix A(f) has the property that axy = 0 whenever
ρ(x) > σ(y). Any (X, Y )-matrix A satisfying these conditions uniquely determines a
linear transformation of persistence vector spaces

fA : VK(Y, σ)→ VK(X, ρ).
In particular, the correspondences f → A(f) and A→ fA are inverses to each other.

Proof Take any basis vector y, then it lies in VK(Y, σ)σ(y). It holds that

f(φy) =
∑
x∈X

axyφx.

From Observation 2.26, we know that Σx∈Xaxyφx lies in VK(X, ρ)σ(y) if and only if for
ρ(x) > σ(y), all coefficients axy are zero. So the (X, Y )-matrix A(f) has the property that
axy = 0 whenever ρ(x) > σ(y). □

The matrices we work with are so-called (ρ, σ)-adapted (X, Y )-matrices. They do not only
capture elements (simplices) of X and Y , but also the time at which they are added in the
filtration.

Definition 2.32 Given two R+-filtered finite sets (X, ρ) and (Y, σ), we say that the
(X, Y )-matrix A(f) from Proposition 2.31 satisfying axy = 0 whenever ρ(x) > σ(y) is
(ρ, σ)-adapted.

Example 2.33 Consider the filtration in Figure 2.4. The (ρ, σ)-adapted matrices (∂1)∞
and (∂2)∞ are the following:

(∂1)∞ =

(ab, t1) (bc, t1) (cp, t2) (ap, t3) (ac, t4) (bp, t4)


(a, t0) 1 0 0 1 1 0
(b, t0) 1 1 0 0 0 1
(c, t0) 0 1 1 0 1 0
(p, t0) 0 0 1 1 0 1

,
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(∂2)∞ =

(abc, t3) (abp, t4) (bcp, t4) (acp, t4)



(ab, t1) 1 1 0 0
(bc, t1) 1 0 1 0
(cp, t2) 0 0 1 1
(ap, t3) 0 1 0 1
(ac, t4) 1 0 0 1
(bp, t4) 0 1 1 0

.

Proposition 2.31 provides us with the following corollary which is crucial for the proof of
the Decomposition Theorem 2.39 below.

Corollary 2.34 Suppose that we are given (X, ρ) and (Y, σ), with ρ and σ both [0, +∞)-
valued functions on X and Y , respectively. Then any (ρ, σ)-adapted matrix A = (axy)x,y

determines a persistence vector space via the correspondence

θ : A 7→ VK(Y, ρ)/ im(fA).

This correspondence between the matrix and the persistence vector space satisfies the
following properties.

(i) For any A as described above, θ(A) is a finitely presented persistence vector space.
Vice versa, any finitely presented persistence vector space is isomorphic to one of the
form θ(A) for such a matrix A.

(ii) Let (X, ρ) be an R+-filtered set. Then, under the matrix/linear transformation
correspondence, the automorphisms of VK(X, ρ) are identified with the group of all
invertible (ρ, ρ)-adapted (X, X)-matrices.

We also emphasise the following proposition.

Proposition 2.35 Let (X, ρ) and (Y, σ) be R+-filtered sets, and let A be a (ρ, σ)-adapted
(X, Y )-matrix. Let B and C be (ρ, ρ)-, respectively (σ, σ)-adapted (X, X)-, respectively
(Y, Y )-matrices. Then BAC is also (ρ, σ)-adapted, and the persistence vector space θ(A) is
isomorphic to θ(BAC).

With this knowledge, we can understand the Decomposition Theorem. We begin by defining
a persistence vector space P (a, b) for every pair (a, b) where a ∈ R+, b ∈ R+ ∪ {+∞}, and
a < b, with the obvious interpretation when b = +∞.

Definition 2.36 We define P (a, b) as follows:

Mr = P (a, b)r =
{

K if r ∈ [a, b),
{0} if r /∈ [a, b),

with linear maps

mr,r′ =
{

idK if r, r′ ∈ [a, b),
0 otherwise.
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Example 2.37 The persistence vector space P (a, b) is finitely presented. Indeed, P (a, b)r

is isomorphic to ker(∂n)r/ im(∂n+1)r for every r > 0 and n ∈ N.

Remark 2.38 In the case where b is finite, let (X, ρ) and (Y, σ) denote the R+-filtered
sets (X, ρ) and (Y, σ), with the underlying sets consisting of single elements x and y, and
with ρ(x) = a and σ(y) = b. Then the (1 × 1) (X, Y )-matrix (1) is (ρ, σ)-adapted since
a ≤ b, and P (a, b) is isomorphic to θ((1)). When b = +∞, P (a, b) is isomorphic to the
persistence vector space VK(X, ρ), and can therefore be written as θ(0), where 0 denotes
the zero linear transformation from the persistence vector space 0.

Theorem 2.39 (Decomposition Theorem) Every finitely presented persistence vector
space M over a field K is isomorphic to a finite direct sum of the form

P (a1, b1)⊕ P (a2, b2)⊕ . . .⊕ P (an, bn)

for some choices ai ∈ [0, +∞), bi ∈ [0, +∞], and ai < bi for all i. This decomposition is
unique up to permutation of summands.

There is a more general version of this statement for pointwise finite dimensional persistence
vector spaces (persistence vector spaces M with dim(Mr) <∞ for all r), which was proven
in [10] in 2014. Since we work with finite-dimensional vector spaces in the remainder of
this work, the above version (Decomposition Theorem 2.39) is sufficient for us.

Proof
Existence: We start by proving the existence of the intended decomposition, but before
going into the proof, we sketch how we proceed.

Idea of Proof: The idea of the proof is to note that any finitely presented persistence
vector space is isomorphic to one of the form θ(A′) for a (ρ, σ)-adapted (X, Y )-matrix
A′. We then start by proving the theorem in the case where A′ has at most one non-zero
element and this is equal to one. Subsequently, for a general (ρ, σ)-adapted (X, Y )-matrix
A, we construct matrices B and C like in Proposition 2.35 so that BAC satisfies the
same property as A′ and we conclude using Proposition 2.35. By Corollary 2.34 (i), any
finitely presented persistence vector space is isomorphic to one of the form θ(A) for some
(ρ, σ)-adapted (X, Y )-matrix A, i.e. an (X, Y )-matrix with axy = 0 whenever ρ(x) > σ(y).

We start by taking a (ρ, σ)-adapted (X, Y )-matrix A′ such that every row and column has
at most one non-zero element and this element equals one.
Let {(x1, y1), (x2, y2), . . . , (xn, yn)} be all the pairs (xi, yi) so that axiyi = 1. Then

θ(A′) ∼= VK(X, ρ)/ im(fA′) (2.1)
∼=
⊕
x∈X

P (ρ(x), +∞)/ im(fA′) (2.2)

∼=
n⊕

i=1
P (ρ(xi), σ(yi))⊕

⊕
x∈X\{x1,...,xn}

P (ρ(x), +∞). (2.3)
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In 2.1 and 2.2, we just plugged in definitions. Note that 2.3 holds because the spaces are
finite-dimensional. Thus, we have already shown the theorem for our special case.
In order to prove the general case, it is now sufficient to construct (X, X)-, respectively
(Y, Y )-matrices B and C which are (ρ, ρ)-, respectively (σ, σ)-adapted so that BAC has
the property that every row and every column has at most one non-zero element and that
is the one-element.
Using row and column operations, we ultimately want to obtain our matrices B, C and
BAC from Proposition 2.35. It is important that the matrices are adapted. We therefore
adapt the row and column operations and allow the following operations in order to preserve
the quotient space up to isomorphism.

• All possible multiplications of a row or a column by a non-zero element of K.

• All possible additions of a multiple of r(x) to r(x′) when ρ(x) ≥ ρ(x′).

• All possible additions of a multiple of c(y) to c(y′) when σ(y) ≤ σ(y′).

These adapted row operations make sense which we see by noting that left multiplication
by the elementary matrix Eij(r) for an element r from a field (with eij = r, ett = 1, and
euv = 0 for u ̸= v, u ̸= i, v ≠ j) has the effect of adding r times the jth row to the ith row
and right multiplication by this matrix has the effect of adding r times the ith column to
the jth column.

We claim that by performing (ρ, σ)-adapted row and column operations, we can arrive at
a matrix with at most one non-zero entry in each row and column and if such an entry
exists, it is equal to the one-element in K.
Indeed, consider the algorithm described below.

1. Find y which minimizes σ(y) over all y with c(y) ̸= 0.

2. Find x which maximizes ρ(x) over the set of all x for which axy ̸= 0.

3. Note that

• because of the way how x was chosen, we are free to add multiples of r(x) to all
other rows, and

• because of the way how y was chosen, we can add multiples of c(y) to all other
columns without affecting c(y).

We now add multiples of r(x) to the other rows so as to “zero out” c(y), except in
the xy-entry and we add multiples of c(y) to the other columns so as to “zero out”
r(x) except in the xy-slot.

4. Make the xy-entry in the transformed matrix equal to one by multiplying r(x) with
1

axy
. (This step is redundant when working over F2.)

5. Delete r(x) and c(y) in order to obtain a (X\{x}, Y \{y})-matrix which is (ρ|X\{x}, σ|Y \{y})-
adapted.
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6. Apply this process inductively to the matrices obtained in the end of step 5. Each
of the row and column-operations required can be interpreted as row and column
operations on the original matrix with no effect on r(x) and c(y). Consequently, by
iterating this procedure, we eventually arrive at a matrix with only zero-entries. The
transformed matrix has at most one non-zero element in each row and column and if
there is such an element, it is one, by construction.

Finally, we apply Proposition 2.35, which yields that θ(A) ∼= θ(BAC) and therefore
concludes the proof of the existence of a decomposition.

Uniqueness: Now we come to the proof of the uniqueness of the decomposition, i.e. we
show that any two decompositions of the same persistence vector space are the same up to
interchanging summands. Suppose that V is a finitely presented persistence vector space
over K, and that we have two decompositions

M ∼=
⊕
i∈I

P (ai, bi) and M ∼=
⊕
j∈J

P (cj , dj),

where I and J are finite sets.
Let amin and cmin denote the smallest value of ai and cj , respectively and note that amin is
precisely min{r|Mr ̸= 0}. Thus, amin = cmin as otherwise, they would not both characterize
V .
Now define bmin to be min{bi|ai = amin}, and dmin to be min{di|ci = cmin}. Similar to amin,
bmin can be defined intrinsically, namely by bmin = min{r′| ker mr,r′ ̸= 0}. So bmin = dmin.
This implies that P (amin, bmin) appears in both decompositions.
The next step is to show that this summand occurs equally often in both decompositions.
For each decomposition, the sums of occurences of P (amin, bmin) are sub-persistence vector
spaces of M and can in fact intrinsically be characterized as the sub-persistence vector space
N , where N = ker(mr,bmin |im(m|amin,r )), because this sub-persistence vector space consists
precisely of the elements born at amin which are dead by the time bmin. Consequently, both
decompositions have the same number of P (amin, bmin)-summands.
Now define

I ′ = subset of I obtained by removing all i such that ai = amin, and
J ′ = subset of J obtained by removing all j such that bj = bmin,

and form the quotient M/N . Then

• M/N ∼=
⊕
i∈I′

P (ai, bi), and

• M/N ∼=
⊕

j∈J ′
P (cj , dj).

By induction over the number of summands in the decompositions, we obtain the uniqueness
result. □

Remark 2.40 From the algorithm described in the proof of Theorem 2.39 (existence),
we can deduce an algorithm to compute persistent homology. Note that since the pairs of
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matrices (A, B) we consider are two consecutive boundary matrices and consequently, they
satisfy A ·B = 0, the (ρ, σ)-adapted row and column operations translate to the following
admissible operations on (A, B).

• An arbitrary adapted row operation on A.

• An arbitrary adapted column operation on B.

• Perform an adapted column operation on A and an adapted row operation on B
simultaneously, with the operations related as follows. If the adapted column operation
in A is a multiplication of the ith column by a non-zero constant a, then the adapated
row operation on B is the transposition of the ith row by a−1. If the adapted column
operation on A is the transposition of two columns, then the adapted row operation
on B is the transposition of the corresponding rows of B. Finally, if the adapted
column operation on A is r times the ith column to the jth column, then the adapted
row operation on B is the subtraction of r times the jth row from the ith row.

We want to point out the following property of pairs of matrices A, B as described above.

Corollary 2.41 Given a pair (A, B), with A · B = 0, we can perform operations of the
type described above to obtain a pair

(A′, B′) =


 In 0 0

0 0 0
0 0 0

 ,

 0 0 0
0 Im 0
0 0 0


 .

The tuple (A′, B′) is uniquely determined by ther pair (A, B).

Proof Applying adapted row and column operations as in the proof of the Decomposition
Theorem 2.39, we obtain a pair

(A′, B′′) =


 In 0 0

0 0 0
0 0 0

 ,

 B′′
11 B′′

12 B′′
13

B′′
21 B′′

22 B′′
23

B′′
31 B′′

32 B′′
33


 ,

where we denote by B′′ we the matrix obtained by performing the adapted row operations
on B corresponding to the column operations performed on A. We force the submatrix
( B′′

11 B′′
12 B′′

13 ) to have n rows and we denote the number of rows of ( B′′
21 B′′

22 B′′
23 )

by r and the number of rows of ( B′′
31 B′′

32 B′′
33 ) by s. Since by assumption, A ·B = 0,

the submatrix ( B′′
11 B′′

12 B′′
13 ) is the zero-matrix. We can now perform only adapted

row operations involving the last r + s rows. Each adapted row operation on B′′ has an
adapted column operation on A′ affecting only the rightmost r +s columns and thus having
no effect on A′. So in this setting, performing adapted row and column operations on B′′

is equivalent to performing arbitrary row and column operations on the submatrix of B′′

consisting of the last r + s rows of B′′. By performing suitable operations, we obtain B′ of
the required form.

Uniqueness follows from the fact that n and m are the ranks of A and B, respectively. □
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Remark 2.42 By keeping track of row and column operations, we can find the generators
of persistent homology groups.

Example 2.43 Consider the filtration in Figure 2.4. In this example, we compute the
1-dimensional persistent homology of the filtration. We have already determined the crucial
persistence vector spaces in Example 2.19 and we have determined the linear transformations
in the form of boundary matrices in Example 2.33. The next step is to apply adapted row
and column operations to the pair of the first and second boundary matrix to transform the
matrices into a pair as in Corollary 2.41, using the algorithm described in the existence
part of the proof of the Decomposition Theorem 2.39. We start by considering columns y of
∂1 by ascending σ(y) and we sort the rows of ∂2 accordingly, as presented in Example 2.33.
In order to keep track of the generators, it is sufficient to only keep track of the headlines
of the matrices. Furthermore, abusing notation, we sometimes write r(i) and c(i) for the
ith row and column of the matrix currently looked at, respectively, in this computation.

(ab, t1) (bc, t1) (cp, t2) (ap, t3) (ac, t4) (bp, t4)( )1 0 0 1 1 0
1 1 0 0 0 1
0 1 1 0 1 0
0 0 1 1 0 1

,

(abc, t4) (abp, t4) (bcp, t4) (acp, t4)


1 1 0 0
1 0 1 0
0 0 1 1
0 1 0 1
1 0 0 1
0 1 1 0


We want there to be a 1 in the upper left entry of the matrix. Since this is already the case,
we do not have to exchange any rows and can proceed directly by “zeroing out” all entries
besides the first in the first column using elementary row operations. Note that since all
time labels of the rows are zero, we can add them as we wish. We use the same notation as
in the proof of Theorem 2.39. Adding r(1) to r(2) in ∂1 yields

(ab, t1) (bc, t1) (cp, t2) (ap, t3) (ac, t4) (bp, t4)( )1 0 0 1 1 0
0 1 0 1 1 1
0 1 1 0 1 0
0 0 1 1 0 1

,

(abc, t4) (abp, t4) (bcp, t4) (acp, t4)


1 1 0 0
1 0 1 0
0 0 1 1
0 1 0 1
1 0 0 1
0 1 1 0

 .

The next step is eliminating all ones besides the first in the first row of ∂1. Adding c(1) to
c(4) and c(5) and performing the corresponding row operations in ∂2, i. e. subtracting r(4)
and r(5) from r(1), yields

(ab, t1) (bc, t1) (cp, t2) (ap + ab, t3) (ac + ab, t4) (bp, t4)( )1 0 0 0 0 0
0 1 0 1 1 1
0 1 1 0 1 0
0 0 1 1 0 1

,

(abc, t4) (abp, t4) (bcp, t4) (acp, t4)


0 0 0 0
1 0 1 0
0 0 1 1
0 1 0 1
1 0 0 1
0 1 1 0

 .

Now the first row and the first column of the matrix obtained from ∂1 are in the correct
form and the first row of the matrix obtained from ∂2 is zero. Thus we can continue by
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applying the analogous steps to those described above to the lower 3× 5 submatrix of the
matrix obtained from ∂1 and so on. Afterwards, ∂1 is in the form from Corollary 2.41 and
as described in the proof of Corollary 2.41, we apply operations on ∂2 to obtain the correct
form for this matrix, as well. In the end, we get the following pair of matrices

∂′
1 =

(ab, t1) (bc, t1) (cp, t2) (ap + ab + bc + cp, t3) (ac + ab + bc, t4) (bp + bc + cp, t4) 1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0

,

∂′
2 =

(acp + abp + bcp + abc, t4) (abp + bcp, t4) (abc, t4) (bcp, t4)


(ab, t1) 0 0 0 0
(bc, t1) 0 0 0 0
(cp, t2) 0 0 0 0

(ap + ab + bc + cp, t3) 0 1 0 0
(ac + ab + bc, t4) 0 0 1 0
(bp + bc + cp, t4) 0 0 0 1

.

Observe that ap+ab+bc+cp = ∂(abp+bcp), ac+ab+bc = ∂(abc), and bp+bc+cp = ∂(bcp).
From the matrix obtained from ∂1, we can now read off that the persistence vector space
ker(∂1) is isomorphic to (X, ρ), where X = {∂(abp + bcp), ∂(abc), ∂(bcp)} and

ρ(x) =
{

t3 if x = ∂(abp + bcp),
t4 otherwise.

In order to compute the 1-dimensional persistent homology group, we have to consider the
linear map (∂2)r, mapping from (C2(P ))r to ker(∂1)r, for r ∈ [0, +∞). Denote by Y the
set Y = {abp + bcp, abc, bcp} with

σ(y) = t4 for all y ∈ Y.

∂2 can now be represented by the (X, Y )-matrix

(abp + bcp, t4) (abc, t4) (bcp, t4) (∂(abp + bcp), t3) 1 0 0
(∂(abc), t4) 0 1 0
(∂(bcp), t4) 0 0 1

.

It follows directely from Proposition 2.39 that the 1-dimensional persistent homology group
of the filtration given in Figure 2.4 is isomorphic to

P (t3, t4)⊕ P (t4, t4)⊕ P (t4, t4) ∼= P (t3, t4).

The persistent 1-dimensional homology group is generated by ∂(abp + bcp) and persists over
the interval [t3, t4).
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2.3 Visualizing Persistent Homology: Persistence Barcodes

The isomorphism classes of finitely presented persistence vector spaces are in one-to-one
correspondence with finite subsets (with multiplicity) of the set

{(a, b)|a ∈ [0, +∞), b ∈ [0, +∞], a < b}.

Notation 2.44 We denote the collection of intervals {(ai, bi)}i we obtain as a result of the
Decompositon Theorem 2.39 by BM and call BM the barcode of M . For F a filtration, we
write BH̃i(F) simply as Bi(F), where we denote by H̃i the ith reduced homology. Similarly,
for P a finite metric space, we write Bi(VR(P )) simply as Bi(P ).

Remark 2.45 As it is defined using reduced homology, B0(F) differs from the 0th barcode
constructed using unreduced homology by the removal of an infinite length interval.

We visualize persistence barcodes as families of intervals on the non-negative real lines.

Example 2.46 Recall again the filtration given in Figure 2.4. In Example 2.43, we have
computed its 1-dimensional persistent homology. When we capture it in a persistence
barcode, we obtain Figure 2.5.

t0 t1 t2 t3 t4

Figure 2.5: Barcode corresponding to the 1-dimensional persistent homology of the filtration in Figure
2.4.

2.3.1 Distances on Persistence Barcodes

In order to assess the similarity of point clouds, we work with metrics on the space of
persistence barcodes. We pose the question to which degree a barcode changes when we
have small (in suitable sense) modifications in the data. In order to even formulate an
answer to such a question, we have to define what is meant by small changes in the barcode.
For this purpose, we define the bottleneck distance between barcodes.

Definition 2.47 For any pair of intervals I = [x1, y1] and J = [x2, y2], we define ∆(I, J)
to be the l∞-distance between the two, regarded as ordered pairs in R2, in other words,
max(|x2−x1|, |y2−y1|). For a given interval I = [x, y], we also define λ(I) to be y−x

2 . λ(I)
is the l∞-distance between the closest interval of the form [z, z] to I. Given two families
I = {Iα}α∈A and J = {Jβ}β∈B of intervals, for finite sets A and B, and any bijection θ
from a subset A′ ⊆ A to B′ ⊆ B, we define the penalty of θ, P (θ), to be

P (θ) = max
(

max
a∈A′

(∆(Ia, Jθ(a)), max
a∈A\A′

(λ(Ia)), max
b∈B\B′

(λ(Jb))
)

.
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2.3. Visualizing Persistent Homology: Persistence Barcodes

We then define the bottleneck distance

dB(I, J) := min
θ

P (θ),

where the minimum is taken over all possible bijections from subsets of A to subsets of B.

Before giving an example, we want to make two remarks about the sets A′ and B′ in
Definition 2.47.

Remark 2.48

(i) Note that since A and B are finite, A′ and B′ must be finite as well. Otherwise, there
would not exist a bijection between these two sets.

(i) Consider the special case where A′ = B′ = ∅, then maxa∈A′(∆(Ia, Jθ(a)) = −∞ for the
bijection θ : ∅ → ∅ since there are no intervals contained in the empty set. Moreover,
the values maxa∈A\A′(λ(Ia)) and maxb∈B\B′(λ(Ib)) also appear in other choices of
A′ and B′. Consequently, when, in the process of computing the bottleneck distance,
going through bijections between subsets A′ and B′ of A and B, we can leave out the
case A′ = B′ = ∅.

1 2 3 4 5 6 7 8 9 10 11 12

1 2

I1

I2

J1
9

5

0

Figure 2.6: A visualization of two persistence barcodes B1 = {I1, I2} (in green) and B2 = {J2} (in red).

Example 2.49 Consider the persistence barcodes I = B1 = {I1, I2} = {Iα}α∈A and
J = B2 = {J1} = {Jβ}β∈B as presented in Figure 2.6 and let us compute the bottleneck
distance between the two barcodes. Note that A = {1, 2} and B = {1}, so the only non-
trivial bijections between a subset of B1 and a subset of B2 are the following: θ1 : I1 → J1,
θ2 : J1 → I1, θ3 : I2 → J1, and θ4 : J1 → I2. We start by computing the penalties.
Note that for symmetry reasons, it is sufficient to consider θ1 and θ3. We begin with θ1.
We can read from the picture that maxa∈{1}(∆(Ia, Jθ(a)) = ∆(I1, J1) = 2. Moreover, if
A′ = I1, then A\A′ = I2, so maxa∈A\A′(λ(Ia)) = (λ(I2)) = 12−10

2 = 1. Finally, we compute
maxb∈B\B′(λ(Ib)), but this equals −∞ since B′ will always be equal to J1, so B \B′ is the
empty set. Consequently, we obtain

P (θ1) = max(2, 1,−∞) = 2.

Next, we do the same computations for θ3. Again, we can read from the visualization
of the barcodes that ∆(I2, J1) = 9. Moreover, we note that if A′ = I2, then A \A′ = I1,
so maxa∈A\A′(λ(Ia)) = (λ(I1)) = 5−0

2 = 5
2 and maxb∈B\B′(λ(Ib)) = −∞, just like in the

computations for the bijection θ1. Therefore, we obtain

P (θ3) = max(9,
5
2 ,−∞) = 9.
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2.3. Visualizing Persistent Homology: Persistence Barcodes

The bottleneck is defined to be the minimum of P over the bijections {θ1, θ2, θ3, θ4}, which
is the same as the minimum over θ1 and θ3, as defined above. As a result, we get

dB(B1,B2) := min
θ

P (θ) = min(P (θ1), P (θ3)) = min(2, 9) = 2.

Now that we have formulated what it means for barcodes to be close to each other, let us
find a notion of what it means for compact metric spaces to be close to each other. We
introduce the Gromov-Hausdorff distance for this purpose.

Definition 2.50 Given two subspaces P, Q of a metric space Z, we define the Hausdorff
distance between P and Q by

dH(P, Q) := max
{

sup
p∈P

inf
q∈Q

d(p, q), sup
q∈Q

inf
p∈P

d(p, q)
}

.

For P and Q any compact metric spaces, define the Gromomov-Hausdorff distance
between the two spaces to be

dGH(P, Q) := inf
γ,κ

dH(γ(P ), κ(Q)),

where γ : P → Z and κ : Q→ Z are isometric embeddings into a metric space Z.

2.3.2 Stability Results

In this section, we state two stability results without proving them. We need the statements
later in this thesis for proving a stability result for the topological novelty profile in Chapter
3.

Theorem 2.51 ([11], [12]) For any finite metric spaces P, Q and i ≥ 0,

dB(Bi(P ),Bi(Q)) ≤ dGH(P, Q).

The following variant of Theorem 2.51, stated in slightly different language in [13], can be
proven by a slight modification of the proof of Theorem 2.51.

Theorem 2.52 ([13], Proposition 5.6) For finite metric spaces P ⊆ Q and i ≥ 0,

dB(Bi(P ),Bi
S(Q)) ≤ 1

2dH(P, Q),

where Bi
S(Q) is the barcode obtained by shifting each interval of Bi(Q) to the right by

1
2dH(P, Q).
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Chapter 3

Novelty Profiles

In this chapter, we introduce the novelty profile, a statistic of an evolving population which
quantifies how recombination contributes to genetic diversity. We start by building up a
mathematical framework representing genetic dynamics in an evolving population. We
use a model called evolutionary history indexed by a phylogenetic graph. After that, we
introduce the temporal and the topological novelty profile. We show that the topological
novelty profile is bounded from above by the temporal novelty profile and we present
a decisive advantage of the topological novelty profile, namely that, in contrast to the
temporal novelty profile, it is stable with respect to time. In this section, we follow [1].

3.1 Phylogenetic Graphs and Evolutionary Histories

We want to develop a model that represents evolutionary relationships and allows for
recombination events. We model evolutionary relationships with so-called phylogenetic
graphs.

Definition 3.1 (Phylogenetic Graph) A phylogenetic graph is a finite directed acyclic
graph G such that

1. G has a unique vertex v0, the root with in-degree 0, and

2. each vertex of G has in-degree at most 2.

We call a vertex in G of in-degree 1 a clone, and a vertex of in-degree 2 a recombinant.
If (v, w) is a directed edge in G, we say that v is a parent of w. We define a rooted tree
to be a phylogenetic graph with no recombinants.

Example 3.2 Consider the graphs in Figure 3.1. The graph in a) is a phylogenetic graph
since it is finite, directed, acyclic, the vertex at the top is unique vertex v0, the root has
in-degree 0, and each vertex of G has in-degree at most 2. The graph in b) is not a
phylogenetic graph since the vertex at the bottom has three incoming edges. The graph
depicted in c) is not a phylogenetic graph either since it is cyclic, and the graph in d) has
two vertices with in-degree 0 so it is also not a phylogenetic graph.
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3.1. Phylogenetic Graphs and Evolutionary Histories

a) b) c) d)

Figure 3.1: In a), we can see a phylogenetic graph. The figures in b), c), and d) do not represent
phylogenetic graphs.

Definition 3.3 For a rooted acyclic graph G with vertex set V and S ⊆ V , we say that
v ∈ S is the minimum or minimal element of S if for all s ∈ S, any directed path from
r to s in G contains v.

Note that G may not have a minimum, but if a minimal element exists, then it is unique.

We now define the evolutionary history, with the aim of mathematically formalizing
biological ancestral relationships. Evolutionary histories are often referred to as ancestral
recombination graphs (ARGs). However, we do not make use of this notion as we want to
make a clear distinction between a history and its underlying phylogenetic graph.

Definition 3.4 (Evolutionary History) Denote by Set the collection of all finite sets.
For G a phylogenetic graph with vertex set V , an evolutionary history indexed by G is
a map E : V → Set satisfying the following three properties:

1. If w is a clone with parent v, then Ev ⊆ Ew.

2. For each m ∈
⋃

v∈V Ev, the set {v ∈ V | m ∈ Ev} has a minimal element.

3. If w is a recombinant with parents u and v, then Eu ∩ Ev ⊆ Ew ⊆ Eu ∪ Ev.

We call the elements of Ev mutations.

An example for an evolutionary history can be found in Figure 3.2. For the moment, we
can ignore the time function shown. It only becomes relevant as soon as we analyze novelty
profiles.

We look at differences between the Ev for vertices v of the graph through which the
evolutionary history E is indexed. For this, we introduce the following metric on finite sets.

Definition 3.5 The symmetric difference metric d on any two finite sets Ev, Ew from
an evolutionary E indexed by a phylogenetic graph with vertex set V and v, w ∈ V is

d(Ev, Ew) := |Ev△Ew| = |(Ev ∪ Ew) \(Ev ∩ Ew)|.

We call d(Ev, Ew) the symmetric distance of Ev and Ew. We denote the resulting metric
space as met E, or, when no confusion is likely, simply as E.

When we write d, we always mean the symmetric distance from now on. For a history E
indexed by a phylogenetic graph G with vertex set V , this is precisely the metric induced
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3.1. Phylogenetic Graphs and Evolutionary Histories

{}

{a, b, c, d, e, f}

{a, b, c,G,H}

{G,H, I, J,K,L}

{a, b, c,G,H, I}

t = 0

t = 1

t = 2

t = 3

t = 4

Figure 3.2: Phylogenetic graph indexed by an evolutionary history and time function. We denote the
vertex on the top (the unique root) by v0, the vertex at t = 1 by v1, the vertex at t = 2 by v2, the
recombinant an t = 3 by r1, and the recombinant at t = 4 by r2.

by the cardinality of the symmetric distance on the collection of all finite sets, restricted to
the set {Ev | v ∈ V }. This means that we actually get a metric space.

Example 3.6 We want to calculate the symmetric distance between two sets in the history
from Figure 3.2. Exemplarily we calculate d(Ev1 , Er1), where v1 is the left grey vertex and
r1 is the left black vertex.

d(Ev1 , Er1) = |({a, b, c, d, e, f} ∪ {a, b, c, G, H}) \({a, b, c, d, e, f} ∩ {a, b, c, G, H})|
= |{a, b, c, d, e, f, G, H} \{a, b, c}|
= |{d, e, f, G, H}|
= 5

Let us now interpret the theory developed on a biological level. A phylogenetic graph
describes the ancestral relationships between organisms in a history, and each set Ev speci-
fies the genome (genetic information) of an organism v in terms of the difference between
that genome and some fixed (unspecified) reference genome. Hereby, translated back into
the biological language, item 1 makes sure that any clone inherits all mutations from its
parent (and possible some new mutations). Item 2 can be understood as follows: for every
mutation that occurs, there is a unique origin of the mutation in some organism. Finally,
item 3 makes sure that if both parents of a recombinant inherit a mutation, then the
recombinant inherits it. Moreover, it stipulates that any mutation carried by a recombinant
is inherited from a parent.
The first two properties are standard in phylogenetics and are often referred to as the infi-
nite sites assumption. In real-world evolving populations, the infinite sites assumption
may not always hold. In other words, the same mutation may occur in different organisms
despite being absent in their common ancestors. Such mutations, termed homoplasies, may
be observed in sampled data either if the per-site mutation rate is high (which is typical for
species with short genomes, such as RNA viruses) or if the mutations confer high fitness.
Homoplasies are typically rare for species with long genomes, as the probability of mutating
twice at the same exact genetic site is small. If they do occur, homoplasies usually involve
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3.2. Novelty Profiles

few sites, so that the metric space underlying the history only differs slightly from that of
a history only differs slightly from that of a history satisfying the infinite sites assumption.

3.2 Novelty Profiles

To theoretically underpin the topological approach to the study of genetic recombination
developed in [3], we introduce novelty profiles. They were first proposed in [1], and provide
stable statistic of an evolutionary history that not only counts recombination events but
also quantifies how recombination creates genetic diversity. The basic idea behind novelty
profiles is to measure the genetic difference between recombinants and their parents.

3.2.1 Temporal Novelty Profile

For a phylogenetic graph G with vertex set V , define a partial order on V by taking

v ≤ w :⇔ ∃ directed path from v to w.

We say that t : V → R is a time function if t(v) < t(w) whenever v < w. We interpret
t(v) as the birth time of the organism v.

Definition 3.7 (Temporal Novelty Profile) Given a history E induced by G, a time
function t : V → R, and a recombinant r of G, we define the temporal novelty of r to be

Nt(r) := min{d(Ev, Er) | t(v) < t(r)}.

We define Nt(E), the temporal novelty profile of E (with respect to t), to be the list
of temporal novelties Nt(r) for all recombinants r of G, sorted in decreasing order.

Example 3.8 In the following, we show that the temporal novelty profile of the graph in
Figure 3.2 is (5, 1).

To begin with, notice that the root v0 satisfies Ev0 = {}, so for any recombinant r, it holds
that d(Ev0 , Er) = |({} ∪ Er) \({} ∩ Er)| = |Er|.

We start by determining the symmetric distances of Er1 and the sets from the history
corresponding to vertices with time value at most 3 (because t(r1) = 3). These vertices are
v0, v1 and v2. Since |Er1 | = 5, the temporal novelty of r1 is at most 5.

We already know from Example 3.6 that d(Ev1 , Er1) = 5. We still have to carry out the
remaining calculations.

d(Ev2 , Er1) = |({G, H, I, J, K, L} ∪ {a, b, c, G, H}) \({G, H, I, J, K, L} ∩ {a, b, c, G, H})|
= |{a, b, c, G, H, I, J, K, L} \{G, H}|
= |{a, b, c, I, J, K, L}|
= 7

The above computations imply that Nt(r1) = 5.
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3.2. Novelty Profiles

Now we focus on r2. Once again, we want to determine its temporal novelty. Since |Er2 | = 6,
the temporal novelty of r2 is at most 6.
d(Ev1 , Er2) = |({a, b, c, d, e, f} ∪ {a, b, c, G, H, I}) \({a, b, c, d, e, f} ∩ {a, b, c, G, H, I})|

= |{a, b, c, d, e, f, G, H, I} \{a, b, c}|
= |{d, e, f, G, H, I}|
= 6

d(Ev2 , Er2) = |({G, H, I, J, K, L} ∪ {a, b, c, G, H}) \({G, H, I, J, K, L} ∩ {a, b, c, G, H})|
= |{a, b, c, G, H, I, J, K, L} \{G, H, I}|
= |{a, b, c, J, K, L}|
= 6

In addition, since t(r1) = 3 < 4 = t(r2), we also have to determine d(Er1 , Er2).
d(Er1 , Er2) = |({a, b, c, G, H} ∪ {a, b, c, G, H, I}) \({a, b, c, G, H} ∩ {a, b, c, G, H, I})|

= |{a, b, c, G, H, I} \{a, b, c, G, H}|
= |{I}|
= 1

Therefore, it holds that Nt(r2) = 1. This implies that the temporal novelty profile of E is
indeed Nt(E) = (5, 1).

Notation 3.9 For two finite vectors x and y of the same length we use the following
notation for the maximum norm:

d∞(x, y) = max
i
|xi − yi|.

Proposition 3.10 For any time function, the temporal novelty profile is stable with respect
to genetic perturbations in the sense that for any two histories E and E ′ indexed by the
same phylogenetic graph G = (V, E) such that for all v ∈ V , it holds that d(Ev, E ′

v) ≤ δ
2 , it

holds that the maximal distance between two elements in the same position of the topological
novelty profile of the two histories,

d∞(Nt(E),Nt(E ′)) := max
i
|Nt(E)i −Nt(E ′)i)|,

is at most δ.

Proof Suppose that E and E ′ are histories indexed by the same phylogenetic graph such
that for all v ∈ V , it holds that d(Ev, E ′

v) ≤ δ
2 . By applying the triangle inqeuality twice,

we obtain
d(Ev, Ew)− d(E ′

v, E ′
w) ≤ d(Ev, E ′

v) + d(E ′
v, Ew)− d(E ′

v, E ′
w)

≤ d(Ev, E ′
v) + d(E ′

v, E ′
w) + d(E ′

w, Ew)− d(E ′
v, E ′

w)

≤ δ

2 + δ

2
= δ.
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Similarly, we compute that

−d(Ev, Ew) + d(E ′
v, E ′

w) ≤ δ.

Therefore, E and E ′ satisfy |d(Ev, Ew)− d(E ′
v, E ′

w)| ≤ δ for all vertices v, w of G. Now take
any time function t on the vertices of G. Then the above computations imply that

d∞(Nt(E),Nt(E ′)) = max
i
|Nt(E)i −Nt(E ′)i)|

≤ δ.

So in particular, the difference between any two entries at the same position of the temporal
novelty profile is at most δ. This implies that temporal novelty profile is indeed stable with
respect to genetic perturbations. □

Now the question arises as to whether we also have stability with regard to the time
function. In the proof of the following proposition, we see why this is not the case.

Proposition 3.11 The temporal novelty profile is unstable with respect to perturbations
of the time function.

Proof Consider the history E from Example 3.8. For δ ∈ (−1,∞), let tδ be the time
function shown in Figure 3.8 by changing the time value of the vertex on the bottom right
from 4 to 3 + δ. Then for all δ ∈ (0, 1), we have

Ntδ
(E) = (5, 1) and Nt−δ

(E) = (6, 1).

This yields d∞(Ntδ
(E),Nt−δ

(E)) = 1, so it does not approach zero as δ approaches zero,
thus we do not have stability. □

3.2.2 Topological Novelty Profile

Although the temporal novelty profile is very intuitive and stable with respect to genetic
perturbations, it not being stable with respect to the time function is a huge drawback.
Therefore, we define the topological novelty profile, which turns out to be stable with
respect to both, perturbations of the genome, and perturbation of birth times. For the
definition of the topological novelty profile, we need the notions of relative minimal spanning
trees and collapses.

Definition 3.12 Given a weighted graph and a forest F ⊆ G (i.e., a vertex-disjoint
collection of subtrees), we define a spanning tree of G rel F to be a spanning tree T
of G containing F and we refer to it as relative spanning tree. We say that T is a
minimal spanning tree of G rel F if the sum of the edge weights of T is as small as
possible among all spanning trees of G rel F . In this case, we speak of a minimal relative
spanning tree.

Definition 3.13 The operation of removing faces γ that are a superset of some fixed face
τ (including τ itself) is called a collapse.
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b) c)

Figure 3.3: In a), we can see the graph G from Figure 3.2 with weights corresponding to the genetic
distances between elements from the evolutionary history given in the figure. Sketched in green in b), we
can see a forest F ⊆ G. Note that this forest only contains a single tree. In c) the dark red edge is the one
we need to add in order to obtain a minimum spanning tree of G rel F .

Example 3.14 The tree in Figure 3.4 a) can be interpreted as a simplicial complex. Then
the three vertices on the bottom are all faces. Consider the face τ (colored red in b)) and
note that the edge γ is a superset of τ . An example for a collapse is the deletion of τ and
its superset γ (both colored in red in c)) from the graph. The graph we obtain by applying
this operation is shown in d).

a) b) c) d)

τ

γ

τ

γ

τ

γ

Figure 3.4: A collapse on a graph.

Remark 3.15 Given a weighted graph and a forest F ⊆ G, by collapsing each tree in F
to a point, the problem of finding a minimal spanning tree rel F reduces to the problem of
finding an ordinary minimal spanning tree on a multigraph. The latter can be solved by
first replacing all the given edges between vetices with the respective minimal one and then
finding a minimal spanning tree of the reduced graph using Kruskal’s Algorithm, described
in [14]. The idea of Kruskal’s Algorithm is to sort the edges of a graph by weight and then
adding them one by one to the minimal spanning tree, whenever the edge added does not
lead to a cycle.

The following proposition helps us to identify minimal spanning trees.

Proposition 3.16 A spanning tree T rel F is minimal if and only if for all i, the ith

smallest edge weight is less than or equal to the ith smallest edge weight in any other
spanning tree rel F .

Proof Note that by Remark 3.15, it is sufficient to establish the result for ordinary
spanning trees, i.e. in the case where F is an empty forest. We show the two implications
separately.
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3.2. Novelty Profiles

“⇐”: Assume that for all i, the ith smallest edge weight in some spanning tree T is less
than or equal to the ith smallest edge weight in any other spanning tree rel F .
Then the sum of the edge weights is as small as possible among all the spanning
trees considered.

“⇒”: Let T be a minimal spanning tree and let U be any other spanning tree. For the
sake of deriving a contradiction, assume that for some i, the ith smallest edge
weight in T is greater than the ith smallest edge weight in U . Denote this weight
by ω. Now consider the subforests Tω ⊆ T and Uω ⊆ U consisting of all vertices
and just those edge weights with weight at most ω.
By assumption, Uω contains more edges than Tω, so there exist two vertices u and
v that lie in the same component of Uω, but not in the same component of Tω. In
particular, there exists an edge e = (x, y) for some vertices x and y along the path
from u to v in Uω such that x and y lie in different path-connected components of
Tω.
Now consider the path from x to y in T . Since x and y are in different path-
connected components of Tω, the path contains at least one edge e′ with weight
greater than ω. Consequently, replacing e with e′ in T gives a new spanning tree
with strictly smaller sum of edge-weights than in T . This contradicts the assertion
that T is a minimal spanning tree and thus concludes the proof. □

We can deduce a corollary from this proposition that is useful once we define the topological
novelty profile in Definition 3.18.

u

x y
v

e′

e

path-connected component of T

path-connected components of Tω

Figure 3.5: Construction from the proof of Proposition 3.16.

Corollary 3.17 The collection of edge weights in a minimal spanning tree is independent
of the choice of the tree.
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Proof It follows from Proposition 3.16 that the collection of edge weights in a minimal
spanning tree rel F is determined by the property that the ith smallest edge weight in it is
at most the same as the ith smallest edge weight in any other spanning tree rel F . □

We now finally define the topological novelty profile.

Definition 3.18 (Topological Novelty Profile) For E a history indexed by a phylo-
genetic graph G, let F G be the forest in G obtained by removing all edges pointing to
recombinants. Let Ḡ denote the complete graph with same vertex set as G. Regard Ḡ as
a weighted graph by taking the weight of edge (u, v) to be d(Eu, Ev). Let T be a minimal
spanning tree of Ḡ rel F G. We define T (E), the topological novelty profile of E, to be
the list of distances

{d(Eu, Ev)|(u, v) ∈ T \F G},

counted with multiplicity and sorted in descending order.

The following remark shows that the topological novelty profile is well-defined.

Remark 3.19 Note that the elements in the topological novelty profile T (E) are determined
by the collection of edge weights in a relative minimal spanning tree, so by Corollary 3.17,
T (E) does not depend on the choice of a minimal spanning tree T .

It is thus enough to find any minimal spanning tree of Ḡ rel F in order to determine the
temporal novelty profile. Let us have a look at an example for computing the latter.

Example 3.20 Consider the history indexed by the graph G in Figure 3.6. Let us determine
its topological novelty profile.

{}

{}

{}

{a}

{a, b}

{a, b, c, d}

G

Figure 3.6: A history indexed by a graph G.

We start by determining F G and Ḡ. In our example, the forest F G obtained from G by
removing all edges pointing to recombinants consists of a single non-trivial tree and two
vertices, and Ḡ is the complete graph with vertex set G, by definition. Both graphs are
depicted in Figure 3.7.
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{}

{}

{}

{a}

{a, b}

{}

{}

{}

{a}

{a, b}

{a, b, c, d}

FG Ḡ

Figure 3.7: F G (left) and Ḡ (right) corresponding to the history indexed by G in Figure 3.6, as defined in
Definition 3.18.

We then determine a minimal spanning tree T of Ḡ rel F G, i.e. a minimal spanning tree
of Ḡ containing all edges of F G using Proposition 3.16. Such a minimal spanning tree is
shown in Figure 3.8.

{}

{}

{}

{a}

{a, b}

{a, b, c, d}

T

Figure 3.8: Minimal spanning tree T of Ḡ rel F G (Ḡ and F G from Figure 3.7).

The topological novelty profile is the list of distances {d(Eu, Ev) | (u, v) ∈ T \F G}, sorted in
descending order. From the graphic representation of T \F G in Figure 3.9 we can directly
see that T (E) = (1, 1).

{}

{}

{}

{a}

{a, b}

{a, b, c, d}

T \ FG

Figure 3.9: T \F G.

In the sequel, we use the following notation.

Notation 3.21 Given two lists A and B of numbers, each sorted in decreasing order and
of the same length, we write A ≤ B if |A| ≤ |B| and for each i ∈ {1, . . . , |A|}, Ai ≤ Bi.
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Proposition 3.22 For any history E with time function t, the topological novelty profile
is a lower bound for the temporal novelty profile, i.e.,

T (E) ≤ Nt(E).

Proof Suppose that E is a history indexed by some phylogenetic graph G. The idea of the
proof is to construct a spanning tree T of Ḡ rel F G such that the weights of the edges in
T \F G correspond to the temporal novelty profile. The result then follows from Proposition
3.16. To construct T , for each recombinant r ∈ G, we choose a vertex v(r) in G with
t(v(r)) < t(r) such that d(Ev(r), Er) is as small as possible among all such vertices. We take
T to be the graph obtained from F G by adding in the edge (v(r), r) for each recombinant
r. Then T is a tree and minimal by Proposition 3.16. □

The question arises as to what extent the temporal novelty profile and the topological
novelty profile differ from each other. The next example shows that they are not in general
the same, but in some cases, there exist time functions such that the temporal novelty
profile equals the topological novelty profile.

Example 3.23 The topological novelty profile for the history and time function in Figure
3.2 is the same as the temporal novelty profile computed in Example 3.8. However, we can
define a different time function t′ such that the topological novelty profile differs from the
temporal novelty profile. Define, for example, t′ to be the same time function as t but with
t = 1 and t = 2 exchanged and t = 3 and t = 4 exchanged. Then the temporal novelty
profile is given by Nt′(E) = (6, 1) ̸= (5, 1) = Nt(E) = T (E).

Now we come to the crucial stability result.

Proposition 3.24 (Stability of the Topological Novelty Profile) Given histories E
and E ′ indexed by the same phylogenetic graph G with |d(Ev, Ew) − d(E ′

v, E ′
w)| ≤ ε for all

vertices v, w of G, we have
d∞(T (E), T (E ′)) ≤ ε.

Proof For E a history indexed by a graph G and F G the forest defined in 3.18, define a
filtration F by Fs := F G ∪ VR(E)s, where we consider E to the metric space met E with d
the symmetric difference metric from Definition 3.5. We claim that the topological novelty
profile T (E) of E is exactly the list of right endpoints of intervals in the barcode of the
zeroth homology, possibly with some copies of 0 added in.
Indeed, when building up Fs for continuously increasing s, then a recombinant r persists
until

min
Ev∈E\ER

d(Er, Ev) = 2s ⇐⇒ s = 1
2 min

Ev∈E\ER

d(Er, Ev),

where we denote by ER the set of elements from the history corresponding to r ∈ R that
previously died at s′ ≤ s. Note that the list of right endpoints of the persistence intervals of
Fs may contain zeros. This is possible because it might be the case that Ev = Ew although
v ≠ w for vertices of the phylogenetic graph the evolutionary history is indexed by. The
values computed above correspond precisely to the distances in T \F G for a minimal
spanning tree T of Ḡ rel F G. □
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Chapter 4

Novelty Profiles on Galled Trees

In this chapter, we define so-called galled trees, a form of phylogenetic graphs satisfying
some extra properties that make sure that the graph structure does not become too
complicated. Interpreted biologically, they represent evolution in a low combination regime,
i.e., there are only few recombination events. We show that on galled trees, the temporal
and the topological novelty profiles are equal. We introduce some notions from discrete
Morse theory to prove the main theorem of this thesis. It roughly states that the topological
novelty profile on galled trees is bounded from below by the list of life-times in the 1-
dimensional persistent homology of the Vietoris-Rips complex of the history indexed galled
tree, and the higher-dimensional persistent homology is trivial. We want to point out that
in contrast to our notation in Chapter 2, we mainly use the usual notation for simplices
in this chapter. Moreover, we work over F2, so we may omit orientations. We primarily
follow [1]. For the parts on discrete Morse theory, we refer to [15] and [16].

4.1 Galled Trees

Our goal is to find bounds on novelty profiles. Our main bounds concern the special case
that our phylogenetic graph is a galled tree.

We start by introducing two definitions that we need in order to define a galled tree.

Definition 4.1 An undirected graph is a loop if its geometric realization is homeomorphic
to a circle. In the set-up of a directed graph we say that a vertex which has no incoming
arcs is a source and a vertex which has no outgoing arcs is a sink. We call a directed
graph a source-sink loop if the following two conditions hold.

1. The undirected graph underlying G is a loop.

2. G has a unique source and a unique sink.

Definition 4.2 For directed graphs G and H, with a source v in G and any vertex w in
H, we define a directed graph G ∨v,w H by taking the disjoint union of G and H and then
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4.1. Galled Trees

identifying v and w. We call G∨v,w H a sum of G and H. We sometimes write G∨v,w H
simply as G ∨H, suppressing v and w.

We can think of the sum of two directed graphs as the graph we get by “gluing” the source
from one graph to a vertex of the other graph.

Remark 4.3 We do not define the sum G ∨v,w H in the case that neither of the vertices
v and w is a source.

The definitions from above enable us to understand the notion of a galled tree. Note that
in contrast to the definition in the paper [1], we define galled trees to be finite in order for
Proposition 4.5 to hold. However, this adjustment is minimal, as we work with finite data
sets in the application anyway.

Definition 4.4 (Galled Tree) Let A be the smallest collection of directed acyclic graphs
such that the following conditions are satisfied.

1. Each rooted tree is in A.

2. Each source-sink loop is in A.

3. If G and H are in A, then so is each sum G ∨H.

We define a galled tree to be a finite graph isomorphic to one in A.

Informally, a galled tree is a graph obtained by iteratively gluing rooted trees and source-
sink loops along single vertices, using the sum operation from Definition 4.2. An example
for a galled tree can be found in Figure 4.1.

Figure 4.1: An example for a galled tree. Recombinants are printed in black. Note that the tree is
obtained by alternatingly “gluing” dashed and non-dashed rooted trees / source-sink loops. In this case,
the source-sink loops contained in the galled trees are dashed.

The following proposition is essential for our consideration of galled trees.

Proposition 4.5 Any galled tree is a phylogenetic graph.

Proof Let A be the smallest collection of directed acyclic graphs satisfying the conditions
1-3 from Definition 4.4. Let G be a graph isomorphic to one in A. First note that G is a
finite directed acyclic graph. We now check that the conditions 1 and 2 from Definition 3.1
are satisfied.
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4.1. Galled Trees

1. We claim that G has a unique root with in-degree 0. We prove the claim by induction
over the minimum number n of summands that are source-sink loops or rooted trees
since by the definition of galled trees, G can be written as a sum of source-sink loops
and rooted trees.
Base case (n = 1): If n = 1, then G is either a rooted tree or a source-sink loop, so
it has a unique root.
Induction step (n ↷ n + 1): Assume that for any galled tree G consisting of n
summands, i.e., a galled tree that can be written in the form

G = (((G1 ∨v1,w1 G2) ∨v2,w2 G3) ∨v3,w3 . . . ∨vn−2,wn−2 Gn−1) ∨vn−1,wn−1 Gn,

where the Gi’s are either rooted trees or source-sink loops, it holds that G has a
unique root. Consider a graph H which can be written as a sum of n + 1 rooted trees
and source-sink loops, i.e.,

H = ((H1 ∨v1,w1 H2) ∨v2,w2 . . . ∨vn−2,wn−2 Hn−1) ∨vn−1,wn−1 Hn)︸ ︷︷ ︸
=H′

∨vn,wn Hn+1. (4.1)

Then H ′ has a unique has a unique root by the induction hypothesis and Hn+1 has a
unique root according to the base case. Gluing any vertex from Hn+1 to the source
of H ′ has the following consequence: if the vertex glued to the root is the root of
Hn+1, it is still the only root in H. If another vertex gets glued to the root of H ′,
then the root of H ′ has incoming vertices and thus no longer is a root. Consequently,
the root of Hn+1 is the unique root of H. The argument that the root exists and is
unique when gluing H ′ to Hn+1 works analogously.

2. It remains to show that each vertex of G has in-degree at most 2. Again, we prove
the statement by induction on over the minimum number of summands n of G.
Base case (n = 1): If n = 1, then G is either a rooted tree or a source-sink loop, so
each vertex has in-degree at most 2.
Induction step (n ↷ n + 1): Assume that the assertion holds for any galled tree
with minimum number of summands that are either rooted trees or source-sink
loops being n. Now consider a galled tree H with this number being n + 1. Then
H = H ′ ∨Hn+1 where H ′ is of the same form as in (4.1). The only vertex which may
not have in-degree at most 2 therefore is the root at which H ′ and Hn+1 are being
added. If two roots get glued to each other, the in-degree is 0 and if a vertex which
is not a root gets glued to a root, the in-degree of the vertices glued together is at
most 0 + 2 = 2. This yields the claim.

Consequently, a galled tree satisfies all the properties of a phylogenetic tree. □

We can now ask ourselves whether every phylogenetic graph is also a galled tree. But this
is not true, as the following example shows.

Example 4.6 Not every phylogenetic graph is a galled tree. Consider, for example, the
phylogenetic graph indexed by a history E in Figure 3.2 and ignore the time function. It is
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4.1. Galled Trees

not a galled tree since cycles formed by the reticulation events overlap in the sense that
they share the same edges which contradicts the minimality condition in the definition of a
galled tree.

The consideration of galled trees is of particular relevance, which is indicated by the validity
of the following proposition.

Proposition 4.7 For any history E indexed by a galled tree and time function t,

Nt(E) = T (E).

Proof Suppose that E is a history indexed by a galled tree G. In order to determine the
topological novelty profile, we have to find a minimum spanning tree of Ḡ rel F G. Recall
from Definition 4.4 that Ḡ is the complete graph with the same vertex set as G, and F G

is the forest in G obtained by removing all edges pointing to recombinants. A minimum
spanning tree of Ḡ rel F G can be constructed greedily (step-by-step and always choosing
the “locally best solution”) by starting with all edges contained in F G and then considering
the edges of Ḡ \F G in order of increasing weight (see Remark 3.15). In this construction,
each edge in Ḡ \F G added to the relative minimum spanning tree can be chosen to connect
a recombinant r to a vertex v of the source-sink loop in G that has r as its sink. This works
since the weights corresponding to edges in the original graph G connecting vertices from
a source-sink loop to its sink are smaller than any other edge weights of edges between
between a vertex and the sink of the source-sink loop considered. Moreover, every vertex
that is not a recombinant is connected via a walk to every vertex. In order not to obtain
any cycles, we consider every recombinant only once (for obtaining a cycle, we would have
to connect a recombinant to at least two other vertices). We then have that t(v) < t(r)
and d(Ev, Er) ≤ d(Ew, Er) for any other vertex w with t(w) < t(r). This shows that indeed,
it holds that Nt(E) = T (E). Since E was an arbitrary history, this concludes the proof.□

In order for the investigation of galled trees to be of biological relevance, the probability
that a randomly constructed phylogenetic graph is a galled tree must be high. The following
remark states that in scenarios characterized by low recombination rates, galled trees serve
as effective models for studying evolution.

Remark 4.8 ([1], Remark 4.6, [17]) Given a probabilistic model generating a phyloge-
netic graph, one may ask what the probability is of obtaining a galled tree. It can be shown
analytically that the problem reduces to the study of a finite-state Markov chain. An analysis
of this Markov chain yields, for fixed population size n, a system of linear equations L(ρ)
depending on a recombination parameter ρ, whose solution gives the probability P (n, ρ) of
obtaining a galled tree. Solving these linear systems numerically for various values of ρ
and n, we observe that as ρ tends to 0, P (n, ρ) tends to 1. This indicates that histories
indexed by galled trees are reasonable models.
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4.2. Barcodes of Histories Indexed by Galled Trees

4.2 Barcodes of Histories Indexed by Galled Trees

Now that we have clarified the relevance of galled trees in the study of reticulate evolution,
let us analyze them using means from algebraic topology. We start with a result that
reveals a connection between the topological novelty profile and the 0th persistence barcode
of an evolutionary history.

Notation 4.9 For B a barcode, we denote by lenghts(B) the list of intervals of B, sorted
in descending order.

Proposition 4.10 Suppose we are given a history E and δ > 0 such that d(Ev, Ew) < δ
whenever w is a clone with parent v. Then the lists obtained from lengths(B0(E)) and T (E)
by removing all entries less than δ are equal.

Proof Suppose we are given a history E indexed by a graph G and δ > 0 such that
d(Ev, Ew) < δ whenever w is a clone with parent v. We now compute the persistent
homology of the Vietoris-Rips complex of E . Note that since the distance between a clone
and its parent is smaller than δ for all elements Ev ∈ E in the history, for VR(E) δ

2
, it holds

that, when deleting edges pointing to recombinants, all vertices that are not recombinants
are parts of trees and there is precisely one more tree than recombinants in the graph. In
particular, the trees form precisely the forest F G from the definition of the topological
novelty profile (possibly, there are additional edges connecting recombinants to other
vertices, but those are exactly the ones where the distance from a recombinant to another
vertex is smaller than δ). The list lengths(B0(E)) now contains precisely the lifetimes of
the recombinants that have lifetime at least δ. But these are precisely the entries of size at
least δ in the topolological novelty profile which we get from the forest description above.□

The 0th barcodes providing us with information about the topological novelty profile of
a history, at least to some extent, suggests that the 0th barcodes are useful in the study
of recombination. However, if in applications δ is large, or when we are only given a
subsample of a history, the 0th barcodes might not give useful insights regarding the
topological novelty profile. In combination with Theorem 4.13 about barcodes indexed
by trees, stated below, this motivates studying the relationship between the topological
novelty profile and higher barcodes of a history. Before stating a theorem describing the
relationship, we define tree-like spaces and formulate a proposition used in the proof of
Theorem 4.13 and also useful later in this thesis.

Definition 4.11 An undirected tree with a non-negative weight function on its edges is
a weighted tree. A metric space P is called tree-like if it is isometric to a subspace of a
metric space arising from the shortest-path metric on a weighted tree.

Proposition 4.12 ([3], Theorem 2.1, [1], Proposition 6.3) If P is a tree-like metric
space, then for all r ∈ [0, +∞), each component of VR(P )r is contractible. Hence, Bi(P ) = ∅
for i ≥ 1.

Theorem 4.13 ([3]) If G is a tree, E is a history indexed by G, and S ⊆ E, then Bi(S) = ∅
for i ≥ 1.
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4.2. Barcodes of Histories Indexed by Galled Trees

After adapting Proposition 4.12 to the right setting and noting that the metrization of a
subset of a history indeed by a tree is tree-like, we can prove Theorem 4.13.

4.2.1 Metric Decomposition of an Evolutionary History

In the following, we reduce the problem of understanding the relation between the
topological novelty profile of a history indexed by a galled tree and higher barcodes
to a more accessible problem. More precisely, we split the problem into the study of galled
trees and tree-like metric spaces. This requires some preparatory work.

Definition 4.14 A based metric space is a metric space P , together with a choice of
basepoint p ∈ P .

Definition 4.15 For based metric spaces P and Q with base points p ∈ P , q ∈ Q, we
regard the wedge sum P ∨Q (sum of based metric spaces) as a metric space, with the
metric given by

dP ∨Q(x, y) =


dP (x, y) if x, y ∈ P,

dQ(x, y) if x, y ∈ Q,

dP (x, p) + dQ(q, y) if x ∈ P, y ∈ Q.

For based metric spaces P and Q, let VR(P )r ∨ VR(Q)r denote the wedge sum filtration,
given by

(VR(P ) ∨ VR(Q))r := VR(P )r ∨ VR(Q)r.

Using the above two definitions, we can find a decomposition of barcodes of the sum of P
and Q when P and Q are both finite based metric spaces.

Proposition 4.16 For based metric spaces P and Q, the inclusion

VR(P ) ∨ VR(Q) ↪→ VR(P ∨Q)

is an objectwise homotopy equivalence. In particular, for any i ≥ 0,

Bi(VR(P ) ∨ VR(Q)) = Bi(P ) ∪ Bi(Q).

The proposition can be proved using discrete Morse theory. In the intermezzo following,
we introduce the terminology we need for the purpose of proving the statements based on
discrete Morse theory in this chapter.

Intermezzo: Discrete Morse Theory

Discrete Morse Theory (DMT) is a combinatorial theory concerning topology-preserving
collapses of cell complexes. We give some basic definitions.

Definition 4.17 Given a graph G with no self-edges, we define a matching X in G to
be a subset of the edges such that no two edges are incident to the same vertex.
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4.2. Barcodes of Histories Indexed by Galled Trees

Definition 4.18 For a simplicial complex S, the Hasse graph GS of S is the directed
graph with vertices the simplices of S and and edge from s to s′ if and only if s′ is a
codimension-1 face of s (a face of s which has dimension one lower than s, also often
referred to as facet). When we say that a matching X matches two simplices in S, then
this refers to matchings in the Hasse graph GS.

An example for a simplicial complex and the corresponding Hasse graph is presented in
Figure 4.2.

c

ba

Hasse graph

abc

ab bc
ac

a c

b

{}

S : GS :

Figure 4.2: A simplicial complex S (on the left) and the corresponding Hasse graph GS (on the right). As
in Chapter 2, we denote the simplex [a, b] by ab, and similarly for other simplices, to shorten the notation.

Definition 4.19 A matching X in GS is acyclic if when we modify the graph GS by
reversing the orientation of all edges in X, while leaving the orientation of all other edges
unchanged, we obtain a directed acyclic graph.

Example 4.20 In Figure 4.3, we can see two examples for matchings on the Hasse graph
from Figure 4.2. The matching in a) is not acyclic. Indeed, by reversing the arc directions
of the arcs in the matching, we obtain a graph containing the cycle b, ab, a, ac, c, bc, b. The
matching in b) is acyclic which we can see by trying out all possible walks starting at ab or
bc and noticing that we always “get stuck” at some vertex.

abc

ab bc
ac

a c

b

{}

abc

ab bc
ac

a c

b

{}

a) b)

Figure 4.3: Two examples for matchings (arcs contained in the matching are colored in green). The
matching in a) is not acyclic and the matching in b) is acyclic.

Definition 4.21 A discrete gradient vector field (DGVF) X on S is an acyclic
matching in GS. A simplex σ ∈ S is called critical in X if σ is not matched in X.
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4.2. Barcodes of Histories Indexed by Galled Trees

Example 4.22 Consider the matching X = {(abc, ab), (bc, b)} from Figure 4.3. Since X
is an acyclic matching in GS, it defines a discrete gradient vector field. Since a ∈ S is
unmatched, [a] is an example for a simplex which is critical in X.

In the proof of Proposition 4.16, we also need the following result which we accept without
giving a proof. It is often referred to as Main theorem of discrete Morse theory for CW
complexes. A proof can be found in [18, Theorem 11.13].

Proposition 4.23 ([18], Theorem 11.13)

(i) Suppose that X is a DGFV on a finite simplicial complex S. Then S is homotopy
equivalent to a CW-complex with exactly one cell of dimension i for each critical
i-simplex of X.

(ii) If the critical simplices of X form a subcomplex S′ ⊆ S, then in fact S deformation
retracts onto S′.

This concludes our excursion into discrete Morse Theory.

Back to: Metric Decomposition of an Evolutionary History

We can now prove Proposition 4.16. The main idea is to define a DGVF on the Vietoris-Rips
complex VR(P ∨Q)r such that the critical simplices form a subcomplex of VR(P ∨Q)r

and then use Proposition 4.23 to infer the first part of the proposition. For the second
part, we then recall a lemma from the chapter about persistence.

Proof of Proposition 4.16 Take any two finite metric spaces P and Q, and fix a radius
r ∈ [0, +∞). Assume that a simplex σ ∈ VR(P ∨Q)r in the Vietoris-Rips complex of the
sum of P and Q contains vertices in both P and Q, but not the common vertex p = q.
Then {p = q}∪σ is also in VR(P ∨Q)r since it is the disjoint union of two simplices in the
complex. With this in mind, define a DGVF X on VR(P ∨Q)r by matching each simplex
σ to {p = q} ∪ σ (acyclic matching by construction).
The critical simplices in X are, precisely those contained in (VR(P ) ∨ VR(Q))r, again by
construction, and consequently, they form a subcomplex of VR(P ∨Q)r. So by Proposition
4.23 (ii), VR(P ∨ Q)r deformation retracts onto (VR(P ) ∨ VR(Q))r and therefore, the
inclusion

(VR(P ) ∨ VR(Q))r ↪→ VR(P ∨Q)r

is a homotopy equivalence.
Finally, we verify the result for persistence barcodes stated in the proposition. By Lemma
2.17, we already have that

H̃i((VR(P ) ∨ VR(Q))r) ∼= H̃i(VR(P ∨Q)r),

and thus
Bi(P ∨Q) = Bi(VR(P ) ∨ VR(Q)).
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4.2. Barcodes of Histories Indexed by Galled Trees

Consequently, it is sufficient to prove that

Bi(VR(P ) ∨ VR(Q)) = Bi(P ) ∪ Bi(Q).

In order to prove this, we refer to [9, Corollary 2.25], according to which

H̃i((VR(P ) ∨ VR(Q))r)→ H̃i(VR(P )r)⊕ H̃i(VR(Q)r),

for each r ∈ [0, +∞) via a natural isomorphism. Since we have natural isomorphisms for
every r, we also get an isomorphism of persistence modules. This yields

Bi(P ∨Q) = Bi(P ) ∪ Bi(Q),

which is the desired result. □

Using Proposition 4.16, we can prove the following theorem.

Theorem 4.24 Suppose G is a galled tree with G = G1 ∨ ... ∨ Gl for source-sink loops
G1, . . . , Gk ⊆ G and rooted trees Gk+1, . . . , Gl ⊆ G and that E is a history indexed by G.
Let Ej denote the restriction of E to Gj for j ∈ {1, . . . , l}.

(i) There is an objectwise homotopy equivalence from an iterated wedge sum of the
filtrations VR(Ej) to VR(E).

(ii) For i ≥ 1,

Bi(E) =
k⋃

j=1
Bi(Ej).

Proof

(i) We prove this statement by induction. The case l = 1 holds tautologically. Let now
l = 2. Observe that when G is a phylogenetic graph with G = G1 ∨G2 for subgraphs
G1, G2 ⊆ G, E is a history indexed by G, and E1 and E2 are the respective restrictions
of E to G1 and G2, then

met E ∼= met E1 ∨met E2.

Assuming that the statement holds for l = n, it holds for l = n + 1 by the inductive
hypothesis:

met E1 ∨ ... ∨met En ∨met En+1 = (met E1 ∨ ... ∨met En) ∨met En+1.

The result then follows from Proposition 4.16.

(ii) According to (i), it holds that ∨l
j=1VR(Ej) is homotopy equivalent to VR(E), so in

particular, just like in the proof of Proposition 4.16, we inductively obtain that

Bi(E) =
l⋃

j=1
Bi(Ej).
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By Proposition 4.12, Bi(S) = ∅ for every subset S of a history indexed by a tree and
for every i ≥ 1. So we get that Bi(Ej) = ∅ for j ∈ {k + 1, . . . , l}. This implies that

Bi(E) =
k⋃

j=1
Bi(Ej).

□

4.2.2 Vietoris-Rips Filtrations of Almost Linear Metric Spaces

In this section, we introduce almost linear metric spaces and show some results about them.
This is useful as the metrization of histories indexed by a source-sink loop is almost linear
(Proposition 4.27).

Definition 4.25 We say that a non-empty finite metric space P is almost linear if there
is a point p ∈ P such that P \{p} is isometric to a finite subset of R. We call any such
point p a distinguished point.

Example 4.26 An example for an almost linear metric space can be found in Figure 4.4.
Note that not every almost linear metric space can be embedded isometrically into the
two-dimensional Euclidean space.

Figure 4.4: An almost linear metric space embedded in R2. The distinguished point is drawn in black.

Proposition 4.27 If E is a history indexed by a source-sink loop, then met E is almost
linear.

Proof Let E be a history indexed by a source-sink loop. Then there exists precisely one
sink which is the unique recombinant of the phylogenetic graph indexed by E . So when we
delete this recombinant, the remaining graph is just a tree with a root and at most two
branches going out of this root and there are no other edges in the three. Thus, met E \{Ep}
is isometric to a subset of R. A visualization of this proof is shown in Figure 4.5. □

a) b) c)

Figure 4.5: In a), we can see a source-sink loop. The vertex representing the source is printed in white
and the vertex representing the sink is printed in black. In b), we can see the same graph, but without the
sink and the edges going into the sink. In c), we can see an isometric embedding of the tree in b) into R2.
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In view of Theorem 4.24 and Proposition 4.27, the problem of understanding the topology
of the Vietoris-Rips filtrations of histories indexed by galled trees reduces to understanding
the homology of almost linear metric spaces. Our goal is to prove the following statement
about the topology of the Vietoris–Rips filtration of an almost linear metric space.

Theorem 4.28 Let P be an almost linear metric space with distinguished point p.

(i) For each r ∈ [0, +∞), the connected component Cr of VR(P )r containing p is either
contractible or homotopy equivalent to a circle, and each other component of VR(P )r

is contractible. In particular, Bi(P ) = ∅ for i ≥ 2.

(ii) If Cr and Cr′ are both homotopy equivalent to circles and r ≤ r′, then the inclusion
Cr ↪→ Cr′ is a homotopy equivalence. Thus, B1(P ) has at most one interval.

(iii) The unique interval of B1(P ), when it exists, has length at most d(p, P \{p}) and is
contained in the interval

[12d(p, P \{p}), 1
2 diam(P \{p})),

where diam(P \{p}) denotes the diameter of the set P \{p}.

Remark 4.29 As a consequence of Theorem 4.24 (i), Proposition 4.27, and Theorem
4.28 (i), we obtain that for a history E indexed by a galled tree G and r ∈ [0, +∞), each
component of VR(E)r is homotopy equivalent to a bouquet of circles.

In what follows, we provide several definitions and lemmas leading up to the proof of
Theorem 4.28. We work in the following set-up.

Set-up: Let P be an almost linear metric space with distinguished point p, and let
r ∈ [0, +∞) be such that VR(P )r is connected. By choosing an isometric embedding
P \{p} ↪→ R, we may regard P \{p} as a subset of R.

Definition 4.30 Let Pleft ⊆ P \{p} denote the set of points y such that

1. [p, y] /∈ VR(P )r, and

2. there is no w ∈ P \{p} satisfying each of the following conditions:

• w < y,

• w and y lie in the same connected component of VR(P \{p}), and

• [p, w] ∈ VR(P )r.

In order to get a better understanding of Definition 4.30, we give an example.

Example 4.31 Consider the point set P with Vietoris-Rips complex for some parameter
r in Figure 4.6.

In the following, we demonstrate how to determine Pleft. In order to do so, we go through
the points in P \{p} point by point and consider every point as a possible y ∈ Pleft.
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a b c d e f

p

Figure 4.6: An example for a Vietoris-Rips complex on an almost linear space P and some choice of
parameter r. The metric on P is not assumed to be the one given by the embedding in R2. The distinguished
point is colored in black, points in Pleft are colored in white, and the remaining points are grey.

a : 1. [a, p] /∈ VR(P )r, so condition 1 from Definition 4.30 is satisfied.

2. Since there exists no w < a in P , the second condition is satisfied.

Thus, a ∈ Pleft.

b : 1. [b, p] /∈ VR(P )r, so condition 1 from Definition 4.30 is satisfied.

2. The only P ∋ w < b is a. Since [p, a] /∈ VR(P )r, the second condition is satisfied.

Consequently, b ∈ Pleft.

c : 1. It is sufficient to note that [c, p] ∈ VR(P )r, so the first condition is not satisfied by
c.

The same applies to e and f , so c, e, f /∈ Pleft.

d : Finally, consider d.

1. [d, p] /∈ VR(P )r, so condition 1 from Definition 4.30 is satisfied.

2. The points a, b and c are smaller than d. However, none of them is in the same
connected component of VR(P \{p})r as d, so the second condition is also satisfied
for d.

This implies that d ∈ Pleft.

The above yields that Pleft = {a, b, d}.

Lemma 4.32 Within our set-up (P an almost linear metric space with distinguished point
p, and r ∈ [0, +∞) such that VR(P )r is connected), VR(P )r deformation retracts onto
VR(P \Pleft)r.

It is often convenient to use an alternative formulation of the acyclity condition which uses
the following definition of an X-path.

Definition 4.33 For a matching X in GS, we define an X-path to be a sequence of
simplices in S

σ0, τ0, σ1, τ1, . . . , σm, τm, σm+1

such that for each j ∈ {0, . . . , m}, the following are true:

• σj is a face of τj and X matches σj to τj,
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• σj+1 is a codimension-1 face of τj,

• σj ̸= σj+1.

We say that the X-path non-trivial if m ≥ 0, and closed if σ0 = σm+1.

Example 4.34 For the matching X in Figure 4.3 b), the a non-trivial X-path is given by
σ0 = ab, τ0 = abc, σ1 = bc. It is not closed since σ0 ̸= σ1.

We provide the following proposition without giving a proof. A proof can be found in [16,
Chapter 2.2.1].

Proposition 4.35 ([15], Theorem 6.2, [16]) A matching X in GS is a DGVF (i.e.
acyclic) if and only if there exists no non-trivial closed X-path.

Assuming that this proposition holds, we prove Lemma 4.32. The idea is to define a DGVF
on VR(P )r that, in the Hasse graph GVR(P )r

, matches every simplex containing a point
in Pleft and no others. Then the critical simplices form the subcomplex VR(P \Pleft)r of
VR(P )r and we can deduce the result using Proposition 4.23 (ii).

Proof of Lemma 4.32 Define a DGVF W on VR(P )r as follows: for j ≥ 2 and a simplex

σ := [a1, a2, . . . , aj ], where a1 < a2 < . . . < aj (we regard P \{p} as a subset of R),

in VR(P )r such that a1 ∈ Pleft and a2 is the point in P immediately to the right of a1, W
matches σ to its face [a1, a3, . . . , aj ]. Note that W is acyclic since for any W -path

σ0, τ0, . . . , σm, τm, σm+1,

the τj ’s are strictly increasing with respect to the lexicographical order induced by the
vertex ordering. If m ≥ 0 and σ0 = σm+1, then

σ0, τ0, . . . , σm, τm, σ0, τ0, σ1

is a W -path with τm < τ0, so there cannot exist a non-trivial closed W -path. Moreover,
in the Hasse graph GVR(P )r

, W matches every simplex containing a point in Pleft and no
others, so the critical simplices of W form the subcomplex VR(P \Pleft)r. Now we use
Proposition 4.23 (ii) to conclude that VR(P )r deformation retracts onto VR(P \Pleft)r

since the critical simplices form a subcomplex of the simplicial complex VR(P )r. □

Note that this lemma allows us to assume, without loss of generality, that P = P \Pleft.
So from now on, we assume that Pleft = ∅.

Still with the goal of proving Theorem 4.28, we show some lemmas leading up to Lemma
4.41 stating that for an almost linear metric space P and any radius, each component of
the Vietoris-Rips complex is contractible or deformation retracts to a wedge sum of finitely
many circles. In order to show this, we define a DGVF Y on the Vietoris-Rips complex in
a way that the critical simplices are i-simplices for i ≤ 1. The exact set of critical simplices
is given in Lemma 4.40 and it turns out in the proof of Theorem 4.28 why we want the
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matching to be of exactly that nature. The construction allows, among other benefits, that
with Proposition 4.23 (i), Lemma 4.41 follows directly.

We construct a DGVF Y on VR(P )r in the following steps:

• Step 1: We define and order on the vertices in P .

• Step 2: We define a DGVF X on VR(P )r.

• Step 3: We prove a lemma suggesting a way to extend X to a DGVF Y with the
properties desired for the proof of Lemma 4.41 by matching more simplices.

Step 1: We order the vertices in P by taking {p} to be the minimum, and ordering
P \{p} from left to right, via the chosen embedding of P \{p} into R. Henceforth, it is our
convention that the vertices of a simplex in VR(P )r are always written in increasing order.

Step 2: We define X as follows.

Definition of X: If a simplex σ = [a1, a2, . . . , aj ] in VR(P )r has a coface (a simplex τ is
a coface of τ̃ when τ̃ is a face of τ) a0 ∪ σ := [a0, a1, a2, . . . , aj ] with a0 < a1, then, in the
Hasse graph GVR(P )r

, X matches σ to a0 ∪ σ with a0 as small as possible. X matches no
other simplices.

A visualization of this definition can be found in Figure 4.7.

Figure 4.7: Illustration of the DGVF X on a Vietoris-Rips complex of an almost linear metric space
with distinguished point the bottom vertex ordered first, and the other vertices ordered from left to right.
Matched simplices are grey and critical simplices are black. The arrows indicate which simplices are
matched with which (simplex of lower dimension points to simplex of higher dimension). Thus, X has one
critical 0-simplex, two critical 1-simlices and one critical 2-simplex.

Step 3: Let us prove the following lemma which provides us with a characterization of
critical simplices in X.

Lemma 4.36 For j ≥ 2, a simplex [a1, . . . , aj ] is critical in X if and only if the following
conditions are satisfied:

1. a1 ̸= p,

2. [q, a1, . . . , aj ] /∈ VR(P )r for any q < a1,

3. [p, a2, a3, . . . , aj ] ∈ VR(P )r.
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Proof

“⇒”: Denote by σ a critical simplex. We show by contradiction that the three properties
are satisfied.

1. Assume that condition 1 does not hold. Then σ matches to [a2, a3, . . . , aj ] in
GVR(P )r

, and is therefore not critical, so we get a contradiction.

2. Assume that condition 2 does not hold. Then σ matches to a simplex of higher
dimension in GVR(P )r

, which contradicts the fact that σ is a critical simplex.

3. Finally, assume that condition 3 does not hold. Since σ = [a1, a2, . . . , aj ] is
a simplex in VR(P )r, it holds for any k, l ∈ {1, . . . , j} that d(ak, al) ≤ 2r.
Furthermore, under the assumption that [p, a2, . . . , aj ] /∈ VR(P )r and because
[a1, a2, . . . , aj ] is critical, it holds that [a2, . . . , aj ] matches to some simplex
[q, a2, . . . , aj ] with p < q < a1. Consequently, it also holds that d(ak, q) ≤ 2r for
all k ∈ {2, . . . , j}. Moreover, since p < q < a1 < a2, the following inequalities are
satisfied: d(q, a1) ≤ d(q, a2) ≤ 2r. This yields that [p, a1, a2, . . . , aj ] ∈ VR(P )r,
which contradicts the criticality of σ.

“⇐”: Suppose that σ satisfies all three conditions. By condition 2, σ = [a1, . . . , aj ] cannot
be the simplex of lower dimension in a pair matched by X since by definition, if σ
is the lower dimension simplex, X would have to match it to a simplex of the form
[q, a1, . . . , aj ] /∈ VR(P )r for q < a1, which contradicts the condition. By condition 3
and the definition of X, X matches the simplex [a2, . . . , aj ] to [p, a2, . . . , aj ] in the
Hasse graph GVR(P )r

. With condition 1, it follows that σ cannot be the simplex of
higher dimension in a matching since the only possible lower-dimensional simplex σ
could be matched to is [a2, . . . , aj ], and because a1 ̸= p, [a2, . . . , aj ] is matched to a
simplex different from σ. □

The two following corollaries follow directly from Lemma 4.36.

Corollary 4.37 If [a1, . . . , aj ] is critical in X, then [p, a1] /∈ VR(P )r.

Proof Assume for the sake of deriving a contradiction that [a1, . . . , aj ] is critical and
a1 is incident to p. Since [a1, . . . , aj ] is a simplex in the Vietoris-Rips complex VR(P )r,
it holds that d(ak, al) ≤ 2r. From condition 3 and from Lemma 4.36, it follows that
[p, a2, . . . , aj ] ∈ VR(P )r and therefore d(p, ak) ≤ 2r for all k ∈ {2, . . . , j}. This yields a
violation of condition 2 from Lemma 4.36 since p < a1 and [p, a1, . . . , aj ] /∈ VR(P )r implies
that there exist points x, y ∈ {p, a1, . . . , aj} such that d(x, y) > 2r. However, the only pair
not examined before is the pair of points (a1, p) and by assumption, a1 and p are incident
in the Vietoris-Rips complex. □

Corollary 4.38 For j ≥ 3, denote by [a1, a2, a3, . . . , aj ] a critical simplex in X. If there
does not exist a vertex b which satisfies [p, b] ∈ VR(P )r and a1 < b < a2, then the simplex
[a1, a3, . . . , aj ] is critical in X.

Proof We verify the three conditions from Lemma 4.36.
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1. It holds that a1 ≠ p because the simplex [a1, a2, a3, . . . , aj ] is critical, so condition 1
from Lemma 4.36 applies.

2. For the sake of deriving a contradiction, assume that there exists a q < a1 such that
σ = [q, a1, a3, . . . , aj ] ∈ VR(P )r. Then q ̸= p since by Corollary 4.37, d(p, a1) > 2r.
Thus, the vertices q, a1, a3, . . . , aj can be isometrically embedded into the real line.
This means that we can add a2 to the simplex in order to obtain the simplex
[q, a1, a2, a3, . . . , aj ] and since d(q, a2) ≤ d(q, a3) ≤ 2r and because [a1, a2, a3, . . . , aj ]
is a simplex in VR(P )r, we get that [q, a1, a2, a3, . . . , aj ] ∈ VR(P )r. This contradicts
condition 2.

3. Since [a1, a2, a3, . . . , aj ] is critical in X, by condition 3 from Lemma 4.36, it holds
that [p, a2, a3, . . . , aj ] ∈ VR(P )r, so in particular, since it is a face of this simplex,
[p, a3, . . . , aj ] ∈ VR(P )r.

To conclude, [a1, a3, . . . , aj ] satisfies all conditions from Lemma 4.36 and is thus a critical
simplex in X. □

Note that we did not use the fact that there does not exist a vertex b such that the simplex
[p, b] is in VR(P )r and a1 < b < a2. However, this condition is necessary by the assumption
that Pleft is empty.

We continue by extending our definition of X to a DGVF Y . Lemma 4.36 suggests the
following definition.

Definition of Y : For [a1, a2, a3, . . . , aj ] a critical simplex in X such that there does
not exist a vertex b such that [p, b] ∈ VR(P )r and a1 < b < a2, we match the simplex
[a1, a2, a3, . . . , aj ] ∈ VR(P )r to [a1, a3, . . . , aj ] (critical in X by Corollary 4.38). We then
take all matched pairs in Y \X to be of this form.

A visualization of Y is shown in Figure 4.8.

Figure 4.8: Illustration of the extension of the DGVF X of Figure 4.7 to the DGVF Y . Y contains one
pair of matched simplices not in X: the curved 1-simplex in the top of the figure now is matched to its
coface. Thus, Y has two critical simplices: a critical 0-simplex and a critical 1-simplex.

Remark 4.39 [1, Lemma 6.22] assures that Y is acyclic, hence a DGVF.

This finishes our construction of Y . In the next step we describe the critical simplices of Y .
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Lemma 4.40 The critical simplices of Y are [p] and the 1-simplices [a1, a2] such that

1. [a1, a2] satisfies the conditions of Lemma 4.36, and

2. [p, b] /∈ VR(P )r for all a1 < b < a2.

In particular, Y has a single critical 0-simplex and no critical simplices of dimension
greater than one.

Proof First, note that all simplices matched by X are also matched by Y . Furthermore,
Y matches all critical simplices in X of the form [a1, . . . , aj ] for j ≥ 3 to [a1, a3, . . . , aj ].
So the only simplices remaining, besides the 0-simplex [p] are the 1-simplices [a1, a2] for
which there does not exist a b such that a1 < b < a2 and [a1, b, a2] is critical. We therefore
examine under which condition the latter simplex is critical. For this, we use Lemma 4.36.
Condition 1 is always satisfied because the simplex [a1, a2] is critical by assumption and
condition 2 is always satisfied as well since [q, a1, a2] /∈ VR(P )r implies in particular that
[q, a1, b, a2] /∈ VR(P )r. Thus, we have to check when exactly [p, b, a2] ∈ VR(P )r. We know
by assumption that [p, a2] ∈ VR(P )r and [a1, b, a2] ∈ VR(P )r since [a1, a2] is a critical
simplex in X and a1 < b < a2. Thus, [a1, b, a2] is critical in X if and only if [p, b] ∈ VR(P )r.
This implies that [a1, a2] is critical in Y if and only if [a1, a2] satisfies the conditions of
Lemma 4.36, and [p, b] /∈ VR(P )r for all a1 < b < a2.

In order to be able to prove Theorem 4.28, we present one more lemma. From here on, we
no longer work with the set-up presented after 4.29.

Lemma 4.41 For an almost linear metric space P and r ∈ [0, +∞), each component of
VR(P )r is contractible or deformation retracts onto a wedge sum of finitely many circles.

Proof For P an almost linear metric space and r ∈ [0, +∞), consider VR(P )r. Since P is
an almost linear metric space, every component of VR(P )r not containing p is isometric
to a subspace of a metric space arising from the shortest path metric on a weighted
tree and is thus tree-like. So by Proposition 4.12, these components of VR(P )r are
contractible. Therefore we may assume without loss of generality that VR(P )r is connected.
Consequently, we may also assume that Pleft = ∅ by Lemma 4.32. We conclude that the
DGVF Y is defined on VR(P )r. The critical simplices of Y are described by Lemma 4.40:
there is one critical 0-simplex, [p], and there are possibly some critical 1-simplices, but
there are no critical simplices of higher dimension. Now we can use Proposition 4.23 (i) to
deduce the lemma, since according to this proposition, it follows from Y being a DGVF on
a finite simplicial complex that the Vietoris-Rips complex is equivalent to a CW-complex
with exactly one cell of dimension i for each critical i-simplex of Y . To conclude, recall
that taking a 0-cell and attaching 1-cells yields a wedge sum of circles. Since we are given
a finite simplicial complex, this wedge sum is finite, as well. □

Example 4.42 Recall the filtration presented in Figure 2.4. Note that we can interpret the
space given at time t0 as an almost metric space with the upper vertices embedded in R and
the upper vertices and the lower vertex not embedded in R2. At time t3, the Vietoris-Rips
complex is connected and Pleft = ∅. So we can consider Y on the complex. Y matches [a]
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with [p, a], [b] with [a, b], and [c] with [p, c]. The critical simplices are [p] and [b, c] ([b, c]
satisfies all properties from Lemma 4.40). This information is sufficient to note that the
homology of the complex at time t3 has one 1-dimensional hole by the previous lemma.

After this preliminary work, we can now finally prove Theorem 4.28.

Proof of Theorem 4.28

(i) We prove Theorem 4.28 (i) as follows. We start by showing that the fundamental
group we consider is free. We deduce that it is sufficient to show that it is either
cyclic or trivial. We then find a basis of the fundamental group and prove that its
cardinality is at most one.

First, note that as in the proof of Lemma 4.41, we may assume without loss of
generality that VR(P )r is connected and that Pleft = ∅.

Claim The fundamental group π1(VR(P )r, p) is free.

Proof of Claim By Lemma 4.41, each component of VR(P )r is contractible or
deformation retracts onto a wedge sum of finitely many circles. Since the fundamental
group of the wedge sum of circles is free by [9, Example 1.21], this yields that
π1(VR(P )r, p) is free. □

It is thus sufficient to show that π1(VR(P )r, p) is trivial or cyclic. To show this, we
find a basis of the fundamental group. In the following, we show that the DGVF Y
provides us with a basis as for the fundamental group.

Let Γ denote the set of critical 1-simplices of Y as described by Lemma 4.40. For
σ = [b, c] ∈ Γ with b < c, let a ∈ P \{p} denote the maximum vertex such that a < b
and [p, a] ∈ VR(P )r. Such a always exist by our assumption that Pleft = ∅. Indeed,
Pleft = ∅ implies that every y ∈ P satisfies [p, y] ∈ VR(P )r or there exists a w < y
in the same connected component of VR(P \{p})r as y with [p, w] ∈ VR(P )r. Since
[b, c] is critical by assumption, [p, b] /∈ VR(P )r, so there must be a w as described
above and we deonte this w by a.
Let us regard S1 as a based topological space, with the base point denoted as 1, and
let γσ : S1 → [p, a] ∪ [a, c] ∪ [p, c] be a homeomorphism sending 1 to p.

Claim G := {γσ|σ ∈ Γ} is a basis for π1(VR(P )r, p).

Proof of Claim For σ ∈ Γ, let S1
σ denote a copy of S1. The proof of Proposition

4.23 (i) presented in [18] gives a (not necessarily unique) homotopy equivalence

h : VR(P )r →
∨

σ∈Γ
S1

σ,

mapping the interior of σ homeomorphically to S1
σ \{1}, so that h ◦ γσ is homotopic

either to the inclusion iσ : S1
σ ↪→

∨
σ∈ΓS1

σ or to its inverse in π1(∨σ∈ΓS1
σ, 1). Since h

is a homotopy equivalence and {iσ|σ ∈ Γ} is a basis for π1(∨σ∈ΓS1
σ, 1), we see that G

is a basis for π1(VR(P )r, p). □
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Now that we have found a description for a basis of the fundamental group, in order
to show that the group is trivial or cyclic, it suffices to prove that the basis we have
found contains at most one element.

Claim |G| ≤ 1.

a b c a′ b′ c′
σ σ′

p

Figure 4.9: Illustration of the argument by contradiction that |G| ≤ 1 in the proof of Theorem 4.28 (i).
Critical simplices are black and matched simplices are gray.

Proof of Claim We prove the claim by contradiction, assuming that there are at
least two different elements in the basis as follows. Consider the sketch in Figure
4.9. For [b, c] = σ ∈ Γ with b < c, let a < b be as above, and for [b′, c′] = σ′ ∈ Γ
with b′ < c′, define a′ < b′ in the same way. For the sake of deriving a contradiction,
suppose σ ̸= σ′. Then either c ≤ a′ or c′ ≤ a. Switching the labels of σ and σ′ if
necessary, we may assume without loss of generality that c ≤ a′. Note that since
[p, a], [p, c′] ∈ VR(P )r, and thus d(a, p) ≤ 2r and d(p, c′) ≤ 2r, the triangle inequality
yields

d(a, c′) ≤ d(a, p) + d(p, c′) ≤ 4r.

Thus, since P \{p} is isometric to a subset of R, we have

d(a, c) + d(a′, c′) ≤ d(a, c′) ≤ 4r.

In particular, this implies that d(a, c) ≤ 2r or d(a′, c′) ≤ 2r, so either [a, c] ∈ VR(P )r

or [a′, c′] ∈ VR(P )r. But then either γσ or γσ′ is nullhomotopic contradicting G being
a basis for π1(VR(P )r, p). □

All in all, this implies that the fundamental group of the connected component Cr

of VR(P )r containing p has a basis and this basis consists of at most one element.
Consequently, the fundamental group is either trivial or cyclic, so Cr must either be
contractible or homotopy equivalent to a circle. If it is contractible, than all reduced
homology groups are zero by [9, p. 111] and if it is homotopy equivalent to a circle,
then all reduced homology groups starting from the second are zero by [9, Corollary
2.14]. This concludes the proof of (i).

(ii) As in the statement of the theorem, denote by Cr the component of VR(P )r containing
p. We show that for r ≤ r′ ∈ [0, +∞), if Cr ≃ S1 ≃ Cr′ , then the inclusion Cr ↪→ Cr′

is a homotopy equivalence. Consider the generators γσ : S1 → Cr and γσ′ : S1 → Cr′

of the fundamental groups π1(Cr, p), respectively π1(Cr′ , p). Note that since they

55



4.2. Barcodes of Histories Indexed by Galled Trees

are generators of homotopy groups of spaces that are homotopic to a circle, they
are non-trivial. Furthermore, recall that by definition it holds that a < b < c, and
a′ < b′ < c′. Moreover, a is defined to be the maximum vertex such that a < b and
[p, a] ∈ VR(P )r and a′ is defined to be the maximum vertex such that a′ < b′ and
[p, a′] ∈ VR(P )r′ . This implies that exactly one of the following must be true:

1. c ≤ a′,

2. c′ ≤ a,

3. a ≤ a′ < c′ ≤ c.

Indeed, if item 1 is true, i.e., c ≤ a′, then a < b < c ≤ a′ < b′ < c′, so in particular
c′ > a, which contradicts 2 and c′ > c, which contradicts 3. If item 2 is true, i.e.,
c′ ≤ a, then a′ < b′ < c′ < a < b < c, thus a′ < c, which contradicts 1 and a > a′,
which contradicts 3. Finally, if items 1 and 2 both do not hold, then item 3 holds by
the choice of a and a′ specified above.

In the sequel, we show that neither the first, nor the second item can be true.

Claim It is not possible that c ≤ a′ (1.).

Proof of Claim We prove the statement by contradiction using the triangle inequal-
ity, similar to way we did it in our proof of Theorem 4.28 (i). Suppose that c ≤ a′.
Then d(a, p) ≤ 2r and d(c′, p) ≤ 2r′ since [a, p] ∈ VR(P )r and [c′, p] ∈ VR(P )r′ . Since
P \{p} is embedded into the real numbers and by the triangle inequality, it holds that

d(a, c) + d(a′, c′) ≤ d(a, c′) ≤ d(a, p) + d(c′, p) ≤ 2(r + r′).

Consequently, d(a, c) ≤ 2r or d(a′, c′) ≤ 2r′. This implies that [a, c] ∈ VR(P )r or
[a′, c′] ∈ VR(P )r′ . This yields a contradiction since this would imply that γσ or γσ′ ,
which is not possible since they are both generators of non-trivial groups. □

Claim It is not possible that c′ ≤ a (2.).

Proof of Claim The proof works analogously to the proof of the previous claim. □

Consequently, item 3, i.e. a ≤ a′ < c′ ≤ c, is always true. The next part of the
proof is showing that if a ̸= a′, then [a, a′] ∈ Cr′ and symmetrically if c ̸= c′, then
[c, c′] ∈ Cr′ .

Claim If a ̸= a′, then [a, a′] ∈ Cr′.

Proof of Claim Let a ̸= a′. Then it must hold that a < a′. Since [p, a] ∈ VR(P )r

and [p, c′] ∈ VR(P )r′ , we have that d(a, p) ≤ 2r and d(p, c′) ≤ 2r′, so by the triangle
inequality and because the points a, b, c, a′, b′, c′ are embedded in the real line,

d(a, a′) + d(a′, c′) = d(a, c′) ≤ d(a, p) + d(p, c′) ≤ 2(r + r′).

Therefore, d(a, a′) ≤ 2r′ or d(a′, c′) ≤ 2r′, but since γσ′ is not nullhomotopic by
assumption, we must have d(a′, c′) > 2r′ ≥ 2r, so d(a, a′) ≤ 2r′. Thus, [a, a′] ∈ Cr′ ,
as desired. □
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It follows that [p, a, a′] ∈ Cr′ since d(p, a) ≤ 2r ≤ 2r′ and d(p, a′) ≤ 2r′.

Claim If c ̸= c′, then [c, c′] ∈ Cr′.

Proof of Claim This can be proved using a symmetric argument to the one above.□

So we also obtain that [p, c, c′] ∈ Cr′ .

Let
j : Cr ↪→ Cr′

denote the inclusion. We thus have that j ◦ γσ ≃ γσ′ . Since γσ and γσ′ are homotopy
equivalences, j must be a homotopy equivalence as well, which concludes the proof of
(ii).

(iii) Consider the set G of generators of the fundamental group π1(VR(P )r, p) given in
the proof of Theorem 4.28 (i). Note that if

r /∈ [12d(p, P \{p}), 1
2diam(P \{p})),

then π1(VR(P )r, p) is trivial. By (i), this implies that each component of the Vietoris-
Rips complex is contractible. Hence, the unique interval of B1(P ), if it exists, is
contained in

[12d(p, P \{p}), 1
2diam(P \{p})).

To finish the proof of (iii), we need to show that the unique bar of B1(P ) is of length
at most d(p, P \{p}). For this, we use the stability of persistent homology. Note
that since P \{p} is isometric to a subset of R, it is tree-like, so by Proposition 4.12,
B1(P \{p}) = ∅. Therefore, by Theorem 2.52,

2dB(B1(P ), ∅) = 2dB(B1(P ),B1(P \{p}) ≤ dH(P, P \{p}) = d(p, P \{p}),

where the last equality follows from the definition of dH . The bottleneck distance of
any barcode B to the empty barcode is half the length of the longest interval of B, so
the result follows.

This completes the proof of Theorem 4.28. □

4.2.3 Interference about Recombination from Barcodes

We proceed with the formulation of the main theorem which states that the topological
novelty profile is bounded from below by the list of life-times in the 1-dimensional persistent
homology of the Vietoris-Rips complex of the set of vertices from the galled tree, and the
higher-dimensional persistent homology is trivial. Recall from Proposition 4.7 that the
topological novelty profile equals the temporal novelty profile for histories indexed by galled
trees. This means particularly that the temporal novelty profile does not depend on the
time function. Thus, we use the notation N (r) for the temporal novelty of a recombinant
r for whatever time function is chosen.
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4.2. Barcodes of Histories Indexed by Galled Trees

Notation 4.43 For a phylogenetic graph G, let RG denote the set of recombinants of G.

Theorem 4.44 (Main Theorem) Let E be a history indexed by a galled tree G.

(i) Theorems 4.24 (ii) and 4.28 (ii) yield a canonical injection

φ : B1(E) ↪→ RG

such that length(I) ≤ N (φ(I)) for all I ∈ B1(E). In particular,

lengths(B1(E)) ≤ T (E).

(ii) Bi(E) = ∅ for i ≥ 2.

Proof For a galled tree G, each r ∈ RG corresponds to an entry of T (E) via the corre-
spondence

r ←→ d(ELr\r, Er),

where we denote by Lr the source-sink loop corresponding to r and by ELr\r the restriction
of E to vertices of Lr \{r}. With this setup, we prove the two statements from the theorem.

(i) Since the history of any source-sink loop is an almost linear space by Proposition
4.27, Theorem 4.28 (iii) yields

length(I) ≤ d(ELr\r, Er) = N (φ(I)).

(ii) Since E is a history indexed by a galled tree G, it can be interpreted as a history
indexed by an iterated sum of source-sink loops and rooted trees, i.e. G = G1∨ ...∨Gl

for source-sink loops G1, . . . , Gk ⊆ G and rooted trees Gk+1, . . . , Gl ⊆ G. So we know
from Proposition 4.24 (ii) that

Bi(E) =
k⋃

j=1
Ej .

Since in this union, all histories are indexed by source-sink loops, met Ej is almost
linear for j ∈ {1, . . . , k} by Proposition 4.27. Finally, Theorem 4.28 (i) yields the
desired result. □

Remark 4.45 Theorem 4.44 can be relaxed in terms of the complete sampling assumption
and in terms of the galled tree assumption. The corresponding results can be found in [1,
Chapter 7].

Remark 4.46 The results presented in this thesis are purely deterministic. However, one
can observe that in a wide class of probabilistic models of genetic sequence evolution on
galled trees, the intervals of the first persistence barcode are independent random variables.
To understand the statistical properties of these barcodes, it suffices to understand the
special case that the galled tree is a source-sink loop.
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