Oblivious Collaboration

Yehuda Afek!, Yakov Babichenko?, Uriel Feige?,
Eli Gafni*, Nati Linial®, and Benny Sudakov®

! The Blavatnik School of Computer Science, Tel-Aviv University, Tel-Aviv, Israel
2 Department of Mathematics, Hebrew University, Jerusalem, Israel
3 Department of Computer Science and Applied Mathematics,
Weizmann Institute of Science, Rehovot, Israel
4 Computer Science Department, Univ. of California, Los Angeles, California
5 School of Computer Science and Engineering, Hebrew University, Jerusalem, Israel
6 Department of Mathematics, UCLA, Los Angeles, California

Abstract. We introduce oblivious protocols, a new framework for dis-
tributed computation with limited communication. Within this model we
consider the musical chairs task MC(n,m), involving n players (proces-
sors) and m chairs. Initially, players occupy arbitrary chairs. Two players
are in conflict if they both occupy the same chair. The task terminates
when there are no conflicts and each player occupies a different chair.
Our oblivious protocols use only limited communication, and do so in an
asynchronous fashion. Essentially, a player can only observe whether the
player itself is in conflict or not, and nothing else. A player observing no
conflict halts and never changes its chair, whereas a player observing a
conflict changes its chair according to its deterministic program. Known
results imply that even with more general communication primitives, no
strategy of the players can guarantee termination if m < 2n—1. We show
that even with this minimal communication termination can be guaran-
teed with only m = 2n—1 chairs. Our oblivious protocol can be extended
to the well-known Adaptive Renaming problem, using a name-space that
is as small as that of the optimal nonoblivious protocol.

We also make substantial progress in optimizing other parameters
(such as program length) for our protocols, though many interesting
questions remain open.

1 Introduction

In every distributed algorithm each processor must occasionally observe the
activities of other processors. This can be realized by explicit communication
primitives (such as by reading the messages that other processors send, or by
inspecting some publicly accessible memory cell into which they write), or by
sensing an effect on the environment due to the actions of other processors. Ex-
amples for the latter case are collision detection based algorithms for sharing
Multi-Access broadcast media [19]. In our work, in analogy to the collision de-
tection setting, we consider two severe limitations on the processors’ behavior
and ask how this affects the system’s computational power: (i) A processor can
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only post a proposal for its own output, (ii) Each processor is “blindfolded”
and is only occasionally provided with the least possible amount of information,
namely a single bit that indicates whether its current state is “good” or “bad”.
Here “bad/good” stands for whether or not this state conflicts with the global-
state desired by the processor. Moreover, we also impose the requirement that
algorithms are deterministic (use no randomization). This new minimalist model,
properly defined, is called the oblivious model. This model might appear to be
significantly weaker than other (deterministic) models studied in distributed
computing. Yet, we show that two variants of the renaming problem, adaptive
renaming (AR) (defined in [2]) and musical chairs (MC) (introduced in here)
can be solved optimally within the oblivious model. Furthermore, we discuss the
efficiency of oblivious solutions to these problems and the relations between the
oblivious model and the wait-free asynchronous shared memory model with only
reads and writes.

The current paper defines the oblivious model in general, but presents results
only for the tasks MC and AR, and only with the collision predicate (which is
natural for these tasks). We believe that the study of other tasks within the
oblivious model can lead to additional interesting insights about the role of
communication in distributed computing, though this is left to future work.

The oblivious model limits the operations available to individual processors.
We find it convenient to model these limitations via a fictitious oracle. Associated
with every state of a participating processor is a proposed output, though there
could be several different states with the same proposed output. The state at
which a processor halts thus defines its final output. The only way a processor
can sense its environment is by querying the oracle about a single predicate on
the current vector of outputs of the processors. Based on the single bit answer
the processor needs to either halt with its current output, or proceed with its
computation and propose a new output. But how can a processor’s computation
proceed? It has no information about the state of other processors (beyond the
one bit that tells it that it must proceed), and we are forbidding randomization.
Consequently, a processor’s proposed output can depend only on its current
state, and therefore the sequence of states that processor p; traverses is simply an
infinite word m; over the alphabet of possible outputs. Upon receiving a negative
answer from the oracle, processor p; in state m;[k] moves to state ;[k+1]. Given
the definition of a computational task, it is up to the programmer to design the
words 7; and the query that each processor poses to the oracle under which that
task is always realized properly. Our only assumption is that the oracle correctly
answers the queries, and a processor eventually halts/proceeds to the next state
in his word upon a bad/good response from the oracle.

The Musical Chairs, MC(n,m) task involves n processors pi,...,p, and, m
chairs numbered 1, ..., m. Each processor p; starts in an arbitrary chair, dictated
by the input. If the input chairs are all different, all processors are good and the
input is the output. Otherwise, the task calls for each processor to capture a
chair that differs from the chair captured by any other processor.
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The Adaptive Renaming(n, m) (AR(n,m)) task is a close relative of M C(n, m).
There are m slots (chairs) numbered 1,...,m and each participant has to cap-
ture a different slot. The processors have no input. If only & < n processors
participate, then each has to capture (output) a different slot from the first
min (2k — 1,m) slots. If all the n processors participate then each captures a
different slot from the m slots.

In Section 2] we define the oblivious model in detail. For the MC and the AR
problems we use the collision query — a processor is good iff it is the only one to
propose the current chair. We show that in this case the general oblivious model
simplifies considerably. These simplifications later help us produce an optimal
solution. The infinite words (programs) considered here are an infinite repetition
of a finite word.

Remarkably, for each processor we produce a program which is a single cyclic
word (an infinite repetition of that word) on an alphabet of chairs. Furthermore,
for the MC task the program can be started at any location in the word. This
provides for self stabilization [I1J12]. Namely, consider a system configuration
where each processor occupies a different chair and there are no conflicts. Sup-
pose that the system gets perturbed, and program counters change arbitrarily.
This may create conflicts, but the system will nevertheless resettle obliviously
in finite time into a conflict-free safe configuration.

Here are the main results presented in the current paper:

1. The introduction of the general oblivious model and its specialization to the
problems at hand.

2. A proof that there are tasks that are solvable in a wait-free asynchronous
shared memory model with only reads and writes, but not solvable oblivi-
ously.

3. The characterization of the minimal m for which there is an oblivious
MC(n,m) algorithm:

Theorem 1. There is an oblivious MC(n,m) algorithm if and only if m >
2n —1.

Moreover, for all N > n there exist N words on m chairs such that any n
out of the N words constitute an oblivious M C(n,2n — 1) algorithm.

4. The characterization of the minimal m for which there is an oblivious AR(n,
m) algorithm:

Theorem 2. There is an oblivious AR(n,m) algorithm if and only if m >
2n — 1.

5. The words in Theorem [I] use the least number of chairs, namely m = 2n — 1.
However, the length of these words is doubly exponential in n. Are there
oblivious MC algorithms with much shorter words? Even length O(n)? Per-
haps even length m? How long can the scheduler survive? Here we consider
systems with N > n words (programs) and any n out of the N should con-
stitute a solution of MC. We call these M C(n, m) systems with N words.
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Theorem 3. For every N > n, almost every choice of N random words of
length ecnlog N in an alphabet of m = Tn letters is an MC(n,m) system
with N full words (words that contain every letter in 1,...,m). Moreover,
every schedule on these words terminates in O(nlog N) steps. Here ¢ is an
absolute constant.

6. Since we are dealing with full words (words that contain every letter in
1,...,m) and we seek to make them short, we are ultimately led to con-
sider the case where each word is a permutation on [m]. At the moment
the main reason to study this question is its aesthetic appeal. We can de-
sign permutation-based oblivious M C(n,2n — 1) algorithms for very small
n (provably for n = 3, computer assisted proof for n = 4). We suspect that
no such constructions are possible for large values of n, but we are unable
at present to show this. We do know, though that

Theorem 4. For every integer d > 1 there is a collection of N = n® permu-
tations on m = cn symbols such that every n of these permutations constitute
an oblivious MC'(n,m) algorithm. The constant ¢ depends only on d. In fact,
this holds for almost every choice of N random permutations on [m].

We should stress that our proofs of Theorems Bl and H are purely existential.
The explicit construction of such systems of words remains largely open,
though we do have some results in this direction, e.g.,

Theorem 5. For every integer d > 1 there is an explicitly constructed col-
lection of N = n? permutations on m = O(d?*n?) symbols such that every n
of these permutations constitute an oblivious MC(n,m) algorithm.

1.1 Related Work

Two variations of the renaming problem were introduced in [2], Weak Renaming
and Adaptive Renaming (AR). In the former, there is an unbounded universe of
processor ids of which n wake up and have to each select a different name in
the range {1,...M(n)}. In the AR(n, M (n)) problem, which is one of the two
problems solved obliviously in this paper, the universe consists of n processors,
{p1,...,pn} and again they have to each capture a different integer in the range
{1,...M(n)}. Yet in AR, if the size of the participating set is k < n, outputs
are restricted to be in {1,...,2k — 1} (hence the algorithm is adaptive to the
number of processors participating). The renaming algorithm presented in [2]
solves both variants with M (n) = 2n — 1.

Weak renaming is solvable with M (n) = 2n—2 for infinitely many different n’s,
called “exceptional” [10]. For AR(n, M (n)), M(n) =2n — 1 is a lower bound as
shown in [I5]. The proof of this lower bound builds upon previous impossibility
results for set consensus (see [QI8I20]), by showing that given a hypothetical
algorithm for AR(n, 2n — 2) in addition to read-write registers one can solve set
consensus in a wait-free manner.
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Both weak and adaptive renaming algorithms have been extensively studied
over the last two and a half decades, but aside from the above mentioned works
concerning solvability, all the studies are about complexity, which is not the
subject of this paper.

The musical chairs problem is weakly related to the Musical Benches (MB)
[16] problem. In MB there are n benches and n + 1 players. Each bench has
two seats. Every player needs to occupy a seat, and more than one player can
occupy the same seat. An output is legal if in every bench at most one seat is
occupied. Initially, players occupy arbitrary seats. If the initial configuration is
legal, it has to be the output. However, if the initial configuration is not legal,
then players can move and must return a legal output. In [16] it is shown, using
the Bursuk-Ulam Theorem, that the task for n = 2 has no wait-free solution in
an asynchronous shared memory model with only reads and writes. MC shares
with MB the flavor of the game of “jumping” from seat to seat. However, MC is
about separating players from each other, whereas MB is about getting players
on a bench to arrive at consensus.

There are other contexts in which algorithms of an oblivious nature were
considered. An algorithm in which each process is assigned a permutation which
specifies the order it is to do work is presented in [3]. Algorithms to compute
a maximal independent set with only carrier sensing with or without collision
detection are provided in this volume [6]. Among all work on algorithms with
an oblivious nature, we find it most instructive to compare our work with work
on universal traversal sequences (UTS) for covering graphs. A word over the
alphabet {0,1,...d — 1} can guide a walk on an n-vertex d-regular undirected
graph: in each step the walk selects its next out-going edge according to the
respective symbol of the word. Such a word is a UTS if for every connected n-
vertex d-regular graph, regardless of how each vertex labels its out-going edge,
the corresponding walk visits all vertices of the graph. In [I] it is shown that
a sufficiently long random word (say, of length n%) is almost surely a UTS.
In analogy, our proof of Theorem B shows that sufficiently long random words
almost surely form MC algorithms. However, in our case the proof needs to
overcome an obstacle not present in the UTS case. The difference is that in MC,
as words get longer, the scheduler also gets more choices of how to schedule them,
whereas for UTS the number of graphs is fixed independently of the length of
the words. As a consequence, for some range of parameters (e.g., provably when
m < 2n — 1, as Theorem [I] shows), the statement is simply not true. There are
no analogous forbidden ranges of parameters for universal traversal sequences.

1.2 Discussion

Due to space limitations, large parts (including most proofs) are omitted from
the current version of this paper. The reader interested in more details is referred
to [B].

A number of simple observations follow from the requirement that oblivious
algorithms are deterministic. (i) An oblivious M C(n,m) algorithm cannot in-
clude any two identical words. Otherwise the corresponding players might move
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together in lock-step, constantly being in collision. Hence it is essential that no
two processors have the same program. (ii) For every oblivious M C(n,m) algo-
rithm with cyclic words, there is a finite upper bound on the number of moves
a processor can make before termination. This is because there are only finitely
many system configurations (a system configuration is determined by one state
for each processor, and the number of possible states of a processor is equal to
the length of the cycle in its cyclic word, and hence finite), and in a terminating
sequence of moves no system configuration can be visited twice. (iii) In fact,
for every collection of finite words there is a directed graph whose vertices are
all the system configurations. Edges correspond to the possible transitions. The
collection of words constitute an oblivious MC protocol iff this graph is acyclic.

Not all aspects of oblivious protocols are required for the purpose of the lower
bound m > 2n — 1. The two crucial aspects are the asynchrony of the model,
and the fact that our algorithms are deterministic (no randomization). In a
synchronous setting (where in every time step, every processor involved in a
collision moves to its next state), m = n suffices even for oblivious protocols.
(This can be proven using the techniques of Theorem [3 Details are in [5].) Like-
wise, m = n suffice if randomization is allowed — with probability 1 eventually
there are no collisions. However, no specific upper bound on the number of steps
can be guaranteed in this case. Moreover, if the randomized algorithms are run
using pseudorandom generators (rather than true randomness) the argument
breaks. For any fixed seed of a pseudorandom generator, the algorithm becomes
deterministic and the lower bound m > 2n — 1 holds.

The lower bound of m > 2n — 1 uses some benign-looking aspects of the MC
task, so further discussion is called for. Recall that each processor starts in an
arbitrary chair, dictated by the input. In the absence of an external input speci-
fying the starting chair, a trivial oblivious MC algorithm (with m = n) contains
n distinct single-letter words. Another requirement is that if the input chairs are
all different, all processors are good and the input is the output. Without such a
requirement, the processors might simply ignore the initial input and the trivial
oblivious MC algorithm would still apply. Hence the lower bound of m > 2n —1
depends on requirements beyond the need for each processor to capture a dif-
ferent chair. Here this extra requirement is the possibility to dictate an output.
This particular requirement makes it easy to transfer previously existing lower
bounds to our MC problem.

Our present proof for the lower bound of m > 2n — 1 leaves something to be
desired. It relies on previous nontrivial work in distributed computing. What’s
worse is that we prove a lower bound for a simple oblivious model via a reduction
to a lower bound proved in a more complicated model. This roundabout approach
obscures the essential properties that make the lower bound work. Indeed, in a
companion manuscript (in preparation), we present a self contained proof for the
lower bound of m > 2n— 1. That presentation clarifies the minimal requirements
that are needed in order to make the lower bound work. In particular, it is not
necessary that one can dictate an arbitrary starting chair for each processor —
dictating one of two chairs suffices.
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As noted, we design oblivious M C(n, m) protocols with m = 2n — 1. Part of
our work also concerns analyzing what ratios between m and n one can obtain
using collections of randomly chosen words as in Theorem Bl As explained in
the introduction, this allows us to present more efficient deterministic oblivious
programs — though random words seem to need more chairs, they can reach
conflict free configurations more quickly. Moreover, the use of random words is a
design principle that can be applied to design oblivious algorithms for other tasks
as well. Developing an understanding of what they can achieve and techniques
for their analysis is likely to pay off in the long run. One of the major questions
that remain open in our work is whether randomly chosen words can be used to
design deterministic oblivious MC protocols with m = 2n — 1.

2 The Oblivious Model

The Oblivious model (formally defined in [5]) is an asynchronous distributed
computing model in which each processor, at each point of time, exposes an out-
put value it currently proposes, and may receive at most one bit of information.
This bit indicates whether its proposed output is legal with respect to the other
currently proposed outputs (and hence the processor may halt) or not (and then
the processor should continue the computation). If a processor decides to halt
at the current state, then its proposed output is its final output. We denote the
set of possible output values by O. A system configuration (or configuration for
short) is a vector of n elements, one per processor, whose entries come from the
set OU{L}. Here L represents a processor that has not yet proposed any out-
put, either because it is not participating, or because it was not scheduled yet
to propose an output (these two cases are indistinguishable to other processors).
An entry from O represents the output a corresponding processor proposes in
the configuration. In an oblivious algorithm correctly designed for a given task,
eventually all participating processors must halt, and the final configuration
must be a legal output vector in the task specification.

The defining feature of the oblivious model is that each processor may receive
only one bit of information about the system configuration in each computation
step. Namely, for each processor there is a predicate that maps configurations
to one of two values, one dictating that the processor will change its state, the
other dictating that it should halt in its current state. In the most general setting
the predicate provided for each processor may depend on its input. However,
throughout an execution one predicate is used for each processor. A necessary
(but not sufficient) condition for correct oblivious algorithms is that in every
illegal configuration at least one processor’s predicate dictates a change of state.
Our formal model does not exclude the use of arbitrary complex predicates (as
long as they depend only on the current configuration), but oblivious algorithms
have greater appeal when the predicates involved are simple and natural. For
the two tasks considered in this paper, the same colliston predicate is used by
all the processors.

Initially, and as a function of its input, each processor p; selects a word m;
over O, and a predicate pred; on the set of of all configurations. The first letter
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in m; is p;’s input, i.e., m;[1] = input; € O. For tasks such as AR in which a
processor need not have any input, the first letter is set to be an output that is
valid if no other processor participates (hence for AR the first letter is 1).

We describe the system using the notion of an omnipotent know-all sched-
uler called asynchronous (other schedulers with different names are described
in the sequel). Execution under the control of the asynchronous scheduler pro-
ceeds in rounds. The scheduler maintains a set P of participating processors, a
set E C P of enabled processors, and a set DONE (disjoint from P) of pro-
cessors that have already halted. These sets are initially empty. In each round
the scheduler performs the following sequence of operations. It may add some
not yet participating processors to P. It may evaluate the predicate pred; for
some subset of processors in P\ E. If pred; evaluates to true, the scheduler
adds processor p; to the set E. Otherwise, if it evaluates to false, it removes p;
from P and adds it to the set DONE. Finally, the scheduler selects a subset
SE C E, removes it from E, and moves each p; € SE to its next letter in ;.
Le., the current output of p; is replaced by the next one in its program, 7;. This
completes the round.

An oblivious algorithm solves a task if for every input vector, the scheduler
is forced to eventually place all participating processors in the DONE set. At
that point it can no longer continue, and the final configuration is such that
(Vinp, Vout) € A, the relation that defines the task.

The asynchronous scheduler for oblivious algorithms mimics the behavior of
a wait-free algorithm in an asynchronous shared memory model with only reads
and writes, on configurations. Theorem [l below is proved in [5] simply by having
each processor emulate the scheduler through reads (snapshots) and writes of
its newly proposed output in shared memory.

Theorem 6. FEvery task that is solvable obliviously has a wait-free solution in
an asynchronous shared memory model with only reads and writes.

Thus the oblivious model is subsumed by the wait-free asynchronous shared
memory model with only reads and writes. Is this a proper inclusion? To clar-
ify the answer we introduce an intermediate class of tasks that we call Output
Negotiation, or ON. It includes those tasks that have a wait-free solution in
an asynchronous shared memory model with only reads and writes in a sys-
tem where writing is in the oblivious model (processors can only expose their
proposed outputs), whereas reading is as in the general wait-free asynchronous
shared memory model with only reads and writes (a processor can read all
exposed information rather than only a single predicate). By definition, every
obliviously solvable task is ON solvable.

Corollary 7. Every obliviously solvable task is in ON.

Obviously, ON is a subset of the wait-free asynchronous shared memory model
with only reads and writes, and in Theorem 8 below whose proof is in [5] we show
that this inclusion is proper. In the proof we consider the task AntiM C which is
a variation on epsilon agreement [I3] and show that AntiMC is not solvable just
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by communicating outputs. AntiMC is a task with 3 processors whose input and
output are each a number in {1,...,5}. A processor running alone must output
its input. If more than one processor participates, all the outputs must lie within
two consecutive numbers.

Theorem 8. There exists a task, AntiMC', that has a wait-free solution in an

asynchronous shared memory model with only reads and writes but does not
belong to ON.

2.1 Impossibility of MC(n,2n — 2)

In Sections B and [ we show that M C(n,2n — 1) and AR(n,2n — 1) are solvable
obliviously. AR(n,2n — 2) has no wait-free solution in an asynchronous shared
memory model with only reads and writes [I4/T5], and hence not solvable oblivi-
ously either. Theorem[@whose proof is in [5] shows a reduction from AR(n, 2n—2)
to MC(n,2n — 2). This implies that M C(n,2n — 2) has no wait-free solution in
an asynchronous shared memory model with only reads and writes, and hence
also not solvable obliviously.

Theorem 9. AR(n,2n —2) is wait-free reducible to MC(n,2n —2) in an asyn-
chronous shared memory model with only reads and writes.

2.2 Cyclic Finite Programs or Words

For the AR task, processors have no input (or alternatively, are assumed to al-
ways have the input 1), and hence each processor has only one sequence. Our
constructions of oblivious algorithms all have the property that the same se-
quence is used for all inputs. Moreover, we consider finite sequences over which
the processor goes cyclically. In the M C' task one can designate m locations in
the word, each corresponding to a possible output that has been dictated by
the input to the processor and each processor advances cyclically on the word
starting from that designated location.

2.3 Simplified Oblivious Model for MC and AR

The use of the collision predicate can be shown to imply that for the AR and MC
problems it is sufficient to consider a much simpler scheduler, the Pairwise I'm-
mediate scheduler: In each round this scheduler selects two processors that are
currently colliding with each other, and moves either one or both of them, c’est
tout. Suppose that every processor has an associated word. We show that given
an initial configuration (starting positions on the words), the oblivious asyn-
chronous scheduler runs to infinity iff the pairwise immediate scheduler does.
This scheduler is then used in constructions in Sections [3] and @l The construc-
tions in Section [Bluse an even more restrictive scheduler, the Canonical sched-
uler. Like the pairwise immediate scheduler, the canonical scheduler can move
only one or both of two currently colliding processors, but unlike the pairwise
immediate scheduler, the choice of which two colliding processors to consider is
not made by the scheduler, but rather dictated to it. For formal definitions of
these schedulers and the proof of their equivalence, see [5].
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3 An Oblivious MC Algorithm with 2n — 1 Chairs

This section is dedicated to the upper bound that is stated in Theorem [Il The
proof of this theorem is inductive and rather technical. For lack of space, the full
text with all proofs is given in [5]. In what follows we attempt to give the reader
a sense of the main ingredients of the construction and how they come together
in the proof.

3.1 Preliminaries

The length of a word w is denoted by |w|. The concatenation of words is denoted
by o. The r-th power of w is denoted by w"™ = wow...ow (r times). Given
a word 7w and a letter ¢, we denote by ¢ ® m the word in which the letters are
alternately ¢ and a letter from 7 in consecutive order. For example if m = 2343
and ¢ = 1 then ¢ ® m = 12131413. A collection of words 71, ms, ..., 7, is called
terminal if no schedule can fully traverse even one of the ;. Note that we can
construct a terminal collection from any M C' algorithm just by raising each word
to a high enough power.

We now introduce some of our basic machinery in this area. A key tool is a
method to extend terminal sets of words.

Proposition 1. Let n,m, N be integers with 1 < n < m. Let IT = {my,... 7N}
be a collection of m-full words such that

every n of these words form an oblivious MC(n, m) algorithm. (1)
Then I can be extended to a set of N +1 m-full words that satisfy condition ().

proof. Suppose that for every choice of n words from II and for every initial
configuration no schedule lasts more than ¢ steps. (By the pigeonhole principle
t < L™ where L is the length of the longest word in IT). For a word 7, let 7’ be
defined as follows: If |7| > ¢, then 7’ = 7. Otherwise it consists of the first ¢ letters
in 7" where r > |r|/t. The new word that we introduce is w41 = 7] omho. . .om),.
It is a full word, since it contains the full word 7 as a sub-word.

We need to show that every set II’ of n — 1 words from II together with
mN+1 constitute an oblivious M C(n,m) algorithm. Observe that in any infinite
schedule involving these words, the word 71 must move infinitely often. Oth-
erwise, if it remains on a letter ¢ from some point on, replace the word mn 11
by an arbitrary word from II — II’ and stay put on the letter ¢ in this word.
This contradicts our assumption concerning IT. (Note that this word contains
the letter ¢ by our fullness assumption.) But 741 moves infinitely often, and it
is a concatenation of n words whereas II’ contains only n — 1 words. Therefore
eventually 71 must reach the beginning of a word m,, for some 7, & II’. From
this point onward, 741 cannot proceed for ¢ additional steps, contrary to our
assumption. O

Note that by repeated application of Proposition [ we can construct an arbi-
trarily large collection of m-full words that satisfy condition ().
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We next deal with the following situation: Suppose that my, 7o, ..., 7, is a
terminal collection, and we concatenate an arbitrary word o to one of the words
;. We show that by raising all words to a high enough power we again have a
terminal collection in our hands.

Lemma 1. Let m,ma,...,m, be a terminal collection of full words over some
alphabet. Let o be an arbitrary full word over the same alphabet. Then the col-
lection

()%, (m2)", ooy (mim1)", (i 0 0)2, (i) *, s ()"
is terminal as well, for every 1 < i <p, and every k > |m;| + |o|.
Lemma [ yields immediately:

Corollary 10. Let 71,7, ..., be a terminal collection of full words over some
alphabet, and let Tp1, Tpi2, ..., ™, be arbitrary full words over the same alphabet.
Then the collection

(m1omeo..omy)?, (m1)F, (m)*, .y (mic1)®, (mig1)", ooy (mp)"

is terminal as well. This holds for every 1 <i¢ <p and k > Z?Zl |73 ].

3.2 The MC(n,2n — 1) Upper Bound

Our proof shows somewhat more than Theorem [ says (see Proposition 2]). We
do this, since the scheduler can “trade” a player P for a chair c. Namely, he can
keep P constantly on chair ¢. This allows the scheduler to move any other player
past c-chairs. In other words this effectively means the elimination of chair ¢
from all other words. This suggests the following definition: If 7 is a word over
alphabet C and B C C, we denote by 7(B) the word obtained from 7 by deleting
from it the letters from C'\ B.

Our construction is recursive. An inductive step should add one player (i.e.,
a word) and two chairs. We carry out this step in two installments: In the first
we add a single chair and in the second one we add a chair and a player. Both
steps are accompanied by conditions that counter the above-mentioned trading
option.

Proposition 2. For every integer n > 1

— There exist full words s1, 82, ..., 8, over the alphabet {1,2,...,2n — 1} such
that
51(A), s2(A4), ..., sp(A) is a terminal collection for every p <n and for every
subset
ACH{L,2,...,2n — 1} of cardinality |A| = 2p — 1.

— There exist full words wy,wa, ..., w, over alphabet {1,2...,2n}, such that
wi(B),w2(B), ..., wp(B) is a terminal collection for every p < n and for
every subset
B C{1,2,...,2n} of cardinality |B| = 2p — 1.

The words s, So, ..., S, in Proposition 2] constitute a terminal collection and are
hence an oblivious M C(n,2n — 1) algorithm that proves the upper bound part
of Theorem [Il The proof of Proposition 2 is given in [5].
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4 The Oblivious AR(n,2n — 1) Algorithm

The ideas developed to solve the musical chairs problem and prove Theorem [II
turn out to yield as well an answer to the oblivious AR problem and a proof
of Theorem 2l The rules are the same as in the M C problem, except that the
scheduler cannot select the initial positions, and every word is started at its first
letter. In order to prove Theorem [21we should construct a collection of full words
Iy = {s1, 52, ..., 85} over the alphabet [2N — 1] such that for every n < N and
for every set of n words from ITy the following holds: Every schedule that starts
from the first letter in each of these words reaches a safe configuration and all
players only visits chairs from the set {1,...,2n — 1}.

We note that our construction yields very long words - triply exponential in
N. It is an interesting challenge to accomplish this with substantially shorter
words.

proof (Theorem[d). By Proposition [[l and Theorem [I we can construct for each
1 <i,n <N aword 7, that is [2n — 1]-full such that every set of n words in
the set {m; |t =1,..., N} constitute an oblivious M C(n,2n — 1) protocol.

We show that with a proper choice of the exponents Iy, ..., Iy, the Theorem
holds with the words s; = 7r5 10 7r§22 0...0 77515\,

The theorem follows if we can show that for every 1 <n < N and every subset
J C [N] of cardinality |J| = n the following holds: In every possible schedule
that starts each word in {s;|j € J} from its first letter, no player reaches a

position beyond the subword 7’ I Consider any point in such a schedule. Say

that player P; (for some j € J) is leading if it currently resides in the stretch W;-:Ln
of s;. Otherwise, we say that j is trailing. We observe that during a period of
time in which no trailing player changes position, no leading player can traverse
a complete copy of m;,. To see this, consider an arbitrary MC' schedule with
the words {m;|j € J}. We start this schedule as follows: Every leading player
maintains his position from the original AR schedule and every trailing player
stays put on the same chair that he is currently occupying. (Such a chair can be
found in the word =; ,, since it is [2n — 1]-full). The claim follows since the words
{mjn|j € J} constitute an oblivious M C(n,2n — 1) protocol.

I‘F follows th.at no leading Player P; can traverse more thar} EV<7L,iEJ\{j} Ti v
copies of 7, in s;. Our claim follows if we choose [; that is larger than this in-
teger. O

v

5 Oblivious MC Algorithms by the Probabilistic Method

Remark 11. It is important to note that the protocols that are presented in
this section are deterministic. The constructions are, however, inexplicit and
the existence of good protocols is proved by using a probabilistic argument. It is
an intriguing open problem to find equally good explicit constructions.

For lack of space, the full text with all proofs is given in [5]. In what follows we
attempt to sketch the results.
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Theorem [ can be thought of as a (nonconstructive) derandomization of the
randomized MC algorithm in which players choose their next chair at random
(and future random decisions of players are not accessible to the scheduler).
Standard techniques for derandomizing random processes involve taking a union
bound over all possible bad events, which in our case corresponds to a union
bound over all possible schedules. The asynchronous scheduler has too many op-
tions (and so does the immediate scheduler), making a union bound too wasteful.
For this reason, in the analysis of this protocol we consider the canonical sched-
uler, which is as powerful as the asynchronous scheduler (see Section 23)). In
every unsafe configuration, a canonical pair of players in conflict is dictated
to the canonical scheduler, and the canonical scheduler has only three possible
moves to choose from. This makes it viable to use a union bound.

In this construction each of the IV words is chosen independently at random as
a sequence of L chairs, where each chair in the sequence is chosen independently
at random. Our proof shows that with high probability (probability tending to 1
as the value of the constant ¢ grows), this choice satisfies Theorem Bl

A simple union bound shows that in this random construction, with high
probability, all words are full. Proving termination is more of a challenge. We
keep track of all possible schedules. To this end we use “a logbook” that is the
complete ternary tree 7 of depth L rooted at r. Associated with every node v of
7T is a random variable X,,. The values taken by X, are system configurations.
For a given choice of words and an initial system configuration we define the
value of X, to be the chosen initial configuration. Every node v has three chil-
dren corresponding to the three possible next configurations that are available
to the canonical scheduler at configuration X, (and to an “empty” configuration
if the scheduler cannot move). The proof uses a potential function that maps a
configuration with ¢ occupied chairs to 2"~ %, where = > 1 is a constant opti-
mized within the proof. In a nonempty configuration the potential is at least 1.
Associated with every node of 7 is a nonnegative random variable P = P, that
is the potential of the (random) configuration X,. The main step of the proof is
to show that if vq, ve, vs are the three children of v, then 2?21 E(P,,) < rE(P,)
for some constant r < 0.99. This exponential drop implies that

]E( Z (Pv)) = Z E(Pv) = 0(1)

v is a leaf of 7 v is a leaf of T

provided that L is large enough. This implies that with probability 1—o(1) (over
the choice of random words) all leaves of 7 correspond to an empty configuration.
In other words every schedule terminates in fewer than L steps.

5.1 Permutations over O(n) Chairs

The argument that proves Theorem[Blis inappropriate for the proof of Theorem 4l
Theorem @l deals with random permutations, whereas in the proof of Theorem [3]
we use words of length 2(nlogn). (Longer words are crucial there for two main
reasons: To guarantee that words are full and to avoid wrap-around. The latter
property is needed to guarantee independence.) Indeed in proving Theorem [l
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our arguments are substantially different. In particular, we work with a pairwise
immediate scheduler, and unlike the proof of Theorem [3 there does not appear
to be any significant benefit (e.g., no significant reduction in the ratio ") if a
canonical scheduler is used instead.

Here are some of the main ingredients of the proof of Theorem [ for the special
case N = n (a slight extension of these ideas proves the general case). We show
that with high probability, a set of random permutations 71,..., 7, has the
property that in every possible schedule the players visit at most L = O(mlogm)
chairs. Our analysis uses the approach of deferring random decisions until they
are actually needed. For each of the m™ possible initial configuration, we consider
all possible sequences of L locations. For each such sequence we fill in the chairs
in the locations in the sequence at random, and prove that the probability that
this sequence represents a possible schedule is extremely small — so small that
even if we take a union bound over all initial configurations and over all sequences
of length L, we are left with a probability much smaller than 1.

The main difficulty in the proof is that since L > m some players may com-
pletely traverse their permutation (even more than once) and therefore the chairs
in these locations are no longer random. To address this, we partition the se-
quence of moves into L/t blocks, where in each block players visit a total of
t = dm locations for some sufficiently small constant §. Also n = em, where
€ is a constant much smaller than §. This choice of parameters implies that
within a block, chairs are essentially random and independent. To deal with de-
pendencies among different blocks, we classify players (and their corresponding
permutations) as light or heavy. A player is light if during the whole schedule (of
length L) it visits at most ¢/logm = o(t) locations. A player that visits more
than t/logm locations during the whole sequence is heavy. For light players, the
probability of encountering a particular chair in some given location is at most
m_lo( " < Hf;(l). Hence, the chairs encountered by light players are essentially
random and independent (up to negligible error terms). Thus it is the heavy
players that introduce dependencies among blocks. Every heavy player visits at
least t/logm locations. Hence the number ny of heavy players does not exceed
(Llogm)/t = O(log? m). The fact that the number of heavy players is small is
used in our proof to limit the dependencies among blocks.

6 Open Problems

Our MC algorithms involve very long words. An interesting question is to find
explicit constructions with m = 2n — 1 chairs and substantially shorter words.

In other ranges of the problem we can show, using the probabilistic method,
that oblivious M C(n,m) algorithms exist with m = O(n) and relatively short
full words. We still do not have explicit constructions of such protocols. We
would also like to determine liminf " such that n random words over an m
letter alphabet tend to constitute an oblivious M C(n,m) algorithm.
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Computer simulations strongly suggest that for random permutations, a value
of m = 2n — 1 does not suffice. On the other hand, we have constructed (de-
tails omitted from this manuscript) oblivious M C(n,2n — 1) algorithms using
permutations for n = 3 and n = 4 (for the latter the proof of correctness is
computer-assisted). For n > 5 we have neither been able to find such systems
(not even in a fairly extensive computer search) nor to rule out their existence.

A self contained proof of the m > 2n — 1 lower bound will appear in a subse-
quent paper. The following question remains open: What is the smallest m for
which there are collections of N = m + 1 (not necessarily full) words such that
every min[n, N| of them form an oblivious M C algorithm when starting at the
initial chair of each word. Our proof that m > 2n — 1 assumes that the scheduler
is allowed to pick an arbitrary initial state on each word.

We do not know how hard it is to recognize whether a given collection of
words constitute an oblivious M C' algorithm. This can be viewed as the problem
whether some digraph contains a directed cycle or not. The point is that the
digraph is presented in a very compact form. It is not hard to place this problem
in PSPACE, but is it in a lower complexity class, such as co-NP or P?

There are interesting foundational questions related to different models in dis-
tributed computing. We have defined here the Output Negotiation (ON) model,
and showed that it is properly included in the read/write model. It follows by
definition that the oblivious model is included in the ON model. It would be
interesting to know whether this last inclusion is proper.
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