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3Section 1: IntroductionWe consider a domain 
 � R3 , �lled by a superconducting element. Supercon-ductivity corresponds to the formation of electron pairs, called Cooper pairs, andis represented by a complex function u on 
, such that juj2 equals the density ofCooper pairs. By applying an external magnetic �eld Hext, the superconductor re-acts with producing a magnetic �eld h. One may choose a vector�eld A on 
 suchthat curlA = h and the superconductor's state is fully characterized by the couple(u;A), or more precisely by an equivalence class for the relation(u;A) � (uei'; A+r') ; (1)where ' is a real valued function on 
. Under the inuence of the external �eld, thesuperconductor can roughly get into two di�erent states, depending on the intensityof Hext:� juj2 � 1 and h � 0 : superconducting state.� juj2 � 0 and h � Hext : normal state.For superconducting elements of type II (see below), on may observe two criticalvalues Hc1 < Hc2 such that� for Hext < Hc1 the superconductor is in superconducting state ,� for Hext > Hc2 the superconductor is in normal state.In between Hc1 and Hc2 , there is a transition phase or mixed state, which is charac-terized by the formation of �lament like non-superconduction zones, called vortices,in the middle of superconducting areas.



4Let � denote the characteristic width of each �lament and � the characteristic dis-tance between two �laments. The parameter � := �� then characterizes the nature ofthe superconductor and in particular superconductors of type II, considered above,are those with � larger than some given critical value. Here we are interested inlarge � and will write � = 1" . Empirical observation yields:Hc1 � "2log1"Moreover the induced �eld h veri�es an equation, called London equation, of theform ��24h+ h = '0X �vortex ;where �vortex is a Dirac mass in each vortex. Finally if 
 is a cylinder, with anexternal �eld Hext directed parallelly to the axis, the �laments are also parallel tothe axis and looking at a slice of 
, we get a regular pattern of vortices, calledAbrikosov lattice.For further details on the physical aspects of these problems, see [16].The action functional put forth by Ginzburg and Landau to describe the free energyof this system isG"(u;A) := Z
 �j"ru� iAuj2 + (1� juj2)2 + jcurlAj2 � dx (2)and for the total energyGHext" (u;A) := G"(u;A) � 2Z curlA �Hext dx :These expressions actually are invariant under the equivalence relation given abovein (1); this invariance is known as gauge invariance.The related mathematical problem, which we are going to consider is the following:Let (u"; A") be a minimizing couple for GHext" ( existence of such a couple in anadequate function space is a standard problem, see [7] ), for an exterior �eld Hextclose to Hc1 � 12"log 1" . We then let " tend to 0, in order to amplify the discontinu-ity produced by a vortex and the goal is to study the asymptotic behaviour of thecouple (u"; A"), with the hope of detecting some loss of compactness in the givenfunction space, as " tends to 0 , describing the creation of vortices.This problem, in such generality, as it is explained in [6], is mathematically quitedi�cult, and not entirely solved so far. In their initial work, F.Bethuel, H.Brezis,and F.H�elein (cf.[4]) study a simpli�ed model, with neither magnetic �eld, nor gaugeinvariance, where the e�ect of the exterior magnetic �eld is simulated by the pre-scription of some vorticity at the boundary (non-vanishing degree for boundary data



5mapping into S1). Precisely, as " tends to zero, they study the behavior of the criticalpoints of the energyE"(u; 
) := 12 Z
 �jruj2 + 12"2 ( 1� juj2 )2� dxamong the mapsu 2 W 1;2g (
; C ) := fu 2 W 1;2(
; C ) j u = g on @
gfor a smooth boundary data g : @
 ! S1 having a degree deg g = d > 0. Theygive a complete description of this behavior (see Theorem 1 and 2 in part II) whichcorrespond to an answer to a �rst question about the relation between vorticity andthe actual formation of vortices:vorticity =) formation of vorticesThis �rst problem and its solution is o�ered in the second section of this mini-course. In the third section, we consider a similar problem but including the inducedmagnetic �eld h = curl A, Precisely we minimize the functionalG"(u;A) := 12 Z
���dA��2 + ��ru� iAu��2 + 12"2�1 � juj2�2� dxamong couples (u;A) in the spaceV := � (u;A) 2 W 1;2(
; C ) �W 1;2(
;R2) �� juj = 1 on @
;deg(u; @
) = d; < iu; � � rAu >= J on @
�for a given degree d > 0 and a given regular function J on @
 which correspondsto the tangential current. We give an answer to the corresponding question (seetheorem 18):vorticity =)8<: formation of vortices and induction of a magnetic �eld+the induced magnetic �eld veri�es the London equation :Moreover we sketch the solution of the problemexterior �eld > Hc1 =) vorticity ;under some additional assumptions (see the remark following theorem 18). Let usmention a recent work of S. Serfaty ( see [17]) where she proves the stability of



6solutions of the complete Ginzburg-Landau problem with external magnetic �eld,which have more and more vortices as this external magnetic �eld increases startingfrom the critical value Hc1 .In this paper we restrict ourselves to the static problem in dimension 2. Let us justgive some references for the corresponding static problem in higher dimension [15],[12] and the corresponding heat-ow problem [9], [10], [8].



7Section 2: Asymptotic behaviour of critical points of theGinzburg-Landau functional without magnetic �eldConsider the Ginzburg Landau functionalE"(u) := E"(u; 
) := 12 Z
 �jruj2 + 12"2 ( 1 � juj2 )2� dxde�ned for mapsu 2 W 1;2g (
; C ) := fu 2 W 1;2(
; C ) j u = g on @
gwith smooth boundary data g : @
 ! S1 and �xed degree deg g = d > 0, for asmooth, bounded, simply connected, starshaped domain 
 in IR2. In this contextstarshaped means that there is some � > 0 such thatx � � > � > 0; 8x 2 @
;� being the outward unit normal to @
 .The goal of this lecture is to analyse the asymptotic behaviour as "! 0 of minimizersas well as of critical points of E" in W 1;2g (
; C ). Throughout the general referenceis [4].Theorem 1 Let fu"ngn2N be a sequence of minimizers of E"n in W 1;2g (
; C ), with"n ! 0, as n!1.Then there is a subsequence, still denoted by fu"ng, there are exactly d = deg g pointsa1; : : : ; ad in 
 such thatu"n ! u? in Ckloc�
r fa1; : : : ; adg� ; 8k 2 N ; (3)in C1;�loc �
r fa1; : : : ; adg� ; for 0 < � < 1 : (4)where u? : 
 r fa1; : : : ; adg ! S1 is the following harmonic mapu?(z) = dYj=1 z � ajjz � ajj exp(i')with �' = 0 on 
, u? = g on @
.Moreover, there is a function (\the renormalized energy"), depending only on 
 andg W : 
d ! R ;such that (ai)di=1 minimizes W in 
d.The previous result has been extended to the case where 
 is only simply connectedand not necessary starshaped by M. Struwe in [16]. The result on the asymptoticbehaviour of critical points, which are not necessarily minimizers, is similar but thelimiting map need not have degree 1 in each singularity (vortex) and there is noprecise information on the number N of singularities, for which one merely obtainsan upper bound.



8Theorem 2 Let fu"ngn2N be a sequence of critical points of E"n in W 1;2g (
; C ),with "n ! 0, as n!1.Then there is a subsequence, still denoted by fu"ng, there are N points a1; : : : ; aNin 
, N integers d1; :::; dNu"n ! u? in Ckloc�
r fa1; : : : ; aNg� ; 8k 2 N ; (5)in C1;�loc �
r fa1; : : : ; aNg� ; for 0 < � < 1 : (6)where u? : 
r fa1; : : : ; aNg ! S1 ; is the following harmonic mapu?(z) = dYj=1� z � ajjz � ajj�dj exp(i')with �' = 0 on 
, u? = g on @
.Moreover there is a function (\the renormalized energy"), depending only on 
 Nand g, W : 
N �ZN ! R ;such that (ai)Ni=1 is a critical point of W in 
N .The complete de�nition of W is given in the step 11 of the proof of theorem 1 and2 bellow. Let us make a digression to the questions which arise from the resultsstated just above. Observe that once you know the dj and the aj you know thelimit u?. So the limiting problem " = 0 is included in the �nite dimensional onewhich consists of �nding the critical points of W . Now it would be interresting tounderstand what happens just before " = 0 (i.e. " small but di�erent from zero) :How many critical points of E" do exist ? In [1] and [2] critical points of E" whichare not necessary minimizers are found by the mean of topological methods. But ina more systematic approach we can ask the question of understanding the numberof familly of critical points of E" wich converges to a u? constructed from a given(aj; dj), critical point of W . The �rst result in this approach was given by F.H. Linand T.C. Lin in [11] : they prove that, in the case where all the dj are equal to+1, if (aj) is a non degenerate critical point of W , there exists at least a familly ofcritical points u" of E" which converges to the corresponding u?. In [13] this resultis extended to the case where dj = �1. Finally the problem of describing exactlythe number of branch of solution converging to a given u? has only be solved, untillnow, in the particular case where we restrict ourselves to minimizers (see [14]). Thegeneral situation is still far from being understood especially when the multiplicityof the limiting vortices are di�erent from �1.In the sequel, we will sketch the main ideas of the proof of theorems 1 and 2, whichconsist of eleven steps:Step 1 : The Euler-Lagrange Equation.The Euler-Lagrange equations for critical points of E"(u) are:( �4u = 1"2 u ( 1� j u j2 ) in 
 ;u = g on @
 : (7)



9Step 2 : L1� estimate for u:Lemma 3 Let u be a solution of (7), then kukL1(
) 6 1 :ProofNote that by elliptic regularity and a standard boot-strap argument, weak W 1;2solutions are smooth. We thus may take the scalar product with u in (7) anddeduce: � 12 4juj2 = �jruj2� < 4u; u >= �jruj2+ 1"2 juj2 ( 1 � juj2 ) ;and 12 4� juj2 � 1 � � � juj2"2 � �juj2 � 1� > 0 :Since juj = jgj = 1 on @
, the claim follows by applying the maximum principle tojuj2 � 1. �Step 3 : L1 estimate for the gradient.Lemma 4 Solutions of (7) satisfy kruk1 6 C" :ProofIn [3] the following interpolation inequality is proved:Lemma 5 Assume u 2 L1(
) satis�es 4u 2 L1(
) for some smooth, open
 �� RN, then:i) jruj2(x) 6 C� k4ukL1 kukL1 + kuk2L1dist2(x;@
) � ; 8x 2 
 :ii) If in addition u = 0 on @
, then:kruk2L1 6 C � k4ukL1 kukL1 � :Now the result follows by equation (7) and lemma 3, with a constant depending ong. �Step 4 : Pohozaev identityLemma 6 Every critical point u of E" in W 1;2g (
; C ) satis�es1"2 Z
 � 1� juj2 �2 dx = �Z@
 @u@� @u@� � � x do+ 12 Z@
 x � � �j@u@� j2 � j@u@� j2� do :Here we only need the assumption that 
 is smooth and bounded.



10ProofIn the sequel, we will drop the index ". The lemma follows from a Pohozaev identity,which is obtained by multiplying equation (7) by P2i=1 xi @u@xi and integrating over
, noting thatdiv�rui xj@jui� = 4ui x � rui + jruj2 + 12 x � r�jruj2� ;u ( 1 � juj2 ) = �12 x � r( 1� juj2 )2 ;and @u@� (xru) = (@u@� )2 � � x+ @u@� @u@� � � x ;where � and � denote the outward unit normal and a unit tangent vector to @
, weobtain: 1"2 Z
 ( 1� juj2 )2 dx � 12"2 Z@
 x � � ( 1 � juj2 )2| {z }=0 on @
 do= �Z@
 @u@� � xru do+ 12 Z@
 x � � jruj2 doso this yields the result. �Corollary 7 There is a constant C independent of ", such that for every criticalpoint u" of E" in W 1;2g (
; C ), we have:Z
 1"2 ( 1 � juj2 )2 dx 6 C :Here we essentially need 
 to be starshaped.ProofBy Young's inequality and the previous lemma, we obtain??Z@
 @u@� @u@� � � x do?? 6 ��1 Z@
 jxj2j@u@� j2 do + � Z@
 j@u@� j2 do ;and since 
 is starshaped, we may choose � such that 0 < � < � 6 x � � ; 8x 2 
and thus we obtain 1"2 Z
 ( 1 � juj2 )2 dx 6 C Z@
 j@g@� j2 do : �Step 5: A remark.From equation (7) we see that 4u k u, which is equivalent to2Xi=1 @i (u ^ @iu) =: div(u ^ ru) = 0:



11In particular, if juj > 12 locally on some simply connected subdomain ~
 � 
, wemay write u = �ei', where ' satis�es the following elliptic equation:div( �2r' ) = 0;with 12 6 � 6 1.Actually for u = �ei' equation (7) transforms into the systemdiv(�2r') = 0 (8)�4�+ �jr'j2 = 1"2�(1� �2) ;( cf [4] p. 109 ) and since u ^ru = �2r' this may be written asdiv(u ^ru) = 0 (9)�4juj+ 1juj3 ju ^ ruj2 = 1"2 juj(1� juj2) :Note that the �rst equation is independent of " and will be preserved under weakW 1;p-limits lim"!0 u" = u� for solutions u" of (7). In view of the elliptic equations (8),the limit u� can be expected to be regular in the part of the domain where juj > 12.The problem is now to locate the part of the domain where (8) is degenerate, i.e.where ju"j < 12 .Step 6 : Locating the \ bad set" , where juj < 12 .Lemma 8 Let u" denote a minimizer of E" in W 1;2g (
; C ).There are constants N 2 N, � > 0 depending only on 
 and g, such that for each" > 0 there are x"1; : : : ; x"N" 2 
 and N" 6 N withB" := fx 2 
 j ju"j < 12 g � N"[i=1 B�"(x"j) ;where the balls B�"(x"j) are mutually disjoint.ProofIn the sequel we omit the index " for u. Suppose juj(y) < 12 for some y 2 
. SincekrukL1 6 C" , there is some �0 > 0 independent of " such thatju(x)j 6 34 on B�0 "(y) ;thus 1"2 (1� juj2)2 > C1 on B�0 "(y) ;



12and 1"2 ZB�0 "(y) (1� juj2)2 dx > C0 > 0 ;C0 being independent of ".Vitali's covering theorem applied to the cover fB�0 "(x) j x 2 B" g gives us acountable subset fx"jgj2J" �B" such thatB�0"(x"j) \ B�0"(x"i ) = ; for i 6= j ;B" � [i2J" B5�0"(x"j) :From the global bound in Step 4, we deduce:C0 jJ"j 6 Xj2J" ZB�0"(x"j) 1"2 (1 � juj2)2 dx 6 1"2 Z
 (1 � juj2)2 dx 6 C ;i.e. jJ"j 6 N independently of ".Set ~� := 5�0.Furthermore one may chose a subset J 0 � J and a constant � > ~�, such thatjxi � xjj > 8�" ; 8i; j 2 J 0 ; i 6= j and [i2J B~�"(x"j) � [i2J 0 B�"(x"j) :Indeed we may proceed by induction on card(J) = jJ j: If there are xi; xj withjxi � xjj 6 8~�",set J 0 := J r fjg and � := 9~�.In particular we obtain a covering of B" by disjoint balls. �Step 7: Convergence of the \bad set" to limiting singularities.From step 6 we obtained a coveringB" � N"[i=1 B�"(x"j)with mutually disjoint balls.Since 0 6 N" 6 N , we may select a converging subsequence N"n , which must bestationary for n su�ciently large and we may assume N"n � N . Extracting aconverging subsequence from (x"n1 ; : : : ; x"nN )n2N� �
N ;we get a covering of B"n by N disjoint balls, with converging centersx"nj ! aj (n!1) ; 1 6 j 6 N :It might happen that aj 2 @
 for some j. In [4] they actually prove that the aj liein 
.Step 8: Convergence to a limiting map, away from the singularities.



13There are two di�erent approaches, depending on whether we consider minimizersor merely critical points of E.i) For minimizers one may derive lower and upper bounds for the energy fromwhich we deduce a uniform upperbound for the energy outside the singularset.ii) For critical points in general we prove uniform W 1;p estimates, for p < 2.The second method is more general, so we will merely give a sketch of the �rst anddevelop the second one. Sketch of the �rst method:� On the one hand, we have:Lemma 9 There are constants "0; C > 0, such that for any minimizer u" of E"in W 1;2g (
; C ), with " 6 "0 we haveE"(u") 6 2�d log(1") + C :This can be seen by using test functions of the following form: Fix d = degg distinctpoints a1; : : : ; ad in 
 such that B2 "(ai) \ B2 "(aj) = ; for i 6= j and set�u"(z) := dYk=1 z � ajjz � ajj ei'(z) on 
r d[k=1 B2 "(ak) ; (10)where ' is a harmonic function on 
 chosen in such a way that �u" = g on @
.Further set�u"(z) := %�z � aj2 " � z � ajjz � ajj eiHj(z) on B2 "(aj) ; (1 6 j 6 d) ; (11)where % 2 C1([0; 1]) %(1) = 1 and % � 0 on [0; 12] and Hj is a harmonic functiondetermined by eiHj(z) = jz � ajjz � aj �u"(z) on @B2 "(aj) ; (1 6 j 6 d) :Noting that ZBR(0)rBr(0) ����r� xjxj�����2dx = 2� log�Rr � ; (12)we see that each vortex aj creates an energy 2� log(1" ) plus constants independentof ". Indeed, according to (12), (11) produces an energy v log�2"" � + C, but the



14term 2� log(2") cancels with the corresponding term of the energy of (10) ( cf [4]theorem III.1, p.44 ).� On the other hand, there is an optimal lower bound for the energy around thevortices (this is the more di�cult part to prove):Lemma 10 For � > 0 there is a constant C� such that for (sub-)sequence ofminimizers as in step 7, satis�es:ZSNk=1 B�(x"nj ) �jruj2 + 12"2n ( 1 � juj2 )2� dx > 2�d log( 1"n )� C�( cf [4] theorems V.2 and V.3 . They also show that there are exactly d vortices,which is actually a consequence of lemma 9 and 10 .)� Subtracting both estimates yields a bound on the energy away from the singu-larities, uniformly in ", and ensures weak W 1;2loc (
 r fa1; : : : ; adg) convergence to alimiting map.The second method, W 1;p estimate method for critical points of E":Lemma 11 For any critical point u" of E" and any p < 2 ; ku"kW 1;p(
) is uni-formly bounded with respect to ".ProofLet ~
 := ~
" := 
 rSN"j=1 B�"(x"j) for a covering fB� "(x"j)gN"j=1 of B" as in step 6.On ~
 we have juj > 12. Now we are tempted to write u = jujei' and use the ellipticequation div(juj2r') = 0 ( cf. step 5 ) which yields appropriate estimates. But udoes not admit such an expression globally, since ~
 is not simply connected. Notethat locally for u = jujei':2Xi=1 (u ^ @iu) dxi =: u ^ du = juj2d' and d� 1juj2u ^ du� = d� ujuj ^ dujuj� = 0 ;here ^ denotes the vector product in R2.But ujuj ^ dujuj is not exact in ~
 becauseZ@
 ujuj ^ dujuj = Z@
 g ^ dg = 2�d :The idea is to subtract the \topologically non trivial part" from ujuj ^ dujuj in orderto obtain an exact form which will satisfy the elliptic equation. We thus need somekind of Hodge decomposition. We present this Hodge decomposition for arbitrarydimensions, which can be usefull for Ginzburg-Landau problems in higher dimen-sions, in particular in dimension 3.



15Hodge decompositionFirst observe that the topological part of ujuj ^ dujuj is \�nite":Z@B� "(x"j) ujuj ^ dujuj = 2�d"j (13)and from step 3, we know kruk1 6 C" ; which implies that jd"j j must be uniformlybounded.In order to obtain a decompositionujuj ^ dujuj = 1juj2 d� + dH ; (14)for some 2-form  and some 0-form H, where the \topological part" d� shouldpossess as little energy as possible, we consider a solution  of the following mini-mization problemMin fZ~
 1juj2 jd� � u ^ duj2dx for  2 W 1;2(�2~
);d(� )��@ ~
 = dT �� ��@~
� = 0 g (15)for  2 W 1;2(�2~
), which projects to  ��@ ~
 2 W 12 ;2(�2@ ~
): The index T denotesrestriction of the considered operation or form to the tangential components of @ ~
.Observe that unlike the usual Hodge decomposition, we do not separate a purelyharmonic part, which contains the topological information. As we will see below,this information is contained in d� . Such a decomposition is always possible onany manifold \whose topology comes from the boundary"(cf (20) below ), typicallyan open set in Rn.In the sequel we treat the 2-dimensional problem, the same approach might yieldanalogous results in higher dimensions. In particular in dimension 2, the boundaryconstraint implies � = constant on each connected component of @ ~
 and so wemay choose �  = 0 on @
 ; (16)� = c"j on @B�"(x"j) for 1 6 j 6 N" :Now we claim that for minimizers  of this problem1juj2 d� � ujuj ^ dujujis exact.Indeed the (weak) variational equations for  read as follows:Z~
 < d�� ; 1juj2 �d� � u ^ du� > dx = 0 (17)



16for any smooth 2-form � satisfying dT (��) = 0 on @ ~
.Choosing a 2-form � with compact support in ~
, we deduce:d� 1juj2 d� � ( ujuj ^ dujuj)� = 0 in ~
 (18)and since ujuj ^ dujuj is closed, alsod� 1juj2 d� � = 0 in ~
: (19)Moreover combining (17) and (19) it follows:Z@~
 �� ^ 1juj2 �d� � u ^ du� = Z@ ~
 �� ^ d� 1juj2 d� � dx= 0|{z}by(19);for any 2-form � satisfying dT (��) = 0 on ~@
 : Now this implies that� := 1juj2 �d� � u ^ du�is exact. Indeed note that in dimension 2, (��) is a function. Choosing for �� thecharacteristic function of a given connected component of @ ~
, we see thatZC � = 0 ; for every connected component C of @ ~
 (20)and since every closed path in ~
 is homotopic to an integral sum of connectedcomponents of @ ~
, the Poincar�e dual ! Z � � a Lipschitz-representent of H1sing(~
) �is identically zero and thus the DeRahm-class of � must be zero.We thus obtain a decomposition as in (14) and in the sequel we will derive estimatesfor d� ; dH and juj.Estimates on d� for p < nn�1 ( for the case n=2 ).We have d� 1juj2 d� � = 0 in ~
 ;Z@B� "(x"j) ujuj ^ dujuj = Z@B�"(x"j) 1juj2 d� = 2�d"j ; (21)Z@
 1juj2 d� = 2�d :



17Combining (21) and (16), this yields in dimension 2 for the function ' = � div� 1juj2 r'� = 0 ; in ~
 ;Z@B�"(x"j) 1juj2 @'@� do = 2�d"j ; (22)' = 0 on @
 ;' = c"j on @B�"(x"j) for 1 6 j 6 N" :Note that this is an "� approximation of the following problem:4 ~ = 2� NXj=1 d"j �x"j in 
 ;~ = 0 in @
and since the Green-function in R2 is W 1;p for p < 2 we have:k ~ kW 1;p 6 C NXj=1 jd"jj : (23)We actually obtain the following similar estimate for a solution ':Lemma 12 Let ' be a solution of (22), with 12 6 juj 6 1 on ~
 = 
rSNj=1 B� "(x"j);for some smooth u. Then kr'kLp 6 Cwhere the constant C only depends on �;
 and (d"j)j , and 1 < p < 2.ProofFor �xed h and some constant c consider the weak solution� 2 V p := f � := (�1; �2) j �i 2 H1;p(~
; C ) ; � = c on @B�"(x"j)for 1 6 j 6 N" ; � = 0 on @
 gof Z~
 ( 1juj2 r�)r�dx = Z~
 hr� dx ; 8� 2 V q : (24)where q is the H�older conjugate of p: 1p + 1q = 1. We have:k�kL1 6 Cq(u) khkLq :



18The proof can be found in [4], Lemma X.8, p.117 and uses a method due to G.Stampacchia, which consists in testing with (� � k)+ : where k is any real constant.Now for �xed h = (h1; h2); hi 2 Lq(
; C ), test equation (22) with � solution of (24)in order to obtain0 = � Z~
 1juj2 r' � r� dx + Z@ ~
 1juj2 r' � � � doi.e. Z~
 1juj2 r' � r� dx = 2� N"Xj=1 d"j �=�@B� "(x"j)�On the other hand inserting ' in equation (24) yieldsZ~
 1juj2 r' � r� dx = Z~
 r' � h dxso ��Z~
 r' � h dx�� 6 2� N"Xj=1 jd"j j k�kL1 ; (25)6 2� N"Xj=1 Cq(u) jd"j j khkLq : (26)Now by duality: kr'kLp 6 Cq(u) N"Xj=1 jd"jj : �Thus as expected in (23) the solution  = �' of (22) satis�eskr kLp 6 2� Cp(u)Xj jd"j jand by (13) the right hand side is bounded independently of ".� � �Let us digress before �nishing the W 1;p estimates for juj.Consider a similar problem in higher dimensions: Let 
 be a smooth, simply con-nected, bounded domain of Rn and let u be a map from 
 into C , such thatkruk1 6 C" ;juj > 12 on ~
" := 
 r N"[i=1B"(xi) ; (27)



19where N" 6 C"n�2 :d� given by (15) satis�es d� 1juj2d� � = 0and for any �; regular curve in ~
" : (28)Z� 1juj2d� = Z� 1juj2u ^ du = 2� deg �( ujuj)dT (� )��@ ~
= 0Thus  is an \"�approximation" of a Green function ~ associated to a Dirac massalong an n � 2 dimensional manifold �" with multiplicity given by the degree of uaround each part of this manifold. Because of (27) the total mass of this current isuniformly bounded independently of " and we have Lp estimates for d� ~ indepen-dently of " for p < nn�1 . The question is whether we also have Lp estimates for d� itself,the solution of (28), under the hypothesis (27) independently of " for p < nn�1. This is still an open question. � � �Estimates for rH:In the decomposition (14) above the 0-form H is given bydH = 1juj2u ^ du� 1juj2d� (29)Since ujj4u we have d�(u ^ du) = 0 (cf step 5) and thusd�(juj2dH) = 0Furthermore Z@B�"(xj)juj2@H@� do = 0 by (21)and also @H@� = 1juj2 u ^ @u@� on @B�"(xj)by (29) and the boundary constraint for  .Since u 2 L1(~
; C ) and juj > 12, this impliesZ~
jrHj2dx 6 C(for a proof see [4] lemma X.9, p.120).Estimates for rjuj:



20Following [4] one establishes the following boundZ~
jr j2dx 6 C�log(1" ) + 1�(cf [4] lemma X.10, p.122) .Moreover, multiplying the variational equation for juj by (juj�1) (cf step 5 (9)) onecomputes Z~
��rjuj��2dx 6 C1 + C2 Z~
�jr j2+ jrHj2�dx 6 C�log(1") + 1� (30)(for the exact computation see [4], lemma X.12, p.123).Now setting S := S" := fx 2 ~
 j 1� ju(x)j2 > "�g for some � 2]0; 1[ and using theupper bound 1"2 R
(1 � juj2)2 dx 6 C from lemma 6, we obtain for 1 < p < 2ZS��rjuj��pdx 6 (Z~
��rjuj��2dx)p=2 jSj(1�p=2) 6 ~C �log(1") + 1�p=2 "(2�2�)(1�p=2)by (30), i.e. ZS=fx2~
=ju(x)j2>1�"�g ��rjuj��pdx 6 C"�for some � = �(�); � 2]0; 1[, 1 < p < 2 and " su�ciently small.Finally, multiplying equation (8) by 1� ��, where �� = maxfjuj2; 1 � "�g we deduceZ
nS��rjuj��2dx 6 C1"�(Z~
ju^duj2+C2) 6 C3"�(Z~
jr j2+jrHj2+C2) 6 C"�(log(1" )+1)(cf [4] p.124 (102)-(103)) and this �nally yields a uniform bound on krjujkLp(~
) for1 < p < 2.Final estimates for u:Now writing u = jujei' locally and noting that u ^ru = juj2r', we see thatjruj 6 ��rjuj��+ 1juj ju ^ ruj 6 ��rjuj��+2�jr j+ jrHj�since 12 6 juj 6 1 on 
. Thus by combining the estimates on rjuj;r and rH, weobtain the uniform boundku"kW 1;p(~
) 6 Cp for 1 < p < 2: (31)Finally, by kru"kL1(
) 6 C" and kukL1 6 1 from lemma 3 and 4, it followsku"kW 1;2(B�"(x"j)) 6 ~C for 1 6 j 6 N"



21and so (31) actually holds for 
 instead of ~
. �Step 9: Stronger convergence of fu"ng in K �� 
r fajgNj=1\Standard" elliptic estimates, derived from the equations for juj,  and H, im-ply strong W 1;2loc (
 r fa1; : : : ; aNg)-convergence of a subsequence u"n to some u� 2W 1;2g (
r fa1; : : : ; aNg; S1) and using ideas from [3] one obtains convergence inCkloc(
r fa1; : : : ; aNg) 8k 2 Nand C1;�loc (�
r fa1; : : : ; aNg) for 0 < � < 1:(cf [4] Thm. X.2 p.127 and Thm. X.3 p.130)Step 10: The limit u� is a harmonic map from 
r fa1; : : : ; aNg into S1.Indeed 4u"n ^ u"n = 0 implies div(u"n ^ru"n) = 0 and we may pass to the limit inW 1;p(
)(1 < p < 2) in order to obtaindiv(u� ^ ru�) = 0 a.e. in 
: (32)Moreover, by the estimate of lemma 6 we see thatju�j = 1 a.e. in 
. (33)By results of L. Almeida (cf [Alm]), equation (32),(33) are not su�cient to concludethat u� is a strong harmonic map but the additional regularity from step 9 actuallyimplies �4u� = u�jru�j2 a.e. in ~
 := 
r fa1; : : : ; angi.e. u� is a smooth harmonic map from ~
 to S1.Step 11: The vortices faigNi=1 are critical points of some renormalizedenergy W .1) De�nition of W :Consider the solution � = �b;d of4� = NXj=1 2� � dj �bj in 
; (34)@�@� = g ^ @g@� on @
; (35)for mutually distinct points bj 2 
, dj 2Z(1 6 j 6 N) with PNj=1 dj = d �xed.



22� is unique up to a constant and we may normalize by R@
� do = 0.Note that the functions Sj(x) = �(x)� dj � logjx� bjj (36)are harmonic on B�(bj) for � su�ciently small and further thatZ@B�(bj)�@�@� do = Z@B�(bj)�@Sj@� + dj� �(Sj + dj log �) do (37)= 2� d2j log � + Z@B�(bj) @Sj@� Sj do + dj 1� Z@B�(bj) Sj do + dj log �Z@B�(bj) @Sj@� do= 2� d2j log �+ ZB�(b�)jrSjj2dx+ 2� dj Sj(bj) + dj log �ZB�(bj)4Sj|{z}=0 dx :We then compute for ~
 := ~
b;� = 
 rPNj=1B�(bj)Z~
jr�j2dx = Z@
 �@�@� do � NXj=1 Z@B�(bj) @�@� do= NXj=1 2� d2j log(1�) + C +O(�)where C = C(b; d) is a constant independent of � and O(�) a function such thatjO(�)j 6const.��, for � close to 0.Remark: There is a unique harmonic map u = ub;d : 
rfb1; : : : ; bNg =: ~
b ! S1associated to �b;d de�ned by (34), u = ub;d being determined by(u ^ @u@x1 = �@�b;d@x2u ^ @u@x2 = @�b;d@x1 in ~
b(cf [4] p. 10) and we havediv(u ^ ru) = 4�b;d ; deg(u; bi) = di ;jruj = jr�jand thus Z
jruj2 dx = Z
jr�j2 dx:This motivates the followingDe�nition:W (b1; : : : ; bN ; d1; : : : ; dN ) := W (b; d) := lim�!0�Z~
b;� jr�j2 dx� 2� NXj=1 d2j log 1��



23which is wellde�ned for b1; : : : ; bN 2 
 mutually distinct and d1; : : : ; dN 2Z.2) The vortex con�guration faigNi=1 is a critical point of W for �xed d =deg g.For �xed b 2 
N ; d 2ZN setub;d(z) := NYj=1 � z � bjjz � bjj�dj � ei�(z) (38)where 4� = 0 in 
 and such thatub;d = g on @
:Lemma 13 For �xed d 2 ZN, the point b 2 
N is a critical point of Wd(b) :=W (b; d)if and only iffor each j 2 f1; : : : ; Ng, ub;d may be written asub;d(z) = � z � bjjz � bjj�djeiHj(z) (39)with rHj(bj) = 0 and 4Hj = 0 (40)in a su�ciently small neighbourhood of bj in 
.For the proof see [4] corollary VIII.1, p. 85, and for the de�nition of W see theoremI.7, p. 20.Actually one proves the followingDWd(b) = �2�� dj �@Sj@x1 (bj); @Sj@x2 (bj)��j=1;::: ;N= 2�� dj ��@Hj@x2 (bj); @Hj@x1 (bj)��j=1;::: ;Nfor Sj as in (36) and Hj as in (39). (cf [4] theorem VIII.3, p. 84).In the sequel we will sketch the proof of the following result:Theorem 14 The limit map u� = limn!1u"n from the previous steps with singularitiesa = (a1; : : : ; aN) satis�esi) u� = ua;d, where di = deg(u�; ai) = deg(u�; @B�(ai)) ( ua;d de�ned as in (38)).



24ii) u� admits local expressions around the ai's as in Lemma 13, (39).Corollary 15 The vortex con�guration of the limit map u� is a critical point of therenormalized energy W .Sketch of the proof of theorem (14):i) Both the limit map u� and ua;d de�ned by (38) are smooth harmonic maps from~
 = 
r fa1; : : : ; aNg into S1equal to g on @
 and deg(u�; ai) = deg(ua;d; ai) by de�nition.Now weClaimThere is a function  such that4 = 0 in ~
 = 
 r fa1; : : : ; aNg = 0 on @
 (41)and u� = ei ua;d : (42)Indeed both u� and ua;d satisfy the equation4u = �ujruj2 in ~
:Writing locally u� = ei'�; ua;d = ei', this is (locally) equivalent to the linear equation4' = 4'� = 0 in ~
and in particular since '� = ' +  ;  (locally de�ned) as in (42) must also beharmonic in ~
. Now since deg(u�; aj) = deg(ua;d; aj); u�1a;d � u� = ei has degree 0around the aj's and a continuous  satisfying (41) and (42) de�ned on all of ~
 maybe found.(For a more rigid and computational proof of the claim see [4] Theorem I.5, p. 11).From step 8 we know that u� 2 W 1;1(
) and since ua;d 2 W 1;1(
), using ju�j =jua;dj � 1 on ~
, we deduce r 2 L1(
), by applying r to (41).Now 4 = divr = 0 on 
 r fa1; : : : ; aNg, so spt(4 ) � fa1; : : : aNg as adistribution and therefore4 = NXi=1 ci�ai + X16i6N; j=1;2 cij @j�ai; (43)4 being a distribution of order 1.



25First note that the constants cij must be zero, since r 2 L1(
) implies divr 2(W 1;1(
))�, whereas @j�ai 62 (W 1;1(
))�. Thus = NXj=1 cj logjx� ajj+ � (44)and u� = ua;d eiPj cj logjx�ajjei� ;where � is a smooth harmonic function on 
.Actually we have ci = 0 too, which implies theorem 14 i). The proof is quite lenghtyand in the sequel we will merely sketch the basic ideas, the main reference being [4]theorem VII.1 and VII.4.For a sequence u"n ! u� as in step 9 de�ne the Hopf di�erentials!n := j@u"n@x j2 � j@u"n@y j2 � 2i@u"n@x � @u"n@y ; (45)the dot denoting the real scalar product of vectors.From the variational equations (7) one deduces@!n@�z = @@z� 12"2n (1 � ju"nj2)2�:Further (cf [4] Lemma VII.1)12"2n �1� ju"nj2�2 * NXj=1 mj�ajweakly as a Radon measure.It follows (cf [4] p. 67-69)!n ! !� = � + 2� inCkloc(
 r fa1; : : : ; aNg) (46)where �� = �Pj mj�(z�aj )2 and � is some holomorphic function on 
.On the other hand, from the de�nition (45) we obtain!n ! !� = j@u�@x j2 � j@u�@y j2 � 2i@u�@x � @u�@y in Ckloc�
 r fa1; : : : ; aNg�: (47)Since we have for u = ei' there holds��@u@x��2 � ��@u@y ��2 � 2i@u@x � @u@y = �@'@x � i@'@y�2 ;(46), (47) combined with (44) yield an equation that both implies cj = 0 ( cf [4]p. 70 ) and produces an expression of u� as stated in theorem (14) ii) ( cf [4] p. 70).





27Section 3: The gauge invariant Dirichlet problem for theGinzburg Landau functional with magnetic �eld.The goal of this lecture is to develop the same kind of analysis as in the previouschapter for the functionalG"(u;A) := 12 Z
���dA��2 + ��ru� iAu��2 + 12"2�1 � juj2�2� dx (48)where 
 is a 2-dimensional, smooth, bounded, simply connected domain of R2, uis a complex-valued function u 2 W 1;2(
; C ) and the "magnetic �eld" A is a real-valued one-form over 
, also considered as a vector-valued functionA 2 W 1;2(
;R2).Throughout the main reference is [5]. Observe that the above functional di�ers fromthe original one by a scaling factor "2 after substituting A by 1="A.G" is invariant under the action of gauge transformss : 
 �! S1 � Cx 7�! s(x) = ei'(x)given by s�u(x) := s(x)u(x) ( complex multiplication )and s�A := A� i s�1ds = A+ d' :Therefore we should not impose u = g on @
 for some given g : @
 ! S1 asboundary constraint, since this breaks gauge invariance. On the other hand u = gimplies ru � � = rg � � , for the unit tangent vector�eld � on @
 and if we chooser = rA := r� iAthis new constraint actually is gauge invariant. In our problem we prescribe juj =1 as well as the vorticity deg(u; @
) on the boundary, which are gauge invariantquantities. Moreover we impose< iu; (� � ru� i�Au) >=< iu; � � rAu > != J on @
;where J is some given real-valued function on @
 and < u; v >:= Re (u�v) is thereal scalar product. The one form j :=< iu;rAu > has some physical signi�cance.Note that locally on the boundary we have u = ei' and< iu;rAu >= Re(i�urAu) = iu�1rAu = �(r'�A)since ' and A are real-valued.We will look for minimizers of G" in the following class:V := � (u;A) 2 W 1;2(
; C ) �W 1;2(
;R2) �� juj = 1 on @
;deg(u; @
) = d; < iu; � � rAu >= J on @
� (49)



28Theorem 16 There is a minimizer (u"; A") 2 V of G". It may be chosen in sucha way that d � �A" = 0 in 
 ; �A" � � = 0 on @
 :ProofBy gauge invariance, if f(un; An)gn 2 V is a minimizing sequence for G", then so isf(un + ei'n; An + d'n)gn 2 V for any 'n 2 W 2;2loc (
;R) , with r'n 2 W 1;2(
;R).In order to obtain adequate bounds, we will choose particular representatives in thegauge classes [(un; An)] := f (ei'un; An + d') ��' 2 G gwith G := f' 2 W 2;2loc(
;R) j r' 2 W 1;2(
;R) gof a minimizing sequence f(un; An)gn.Lemma 17 Coulomb gaugeFor each (u;A) 2 W 1;2(
; C ) �W 1;2(
;R2), there is (�u; �A) 2 [(u;A)] such that� d � �A = 0 in 
 ;�A � � = 0 on @
 ; (50)where � denotes the exterior unit normal vector�eld on @
.Proof of the lemmaConsider � 2 W 2;2(
;R) such that4� = �dA in 
 ; (51)� = 0 on @
 :Set �A := �d�, then d � �A = d2� = 0 in 
, �A � � = @�@� = 0 on @
 and �nally d(A� �A) = dA� �4� = 0in 
, thus since 
 is simply connected there is a function  such that A� �A = d .Note that 4 = d�A 2 L2 and so  2 W 2;2loc (
;R). Now for �u = e�i u, we have(u;A) ' (�u; �A) with (50).QED lemmaIn order to prove the existence result of theorem 16, we consider a minimizing se-quence f(un; An)gn in V for infV G". For each An, choose �n as in (51)4�n = �dAn in 
 ;�n = 0 on @
 :Since Z
 ���dAn��2 dx = Z
 ��dAn��2 dx 6 G"(un; An) < C



29by the Calderon-Zygmund inequality, a subsequence also denoted f�ng convergesweakly in W 2;2 and thus �An = �d�n converges weakly in W 1;2. The uniform boundon k �AnkW 1;2 together with Z
 ��r�un � i �An�un��2 dx 6 C"and Z
 ���un��4 dx 6 C 0"imlpies kr�unkL2 6 C 00" , so f�ung also converges weakly in W 1;2. By weak lowersemi-continuity of G" with respect to these norms, the weak limit actually is aminimizer.This minimizer lies in V and satis�es (50), because all these constraints are preservedunder weak W 1;2(
) and W 12 ;2(@
) limits, respectively strong Lp(
) and Lp(@
)limits for 1 < p <1. �Theorem 18 Consider a sequence "n !n!1 0 and corresponding minimizers (u"n; A"n)of G"n in V .Then there is a subsequence still denoted by f"ng and d points fa1; : : : ; adg � 
such thath"n := �dA"n !n!1 h� in 8<: W 1;p(
) for 1 6 p < 2 ;Ckloc(
 r fa1; : : : ; adg) for all k 2 N ;where h� satis�es the London equation�4h� + h� = 2� dXj=1 �aj in 
; (52)@h�@� = �J on @
:Moreover the con�guration (a1; : : : ; ad) minimizes a function W : 
d ! R, which isregular on 
r4 for 4 := f (a; : : : ; a) 2 
d �� a 2 
 g and has the following formW (a1; : : : ; ad) = 2� Xj 6=k log� 1jaj � akj� + R(a1; : : : ; ad) (53)where R is regular (C1 ) on 
d.Further each class [(u"n; A"n)] admits a representative (�un; �An) such that�un ! u� ; �An ! A� in Ckloc(
r fa1; : : : ; adg) ;8k 2 Nand the limiting sections satisfyr�A�rA�u� = u���rA�u���2 ;i.e. u� is A��harmonic.



30Remark:We would like to point out the link between this result and the problems presented inthe introduction. The Dirichlet boundary conditions and in particular the boundaryconstraint juj � 1 are not meaningfull for the underlying physics. Nonetheless thepreceding result yields a rigorous description of the mechanismvorticity =)8<: formation of vortices and induction of a magnetic �eld+the induced magnetic �eld veri�es the London equation ;which actually is the �rst question addressed in the introduction. The second ques-tion, which is still left to be understood, may be formulated in the following way:� exterior �eld Hext > critical value Hc1 � ��1(12log(�) + c1) � =) vorticity :A rigorous mathematical theory for the spontanious apparition of vorticity, for theminimizers of F�;Hext(u;A), when applying an external �eld Hext � Hc1 , is still tobe found and this seems to be quite di�cult. Still the preceding result gives somelight on the phenomenon. Actually the creation of vortices is coupled to an e�ectin the vicinity of the boundary, called Meissner e�ect, which implies that (u;A) isnot superconducting close to the boundary. We now assume that @
 is not thereal boundary of the superconductor, but simply the delimitation of some interiorsample-domain, far away from the real boundary of the superconductor,such thatwe can ignore the Meissner e�ect. It then becomes physically relevant to prescribejuj � 1 on @
. Moreover we may assume there is a tangent current (iu;rAu) � � � Jon @
 which is independent of ", but has free vorticity d. We then mimimizeF�;Hext(u;A) = Z
 � jrAuj2 + �22 (1 � juj2)2 + jdAj2 � dx� 2Z
 dA �Hextfor the preceding constraints. Choosing J � 0, in order to simplify the presentation,we obtain Z
 dA �Hext = Hext � Z
 dA = Z@
 A � � = = 2�dHext :Setting as before � = 1" , we thus minimizeF";Hext(u;A) = G"(u;A)� 4�dHext :The asymptotic developpement of Theorem 18 then yieldsF";Hext(u;A) = 2�log1" +W (a) + c d+ �(")� 4�Hext= 2��log1" � 2Hext�+W (a) + c d + �(")We easily see that there is a value c1, such that for c 6 c1 and Hext = 12 log1" + c, itis better to have d = 0 (and in the same time W (a) = 0), whereas for c > c1 this is



31not the case anymore. We can also determine the optimal vorticity as a function ofc.The above argument and the use of theorem 18 is rigorous, if we assume that d isa free parameter, which is merely bounded by a given constant for "! 0. It wouldbe interesting to prove this result without the assumption that d is bounded.Sketch of the proof of theorem (18):We will follow the same approach as in the case without magnetic �eld, but theproof is not quite the same and also works for non starshaped domains. Actuallythis method could also be used to treat the problem without magnetic �eld andimplies F. Bethuel, H. Brezis and H. H�elein result for arbitrary domains whichwas the result established by M. Struwe in [18]. The idea consists in combiningthe Pohozaev identity on balls of radius "� with the �-compactness lemma, o�eredbelow and the global bound on the energy.Step 1 : The Euler-Lagrange equations. The Euler-Lagrange equations forthe critical points (u;A) of G" arer�ArAu = 1"2 u (1 � juj2) in 
 ; (54)� d�dA =< iu;rAu >=: j in 
 ; (55)@h@� = �j � � = �J on @
 : (56)Actually in Coulomb gauge (56) follows from (54), (55) since the latter equationsthen become elliptic and solutions are smooth up to the boundary. Now since (56)is gauge invariant, by transforming back, we see that it holds in arbitrary gauge.Herer�ArA = �Pk � @@xk � iA�� @@xk � iA� and as before h := �dA . Note that (56)may be written as �d�h = j, if we set d�h := @h@x2 dx1 � @h@x1 dx2.Step 2: L1 bound on u.Lemma 19 Solutions of the Euler-Lagrange equations satisfy ku"kL1 6 1 :This follows as in the previous chapter from the maximum principle applied to124ju"j = � 1"2 ju"j2 (1� ju"j2) + ��rA"u"��2 :Step 3: Global bound on the Energy.Lemma 20 For minimizers (u"; A") of G" in V we haveG(u"; A") 6 2� log�1"� + C ; (57)



32which is obtained by evaluating G"(v"; 0) for v" a minimizer of the functional E"considered in chapter 1, for some boundary value g solving < ig; � � rg >= J andjgj = 1 on @
.Step 4: A remarkFrom the previous step we obtain the boundsZ
 jh"j2 dx 6 C log�1"� ; (58)Z
 ��rA"u"��2 dx 6 C log�1"� : (59)We may nonetheless obtain better local bounds on A. In a way A does not havelocal e�ects, but rather global ones: it resorbs the degree of u prescribed at theboundary.Indeed, set r = "� and choose Coulomb gauge on a ball Br:� d � �A" = 0 in Br ;�A" � � = 0 on @Br ; (60)i.e. as in the proof of lemma 17 set �A" := �d� for � given by4� = h" in Br ; � = 0 on @Br :Now ZBr jA"j2 dx 6 C1 ZBr jr�j2 dx 6 C2 ZBr jh"j2 dx 6 C3 r2 log�1"� ; (61)so ZB"� jA"j2 dx 6 C "2� log�1"� �!"!0 0 : (62)Suppose we have a vortex of degree 1 in x0 2 
, i.e. u"(x0) = 0 and ju"j > 0 on @Br,with R@Br 1juj2 �u ^ du� = 2�.Then one may show that RB"�(x0) ��ru��2 dx > C� log�1"� ;whereas RB"�(x0) jAj2 dx � "2� log�1"� : ( cf. [5] proposition IV.3 )Step 5: Global estimatesLemma 21 For minimizers (u"; A") of G" in V we havekrA"u"kL1 6 C" : (63)



33In particular, this implieskrju"jkL1 6 C" and krh"kL1 6 C" ;from equation (55) .Proof(63) essentially follows from a scaling argument, the bounds of step 3 and 4 and thefact that in Coulomb gauge on the unit ball, i.e. ford�A = 0 in B1 and A � � = 0 on @B1 :we have ZB1 ��rA��2 dx + Z@B1 jAj2 dx = ZB1 ��dA��2 dx = ZB1 jhj2 dx : (64)Indeed let (u;A) be a minimizer of G" in V in Coulomb gauge ( cf. theorem 17 ),where for simplicity we drop the indices ". Fix x0 =: 0 2 
 and de�ne the rescaledsolutions ~u(x) := u("x); ~A := "A("x) = Xi=1;2 "Ai("x)dxifor x 2 B2 := B2(0).Then ��r ~A~u��(x) = "��rAu��("x); j~h(x)j = "2jh("x)j. Now (58),(61) and (64) yieldZB2 �j ~Aj2 + ��r ~A��2� dx 6 C ZB2 j~hj2 dx 6 C "2 log�1"�and moreover, keeping in mind that we chose Coulomb gauge, the Euler-Lagrangeequations for the scaled solutions on B2 read�4~u = ~u (1� j~uj2)� i ~A2~u+ 2i ~Ar~u ;�4 ~A = "2 < i~u;r ~A~u > :From the estimate k~ukL1 6 1, elliptic regularity and the usual boot-strap argu-ments, one concludes kr~ukL1(B 32 ) 6 C ;for a constant C independent of ". Now scaling back and covering �
 with a �nitenumber of balls of radius 32 , combined with boundary-regularity yields krukL1 6 C"and also krAukL1 6 C" .( cf. [5] proposition II.6 ) �Step 6: Pohozaev identityIn the non gauge invariant case of the previous chapter, we obtained the Pohozaevidentity by multiplying the Euler-Lagrange equations by Pi=1;2 xi @u@xi = Lr @@ru,where L is the Lie-derivative. This is equivalent to saying that u is a critical point



34with respect to variations induced by translations in the domain, i.e. perturbationsof the form: ut(x) := u�x+ (x� x0)t� :Now we also set: At(x) := A�x+ (x� x0)t� and if (u;A) is a critical point ofG"(u;A) = R
 g"(u;A) dx, then we haveddt����t=0 ZG g"(u;A) dx = 0 8G �� 
 :After a translation, we may assume 0 = x0 2 
 and �ndLemma 22 Let (u;A) be a critical point of G"(u;A) we haveZG� 1"2 (1� juj2)2 � 2h2� dx = Z@G (x � �)� 12"2 (1� juj2)2 � h2� do (65)+ Z@G���rAu � � ��2 � ��rAu � ���2� do� 2 Z@G (x � � )�� � rAu; � � rAu� do :Step 7: Local estimatesLemma 23 Let 0 < � < 1; x0 2 
; (u"; A") a minimizer of G" in V and h" = �dA".Then ZB"�(x0)\
 jh"j2 dx 6 C "� log�1"� 8 0 < � < 1 (66)and ZB"�(x0)\
 1"2 (1� ju"j2)2 dx 6 C� ; (67)where C� depends on � as well as d; J and 
.Remark: We choose "� because it is the largest scale for which the Pohozaevidentity yields a bound of the form RB"� 1"2 (1 � ju"j2)2 dx 6 C� : In particular thisimplies, as in the previous chapter, that the number of bad discs B"� is �nite, whichwill be discussed in step 8.ProofIn the sequel we will drop the index ". Noting that h is a function, we deduce from(55) and (56) jdhj = ��rh�� 6 ��rAu�� (68)



35Indeed since in Coulomb gauge the variational equations (54), (55) are elliptic, weaksolutions are actually smooth and the equations hold pointwise. Now since the abovequantities are gauge invariant, (68) holds for weak solutions in any gauge.Combining with (59) we obtainZB"� ��rh��2 dx 6 C log�1"�and from (58) we have ZB"� jhj2 dx 6 C log�1"� :Using the Sobolev injections W 1;2(
) ,! Lp(
); 1 6 p 61 and H�older's inequality,we deduceZB"� jhj2 dx 6 (2�"2�) 2q  ZB"� jhjp dx! 2p 6 Cp ("�) 4q ZB"� ���rh��2 + jhj2� dxwith 1p + 1q = 1, which gives the �rst result by setting p = 4 .For the second estimate, let 0 < � < 1 and writeg"(x) := g"�u(x); A(x)�:= 12 �jdAj2(x) + ��rAu��2(x) + 12"2 �1� ju(x)j2)2�for the energy density. ThenZB"2�rB"� g"(x) dx = Z "�2"� 1r  r Z@Br g"(r!) d! ! dr 6 log�1"� :Thus there is some �" 2 ["�; "�2 ], such that�" Z@B�" g"(�"!) d! 6 C� ;where the constant C� depends on �; J; d but not on ". Combining the Pohozaevinequality (65) on B�" with the previous estimate (66), we obtainZB"� 1"2 �1�juj2�2 dx 6 ZB�" 1"2 �1�juj2�2 dx 6 C �"� log�1"�+� Z@B�" g" do� 6 C� :Note that in the case B�" \ @
 6= ;, one should integrate over B�" \
 and make useof the boundary data. �Step 8: The �-compactness lemmaThis lemma roughly says, that if we don't have enough energy on a ball, then juj islarger than 1=2 on the ball of half of the radius. Now this implies some compacteness



36properties for fu"g">0 on this ball. The �-compactness property is also one of thekey ingredients for studying similar asymptotic phenomena for minimizers of theGinzburg-Landau Functional in dimension larger than 2, but in higher dimensionsthe �-compactness lemma is much more delicate to establish (see [15] and [12] onthis subject).Lemma 24 There is a constant � > 0, such that, for all minimizers (u"; A") of G"in V , all x0 2 
 and all � > "ZB�(x0)\
 g"(u"; A") dx 6 � log��"�+ju"j > 12 inB �2 (x0) \ 
 :Consequences of the �-compactness lemma:Let 0 < � < 1. We call Br(x), for x 2 
 a bad ball , if there is some y 2 B r2 (x), suchthat juj(y) < 12 . Here and in the following Br or Br(x) actually stands for Br(x)\
,for some x 2 
. If Br(x) \ @
 6= ; some care is required and the boundary datashould be used.Choose a covering by balls fB"�=2(xi)gi2I" of �
 and set J" := f i 2 I" jB"�(xi) is bad g.By the �-compactness lemma we haveC log�1"� > Xj2J" ZB"�(xj) g"(u"; A") dx > � log�"�" ��(]J") = (]J") � (1��) log�1"� :So ]J" 6 C�, i.e. the number of bad balls of radius "� for 0 < � < 1 is uniformlybounded with respect to ".On the other hand, from lemma 21 and lemma 23, we know thatkrju"jkL1 6 C" ; (69)and ZB"� 1"2 �1� juj2�2 dx 6 C� : (70)This yields a uniform bound on the number of bad balls of radius � ", for a constant0 < � < 1 independent of ". Indeed, by (69), there is a � 2]0; 1[, such that juj 6 34on B�"(y) if ju(y)j < 12 , thusZB�"(y) 1"2 �1 � juj2�2 dx > �2�216 > 0 ;and so the number of bad balls of radius �" contained in some bad ball of radius "�is bounded independly of " by (70).



37Proof of the �-compactness lemma in dimension 2.First note that it su�ces to prove ju(x0)j > 12.Now by lemma 23 , � 6 "� impliesZB� jhj2dx 6 "� log1" �!"!0 0 :By assumption we haveZ �" 1r  r Z@Br g"(u"; A")d�! dr 6 �log�"and so there is some r0 2 ["; �] such thatr0 Z@Br0 ���rAu��2 + 12"2 (1� juj2)2 + jdAj2� dx 6 � (71)Combining (65) and (71), we obtainZBr0 1"2 (1 � juj2)2 dx 6 C � :Using krjujkL1 6 C" , this yields ju(x0)j > 12 for � su�ciently small. �Step 9 : W 1;p estimates for h = dA.h := dA satis�es d� 1juj2 d�h� + h = 0 on ~
 := 
r[j2J B"(xj) ; (72)where fB"(xj)gj2J is a �nite cover of the bad set. ( cf. step 8 )Indeed on ~
 we have juj > 12 and locally we may write u = jujei'. Then< iu;rAu >= Re(iu � rAu) = juj2 (d'�A)and d < i ujuj2 ;DAu >= �dA = �h :Applying now d to (55), we obtain�dd�h = � juj2 < i ujuj2 ;rAu > � = 1juj2d�juj2�(�d�h) � juj2h ;so 1juj2dd�h� 2djujjuj3 d�h+ h = 0 ;which is equivalent to (72). Now this equation for h is very similar to that obtainedfor  and H in the case without magnetic �eld, considered in the previous chapter.



38But here we did not have to make use of a Hodge decomposition, since h turns outto be the right variable to work with. Note that the Dirichlet boundary conditionfor  is now replaced by a Neuman boundary condition@h@� = �J on @
 :W 1;p estimates are obtained by similar methods and the other steps too can bedevelopped mutatis mutandi as in the case without magnetic �eld.AcknowledgementsThese notes arose from a mini-course given by the author at the ETH-Zurich onJanuary 1997. He would like to express his thanks to the Forschungsinstitute f�urMathematik at the ETH for its hospitality. The author is also most grateful toMichael Struwe for his attention and their enriching discussions. These lecture noteswere taken by Paul Harpes, who actively participated in clarifying the exposition byhis remarks and pertinent suggestions; he should be thanked here.
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